NUMERICAL  ANALYSIS  TO APPROXIMATE NONLINEAR EQUATIONS
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BISECTION METHOD
In mathematics, the bisection method is a root-finding method that applies to any continuous functions for which one knows two values with opposite signs. The method consists of repeatedly bisecting the interval defined by these values and then selecting the subinterval in which the function changes of sign, and therefore must contain a root. It is a very simple and robust method, but it is also relatively slow. Because of this, it is often used to obtain a rough approximation to a solution which is then used as a starting point for more rapidly converging methods


The method
The method is applicable for numerically solving the equation f(x) = 0 for the real variable x, where f is a continuous function defined on an interval [a, b] and where f(a) and f(b) have opposite signs. In this case a and b are said to bracket a root since, by the intermediate value theorem, the continuous function f must have at least one root in the interval (a, b).
At each step the method divides the interval in two by computing the midpoint c = (a+b) / 2 of the interval and the value of the function f(c) at that point. Unless c is itself a root (which is very unlikely, but possible) there are now only two possibilities: either f(a) and f(c) have opposite signs and bracket a root, or f(c) and f(b) have opposite signs and bracket a root.[5] The method selects the subinterval that is guaranteed to be a bracket as the new interval to be used in the next step. In this way an interval that contains a zero of f is reduced in width by 50% at each step. The process is continued until the interval is sufficiently small.
Explicitly, if f(a) and f(c) have opposite signs, then the method sets c as the new value for b, and if f(b) and f(c) have opposite signs then the method sets c as the new a. (If f(c)=0 then c may be taken as the solution and the process stops.) In both cases, the new f(a) and f(b) have opposite signs, so the method is applicable to this smaller interval
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Example: Finding the root of a polynomial . |

‘Suppose that the bisection method is used to find a root of the polynomial
flz)=2a®—z—2.

First, two numbers a and b have to be found such that f(a) and £(b) have opposite signs. For the above function, @ = 1
and b = 2 satisfy this criterion, as

) = - () -
and
50)= @ - @) -2=+4.

Because the function is continuous, there must be a root within the interval [1, 2].

2

In the first iteration, the end points of the interval which brackets the root are @, = 1and by = 2, so the midpoint is
_2+1
T
The function value at the midpoint s f(e;) = (1.5)° — (1.5) — 2 = —0.125. Because f(c;) is negative, a = 1is.

replaced with @ = 1.5 for the next iteration to ensure that f(a) and f(b) have opposite signs. As this continues, the interval
between a and b will become increasingly smaller, converging on the root of the function. See this happen in the table below.
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tteration | a,, b C.. flen)

1 1 2 15 -0.125
2(15 2 175 1.6093750
3[15 175 1625 06660156
4(15 1625 15625 02521973
5(15 15625  |1.5312500 | 0.0591125
6[15 15312500 | 1.5156250 | ~0.0340538
715156250 | 1.5312500 | 1.5234375 | 0.0122504
815156250 | 15234375 | 1.5195313 | -0.0109712
915195313 | 1.5234375 | 1.5214844 | 0.0006222

10 | 15195313 | 1.5214844 | 1.5205078 | -0.0051789

11| 1.5205078 | 1.5214844 | 1.5209961 | ~0.0022794

12| 15209961 | 1.5214844 | 1.5212402 | -0.0008289

13 | 15212402 | 15214844 | 1.5213623 | -0.0001034
1415213623 | 15214844 | 1.5214233 | 0.0002594
15 | 15213623 | 15214233 | 1.5213928 | 0.0000780

After 13 iterations, it becomes apparent that there is a convergence to about 1.521:  foot for the polynomial
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Analysis

The method is guaranteed to converge to a foot of fif fis a continuous function on the interval [a, b] and (a) and f(b) have
‘opposite signs. The absolute error is halved at each step so the method converges linearly, which is comparatively siow.

‘Specifically, if ¢, = &2 is the midpoint of the initial interval, and c, is the midpoint of the interval in the nth step, then the
difference between ¢, and a solution ¢ is bounded by!®!

b

<=
o

This formula can be used to determine in advance the number of iterations that the bisection method would need to

converge to a foot to within a certain tolerance. The number of iterations needed. n, to achieve a given error (or tolerance), &,
logey — loge

log; (%) log2

ket

is given by: n

where € = initial bre ze=b - a.

Therefore, the linear convergence is expressed by €,) = constant x e, m
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Algorithm 3.2 Bisection Method (Pseudo-code).

input a,b,0p8
external £
ta - 1(2)
o - 1)
5 £(a)+£(6) > 0 then stop
o = ix((og(b-a) - log(ops))/1og(2)) + 1
for 1-1 to n do
c =a+0se-a)

o= 1)
i fastc < 0 then
b-c
s
else
i favtc > 0 then
fa-tc
e1se
alpha = ¢
return
encit
endit

endtor
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