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Preface to the Second Edition 

I n preparing this new edi t ion I have t r ied to keep the changes to a m i n i 
m u m , on the principle that one should not meddle w i t h a relatively success
ful text. Thus the general fo rm of the book remains the same. Na tu ra l l y I 
have taken the oppor tun i ty to correct the errors of which I was aware. Also 
the text has been updated at various points, some proofs have been i m 
proved, and lastly about t h i r t y addi t iona l exercises are included. 

There are three ma in addit ions to the book. I n the chapter on group 
extensions an exposit ion of Schreier's concrete approach via factor sets is 
given before the in t roduc t ion of covering groups. This seemed to be desir
able on pedagogical grounds. Then S. Thomas's elegant p roo f of the auto
morph i sm tower theorem is included i n the section on complete groups. 
F ina l ly an elementary counterexample to the Burnside problem due to N . D . 
G u p t a has been added i n the chapter on fmiteness properties. 

I am happy to have this oppor tun i ty to thank the many friends and col
leagues who wrote to me about the first ed i t ion w i t h comments, suggestions 
and lists of errors. Their efforts have surely led to an improvement i n the 
text. I n part icular I thank J.C. Beidleman, F.B. Cannoni to , H . Heineken, 
L .C. Kappe, W . Mohres , R. Schmidt, H . Snevily, B .A.F . Wehrfr i tz , and 
J. Wiegold . M y thanks are due to Y u Fen W u for assistance w i t h the 
proofreading. I also thank T o m v o n Foerster of Springer-Verlag for mak ing 
this new edi t ion possible, and for his assistance throughout the project. 

Univers i ty of I l l ino is at Urbana-Champaign, Derek Robinson 
Urbana , I l l ino i s 

vi i 



Preface to the First Edition 

" A group is defined by means o f the laws o f combinat ions of its symbols," 
according to a celebrated d i c tum of Cayley. A n d this is probably st i l l as 
good a one-line explanation as any. The concept o f a group is surely one 
of the central ideas of mathematics. Certainly there are few branches of that 
science i n which groups are no t employed imp l i c i t l y or explici t ly. N o r is the 
use of groups confined to pure mathematics. Q u a n t u m theory, molecular 
and atomic structure, and crystal lography are jus t a few of the areas o f 
science i n which the idea of a group as a measure o f symmetry has played 
an impor t an t part. 

The theory o f groups is the oldest branch of modern algebra. I ts origins 
are to be found i n the w o r k o f Joseph Louis Lagrange (1736-1813), Paulo 
Ruffini (1765-1822), and Evariste Galois (1811-1832) on the theory of alge
braic equations. Their groups consisted o f permutat ions o f the variables or 
of the roots of polynomials , and indeed for much of the nineteenth century 
al l groups were finite permuta t ion groups. Nevertheless many of the funda
mental ideas o f group theory were in t roduced by these early workers and 
their successors, Augus t in Louis Cauchy (1789-1857), L u d w i g Sylow (1832— 
1918), Camil le Jordan (1838-1922) among others. 

The concept of an abstract group is clearly recognizable i n the w o r k of 
A r t h u r Cayley (1821-1895), bu t i t d i d no t really w i n widespread acceptance 
u n t i l Wal ther v o n D y c k (1856-1934) in t roduced presentations o f groups. 

The stimulus to study infinite groups came f rom geometry and topology, 
the influence of Felix K l e i n (1849-1925), Sophus Lie (1842-1899), H e n r i 
Poincare (1854-1912), and M a x D e h n (1878-1952) being paramount . 
Thereafter the standard of infinite group theory was borne almost single-
handed by O t t o Juljevic Schmidt (1891-1956) u n t i l the establishment o f the 
Russian school headed by Alexander Gennadievic K u r o s (1908-1971). 

vi i i 



Preface to the First Edition ix 

I n the meantime the first great age o f finite group theory had reached its 
cl imax i n the per iod immediately before the Firs t W o r l d W a r w i t h the w o r k 
of Georg Frobenius (1849-1917), W i l l i a m Burnside (1852-1927), and Issai 
Schur (1875-1936). After 1928, decisive new contr ibut ions were made by 
Phi l ip H a l l (1904-1982), H e l m u t Wielandt , and, i n the field of group repre
sentations, Richard Dagober t Brauer (1901-1977). The subsequent intense 
interest i n the classification of finite simple groups is very largely the legacy 
of their work . 

This book is intended as an in t roduc t ion to the general theory of groups. 
Its a im is to make the reader aware o f some of the ma in accomplishments of 
group theory, while at the same t ime p rov id ing a reasonable coverage of 
basic material . The book is addressed p r imar i l y to the student who wishes 
to learn the subject, bu t i t is hoped that i t w i l l also prove useful to special
ists i n other areas as a w o r k of reference. 

A n at tempt has been made to strike a balance between the different 
branches o f group theory, abelian groups, finite groups, infinite groups, and 
to stress the un i ty of the subject. I n choice of material I have been guided 
by its inherent interest, accessibility, and connections w i t h other topics. N o 
book of this type can be comprehensive, but I hope i t w i l l serve as an in t ro 
duc t ion to the several excellent research level texts now i n pr in t . 

The reader is expected to have at least the knowledge and ma tu r i ty of 
a graduate student who has completed the first year of study at a N o r t h 
Amer ican university or o f a first year research student i n the U n i t e d 
K i n g d o m . He or she should be famil iar w i t h the more elementary facts 
about rings, fields, and modules, possess a sound knowledge o f linear alge
bra, and be able to use Zorn 's Lemma and transfmite induct ion . However, 
no knowledge o f homologica l algebra is assumed: those homological 
methods required i n the study o f group extensions are in t roduced as they 
become necessary. This said, the theory o f groups is developed f rom scratch. 
M a n y readers may therefore wish to skip certain sections of Chapters 1 and 
2 or to regard them as a review. 

A w o r d about the exercises, of which there are some 650. They are to be 
found at the end of each section and must be regarded as an integral part of 
the text. Anyone who aspires to master the mater ial should set out to solve 
as many exercises as possible. They vary f rom routine tests of comprehen
sion of definitions and theorems to more challenging problems, some theo
rems i n their o w n right. Exercises marked w i t h an asterisk are referred to at 
some subsequent po in t i n the text. 

N o t a t i o n is by-and-large standard, and an at tempt has been made to 
keep i t to a m i n i m u m . A t the risk o f some unpopular i ty , I have chosen to 
wri te a l l functions on the right. A list o f commonly used symbols is placed 
at the beginning o f the book. 

W h i l e engaged on this project I enjoyed the hospi tal i ty and benefited 
f rom the assistance of several inst i tut ions: the Univers i ty of I l l inois at 
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Urbana-Champaign, the Univers i ty of W a r w i c k , N o t r e Dame Univers i ty , 
and the Univers i ty of Freiburg. T o a l l o f these and to the N a t i o n a l Science 
Founda t ion I express m y gratitude. I am grateful to m y friends John Rose 
and Ralph Strebel who read several chapters and made valuable comments 
on them. I t has been a pleasure to cooperate w i t h Springer-Verlag i n this 
venture and I thank them for their unfai l ing courtesy and patience. 
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Notation 

G, i f , . . . Sets, groups, rings, etc. 

£ , $ ) , . . . Classes of groups 

a, jS, 7,... Funct ions 

x, }/, z , . . . Elements of a set 

xa or x a Image of x under a 

xy y~lxy 

i f ~ G i f is isomorphic w i t h G 

H <G, H < G i f is a subgroup, a proper subgroup of the 

group G. 

i f < i G i f is a no rma l subgroup of G 

i f sn G i f is a subnormal subgroup of G 

H1H2" if„ Product of subsets of a group 

< X A | A G A > Subgroup generated by subsets Xx of a 
group 

< X | # > G r o u p presented by generators X and re
lators R 

d(G) M i n i m u m number of generators of G 

rp(G), r 0 (G) , r(G) p-rank, torsion-free rank, (Priifer) rank of 
G 



xvi Notation 

G", nG 

G[ri] 

\S\ 

\G:H\ 

\x\ 

CG(H), NG(H) 

HG,HG 

A u t G, I n n G 

O u t G 

H o i G 

H o m S J ( G , H) 

E n d f i G 

H1 x • • • x Hn, Hi 0 

D r Hx 

Ae A 

H t< N,N x H 

Cr 
A € A 

F r 
A e A 

i f <g) K 

G r = [ G , G] 

G («) 

F i t G 

Fra t G 

Subgroup generated by a l l gn or ng where 

0 e G 

Subgroup generated by al l g e G such that 
gn = \ ovng = 0. 

Card ina l i ty o f the set S 

Index of the subgroup H i n the group G 

Order of the group element x 

Centralizer, normalizer of H i n G 

N o r m a l closure, core o f H i n G 

A u t o m o r p h i s m group, inner automor
phism group of G 

A u t G/ Inn G, outer au tomorphism group 
of G 

H o l o m o r p h o f G 

Set of Q-homomorphisms f rom G to H 

Set of Q-endomorphisms of G 

Set product , direct products, direct sums 

Semidirect products 

Cartesian product , Cartesian sum 

Wrea th product 

Free products 

Tensor product 

Der ived subgroup of a group G 

G/G' 

T e r m of the derived series of G 

Terms of the lower central series, the 
upper central series of G 

Center o f G 

F i t t i n g subgroup of G 

F r a t t i n i subgroup of G 
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M ( G ) 

0K{G) 

UG) 

S t G ( Z ) , XG 

S y m X 

A. 

2 , 0 , R, C 

Z» 

R* 

K G 

G L ( F ) 

G L ( n , SL(n, R) 

P G L ( n , /?), PSL(n, K ) 

T(n, R), U(n, R) 

B(n, e) 

MG,x° 

max, m i n 

Schur mul t ip l i ca to r o f G 

M a x i m a l no rma l rc-subgroup of G 

7r-length of G 

Stabilizer of X i n G 

Symmetric group on X 

Symmetric, al ternating groups o f degree n 

Dihedra l group of order n 

Generalized quaternion group of order 2n 

Sets of integers, ra t ional numbers, real 
numbers, complex numbers 

Z/nZ 

G r o u p of units of a r ing R w i t h ident i ty 

G r o u p r ing of a group G over a r ing R 
w i t h ident i ty element 

Augmenta t ion ideals 

G r o u p of nonsingular linear transforma
tions of a vector space V 

General linear and special linear groups 

Projective general linear and projective 
special linear groups 

Groups of tr iangular, uni t r iangular ma t r i 
ces 

Free Burnside group w i t h n generators 
and exponent e 

Induced module, induced character 

M a x i m a l , m i n i m a l condit ions 

M a t r i x w i t h (i , j) entry 1 and other en
tries 0. 





CHAPTER 1 

Fundamental Concepts of Group Theory 

I n this first chapter we introduce the basic concepts o f group theory, devel
op ing fairly rapidly the elementary properties that w i l l be familiar to most 
readers. 

1.1. Binary Operations, Semigroups, and Groups 

A binary operat ion on a set is a rule for combin ing two elements of the set. 
M o r e precisely, i f S is a nonempty set, a binary operation on S is a function 
a: S x S -* S. Thus a associates w i t h each ordered pair (x, y) o f elements of 
S an element (x, y)a o f S. I t is better no ta t ion to wri te x o y for (x, }/)a, refer
r ing to " o " as the binary operation. 

I f o is associative, that is, if: 

(i) (x o y) o z = x o (y o z) is va l id for a l l x, y, z i n S, 

then the pair (S, o) is called a semigroup. 

Here we are concerned w i t h a very special type of semigroup. A semi
group ( G , o) is called a group i f i t has the fo l lowing properties: 

(ii) There exists i n G an element e, called a n'grftt identity, such that x o g = 
x for a l l x i n G. 

(iii) T o each element x of G there corresponds an element y o f G, called a 
right inverse o f x, such that x o y = e. 

W h i l e i t is clear how to define left ident i ty and left inverse, the existence 
of such elements is no t presupposed; indeed this is a consequence of the 
group axioms—see 1.1.2. 

1 



2 1. Fundamental Concepts of Group Theory 

I t is customary not to dist inguish between the group (G, o) and its under
ly ing set G provided there is no possibil i ty of confusion as to the intended 
group operation. However i t should be borne i n m i n d that there are usually 
many possible group operations on a given set. 

The order o f a group is defined to be the cardinal i ty o f the under ly ing 
set G. This is wr i t t en |G | . I f the group operat ion is commutative, that is, i f 
x o 3; = 3; o x is always val id , the group (G, o) is called abelian.^ 

Before g iv ing some standard examples of groups we shall list the most 
immediate consequences of the group axioms. The first o f these is a general
izat ion o f the associative law to four or more elements. 

1.1.1 (Generalized Associative Law) . If an element of a group is constructed 
from a sequence of elements x l 5 x 2 , . . . , xn in this order by repeatedly insert
ing brackets and applying the group operation, the element must equal 

and so is independent of the mode of bracketing. 

Proof. Certainly we may assume that n > 2. I f u is an element constructed 
f rom x l 5 x 2 , . . . , xn i n the prescribed manner, we can wri te u = v o w where 
v and w are constructed f rom x 1 , x 2 , . . . , x f and x m , . . . , x n respectively 
(1 < i < n). I f w = x n , the result follows by induc t ion on n. Otherwise we 
can wri te w = w ' o xn and u = (v o w ' ) o x n : once again the result follows by 
induc t ion on n. • 

Consequently i n any expression formed f rom the elements x l 5 x n i n 
that order brackets can be omi t ted w i t h o u t ambigui ty , an enormous s impl i 
fication i n nota t ion . 

1.1.2. Let x be an element of a group G, let e be a right identity and let y be a 
right inverse of x. Then: 

(i) y o x = e; 
(ii) e o x = x ; and 

(iii) e is the unique left identity and the unique right identity; y is the unique 
left inverse of x and the unique right inverse of x. 

Proof, (i) Let z = y o x ; then z o z = y o (x o y) o x = zby 1.1.1. N o w there is 
a w i n G such that z o w = e. Since z o z = z, we have z o (z o w) = z o w or 
z = e. 

(ii) By (i) we have x = x o e = x o ( j / o x ) = ( x o j / ) o ; x = eo:x. 
(iii) By (ii) a r ight ident i ty is a left identi ty. I f e' is any left ident i ty , then 

e' = e' o e = e. By (i) a r ight inverse of x is a left inverse. I f t is any left 
inverse of x, then t = t o (x o y) = (t o x) o y = y. • 

t After Niels Henrik Abel (1802-1829). 



1.1. Binary Operations, Semigroups, and Groups 3 

I n view of the last result i t is meaningful to speak of the ident i ty of G and 
the inverse of x i n G. 

There are t w o commonly used ways of w r i t i n g the group operat ion of a 
group (G, o). I n the additive notation x o y is wr i t t en as a "sum" x + y and 
the ident i ty element 0 G or 0, while — x denotes the inverse o f x. This nota
t i o n is often used for abelian groups. W e shall generally employ the multi
plicative notation wherein x o y is wr i t t en as a "product" xy, the ident i ty 
element is 1 G or 1 and x - 1 is the inverse of x. 

1.1.3. In any (multiplicative) group the equation xa = b implies that x = ba~x 

and the equation ax = b implies that x = a~xb. 

Proof. If xa = b, then x = (xa)a~1 = bar1: s imilar ly for the second part. • 

1.1.4. In any group (xy)~x = y~xx~x and ( x - 1 ) - 1 = x. 

Proof. Let z = (xy)'1; then xyz = 1, whence yz = x " 1 and z = y~1x~1 by 
1.1.3. Since x x " 1 = 1, we have x = ( x - 1 ) - 1 by 1.1.3 again. • 

Powers of an Element 

Let x be an element of a mul t ip l ica t ive ly wr i t t en group G and let n be 
an integer. The n t h power xn o f x is defined recursively i n the fo l lowing 
manner: 

(i) x ° = 1 G , x 1 = x, and x " 1 is the inverse of x ; 
(ii) x n + 1 = x n x i f n > 0; and 

(iii) xn = ( x " n ) _ 1 i f n < 0. 

Na tu ra l ly , i f G is wr i t t en addit ively, we shall wr i te nx instead of xn and 
speak of a multiple o f x. 

1.1.5 (The Laws of Exponents). Let m and n be integers and let x be an ele
ment of a group G. Then: 

(i) x

m x n = x m + n = x n x m ; and 
(ii) ( x m ) n = xmn = ( x n ) m . 

Proof, (i) Le t m > 0 and n > 0; then by induc t ion on n and the defini t ion 
xmxn = x m + n . A p p l y i n g 1.1.3 we deduce that xn = x~mxm+n and x m = x m + n x " n . 
F ina l ly inversion of the equation x m x n = x m + n and appl icat ion of 1.1.4 yield 
x~nx~m = x " m + ( _ n ) . Hence the law is established i n al l cases. 

(ii) I f n > 0, i t follows f rom (i) that ( x m ) n = x m n . N o w assume that n < 0; 
then ( x m ) n = ( ( x m ) " n ) _ 1 = ( x " m n ) _ 1 = xmn since x~mnxmn = 1 . • 



4 1. Fundamental Concepts of Group Theory 

Isomorphism 

I f G and H are groups, a funct ion a: G -> i f is called an isomorphism i f i t is a 
bijection (or one-one correspondence) and i f (xy)a = (x)(X'(y)(x. The symbol
ism G ~ H signifies that there is at least one i somorphism f rom G to H. 
I f a: G - > H is an isomorphism, an appl icat ion of a to 1 G 1 G = 1 G shows 
that l G a = 1H, and to x x - 1 = 1 G that ( x _ 1 ) a = ( x a ) - 1 . I t is easy to prove 
that i somorphism is an equivalence re la t ion on groups. 

One can see f rom the defini t ion that i somorphic groups have exactly cor
responding under ly ing sets and group operations. Thus any proper ty of a 
group deducible f rom its cardinal i ty and group operat ion w i l l be possessed 
by a l l groups isomorphic to i t . F o r this reason one is not usually interested 
i n dist inguishing between a group and groups that are isomorphic to i t . 

EXERCISES 1.1 

1. Show that a semigroup with a left identity and left inverses is a group. 

2. The identity (xlx2 • • • x „ ) - 1 = x " 1 • • • x j 1 * ! 1 holds in any group. 

3. I f the identity x2 = 1 holds in a group G, then G is abelian. 

4. Show from first principles that a group of even order contains an involution, that 
is, an element g # 1 such that g2 = 1. 

5. The equation (xy)n = xnyn holds identically in a group for all n if and only if the 
group is abelian. 

1.2. Examples of Groups 

We shall now review some of the more obvious sources o f groups. 

(i) Groups of Numbers 

Let Z , Q, U, and C denote respectively the sets o f a l l integers, ra t ional n u m 
bers, real numbers, and complex numbers. Each set becomes a group i f we 
specify ord inary add i t ion as the group operation, zero as the ident i ty and 
minus x as the inverse of x. The axioms of ar i thmetic guarantee the va l id i ty 
of the group axioms as wel l as the commuta t iv i ty o f the group operat ion. 
Thus a l l four groups are abelian. 

The sets Q \ { 0 } , I R \ { 0 } , and C \ { 0 } are groups w i t h respect to mul t ip l i ca 
t ion , 1 being the ident i ty and 1/x being the inverse of x. Aga in a l l the groups 
are abelian. 
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(ii) Groups of Matrices 

Let R be a r ing w i t h an ident i ty element and let G L ( n , R) denote the set of 
a l l n x n matrices w i t h coefficients i n R wh ich have inverses (these are to be 
n x n matrices over the r ing R). T a k i n g ma t r ix mul t ip l i ca t ion as the group 
operat ion, we see f rom elementary properties of matrices that G L ( n , R) is a 
group whose ident i ty element is l n , the n x n ident i ty matr ix . This group is 
called the general linear group o f degree n over R. I t is nonabelian i f n > 1. 
I n part icular, i f F is a field, G L ( n , F) is the group of a l l nonsingular n x n 
matrices over F. 

(iii) Groups of Linear Transformations 

I f V is an n-dimensional vector space over a field F, let GL(V) denote the 
set of a l l bijective linear transformations of V. Then GL(V) is a group i f 
funct ional composi t ion is specified as the group operation: thus (v)a o p = 
((v)(x)p where v e V and a, p e GL(V). 

There is a close connection between the groups GL(V) and G L ( n , F). 
For, i f a fixed ordered basis for V is chosen, each bijective linear transfor
m a t i o n o f V is associated w i t h a nonsingular n x n ma t r ix over F. This 
correspondence is an i somorphism f rom GL(V) to G L ( n , F), the reason 
being that when t w o linear transformations are composed, the product 
of the corresponding matrices represents the composite. These facts can be 
found i n most text books on linear algebra. 

(iv) Groups of Isometries 

Let M be a metric space w i t h a distance function d: M x M U. A n iso-
metry o f M is a bijective mapping a: M M which preserves distances; thus 

(xa, ya)d = (x, y)d 

for a l l x, y i n M . I t is very easy to verify that the set of a l l isometries o f M is 
a group w i t h respect to the operat ion of functional composi t ion. We shall 
wr i te this group 

I s o m ( M ) . 

Suppose next that X is a nonempty subset o f M . I f a is an isometry, 
define Xa to be the set { x a | x e X). The symmetry group oiX w i t h respect to 
the metric space M is the set 

SM(X) = {a G I s o m ( M ) | X a = X} 

of a l l isometries that leave X fixed as a set, together w i t h functional compo
sit ion. Aga in i t is clear that this is a group. The more "symmetrical" the set 
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X, the larger is the symmetry group. Thus we arrive at the fundamental idea 
of a group as a measure o f the symmetry of a structure. I t is one reason for 
the prevalence of groups i n so many areas o f science. 

(v) Isometries of E 2 

Let En denote n-dimensional Euclidean space. We shall give a brief account 
of isometries and symmetries i n E2. F o r a detailed study of isometries i n E2 

and i n E3 see [ M l ] . 
There are three na tura l types o f isometry i n E2, rotations about a point , 

reflections i n a line, and translations: i n the latter the po in t (x, y) is moved to 
(x + a, y + b) for some fixed a, b. I t can be shown that every isometry is 
a ro ta t ion , a t ranslat ion, a reflection, or the product of a reflection and a 
translat ion. 

I f X is a bounded subset of £ 2 , i t is in tu i t ive ly clear that an isometry 
leaving X invar iant cannot be a translat ion, and i n fact must be a ro t a t ion 
or a reflection. 

Let us use the preceding remarks to analyze a famous example. Let X be 
a regular po lygon w i t h n edges (n > 3). The rotat ions that leave X invar iant 
are about the center o f X t h rough angles 2ni/n, i = 0, 1 , n — 1. The 
reflections which preserve X are i n lines j o i n i n g opposite vertices or m i d 
points o f opposite edges i f n is even, or i n lines th rough a vertex and the 
midpo in t of the opposite edge i f n is odd. Thus i n a l l SE2(X) contains 
n + n = 2n elements. This group is called the dihedral group o f order 2n\ i t is 
wr i t t en 

D2n. 

(The reader is warned that some authors denote this group by Dn) 

(vi) Groups of Permutations 

I f X is a nonempty set, a bijection n: X X is called a permutation o f X. 
The set of a l l permutat ions o f X is a group w i t h respect to functional com
posi t ion called the symmetric group on X, 

Sym X. 

W h e n X = { 1 , 2 , . . . , n} , i t is customary to wri te 

for Sym X, and to call this the symmetric group of degree n. 
Histor ica l ly the first groups to be studied systematically were groups of 

permutat ions (or substitutions, as they were called). This approach is not so 
l imi ted as i t migh t seem since by a fundamental result (1.6.8) every group is 
isomorphic w i t h a group of permutat ions of its under ly ing set. 
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W e remind the reader that the signature of a permuta t ion n e Sn is 
defined to be 

T-T (*> - 0 > 
Sign 71= | | : : , 

1 <i< j<n I — J 

which equals + 1 or — 1. Recall that % is even i f sign % = + 1 and odd i f sign 
n = — 1. F r o m the defini t ion i t is easy to check the formulas 

sign(7c 17i 2) = (sign ^ ( s i g n n2) and s ign(7i _ 1 ) = sign n. 

Hence the set of a l l even permutat ions i n Sn is also a group w i t h respect to 
functional composi t ion; this is the alternating group An. Obvious ly \AX \ = 1; 
i f n > 1, the funct ion n H» 7i( l , 2) is a bi ject ion f rom ,4 n to the set of a l l odd 
permutat ions i n Sn; hence \An\ = j(n\). 

EXERCISES 1.2 

1. Prove that no two of the groups Z, Q, U are isomorphic. 

2. Let R be a ring with identity. Prove that GL(n, R) is abelian if and only if n = 1 
and is commutative. (Here R* is the group of units, i.e., invertible elements of 
R.) 

3. Describe the symmetry group of: (a) an isosceles but nonequilateral triangle; 
(b) a swastika. 

4. Show that the symmetry group of a rectangle which is not a square has order 4. 
By labeling the vertices 1, 2, 3, 4, represent the symmetry group as a group of 
permutations of the set { 1 , 2, 3, 4}. (This is called a Klein 4-group.) 

5. Represent the dihedral group D2n as a group of permutations of the set 
{ 1 , 2 , . . . , n) by labeling the vertices of a regular polygon with n edges. 

6. Describe the symmetry group of Z in E1. (This group, D^, is known as the 
infinite dihedral group.) 

1. Exhibit all rotations of E3 that leave invariant a regular tetrahedron. This group 
is called the tetrahedral group. Prove that i t is isomorphic with AA. 

8. Show that the group of all rotations in E 3 that leave a cube invariant is iso
morphic with S 4. [Hint: A rotation permutes the four diagonals of the cube.] 

9. A regular octahedron is the polyhedron obtained by joining the centres of the 
faces of a cube. Prove that the rotation group of the octahedron is isomorphic 
with SA (sometimes known as the octahedral group). 

10. Prove that Sym X is abelian if and only i f \X\ < 2. 

11. Give a group-theoretic proof of Wilson's Theorem: if p is a prime, then (p — 1)! = 
— 1 (mod p). [HinV. Form the product of all the elements of the group ZJ.] 
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1.3. Subgroups and Cosets 

Let G be a group and let i f be a subset of G. We say that i f is a subgroup 
of G i f ( i f , *) is a group where * is the group operat ion of G restricted 
to i f . F r o m 1.1.3 and the equat ion 1H1H = 1H i t follows that 1H = 1 G . Also, 
i f XH1 is the inverse of x in the group ( i f , *) , then xx^1 = 1H = 1 G , whence 
XH1 = x - 1 . Thus ident i ty and inverses are the same i n G and i n i f . F r o m 
this i t is clear that a subset i f is a subgroup of G i f and only i f i t contains 
the ident i ty and al l products and inverses of its elements. 

W e shall wri te 
i f < G or G > i f 

to signify that i f is a subgroup of G. T w o obvious examples o f subgroups 
are the trivial or identity subgroup { 1 G } , usually wr i t t en 1 G or 1, and the 
improper subgroup G itself. I f i f < G and i f # G, then G is called a proper 
subgroup o f G; i n symbols H < G ov G > H. 

1.3.1 (The Subgroup Cri ter ion) . Let i f be a subset of a group G. Then i f is a 
subgroup of G if and only if i f is not empty and x y - 1 e i f whenever x e i f 
and y e i f . 

Proof. Necessity being clear, assume that the condit ions ho ld : then there 
exists an h e i f and 1 G = hhT1 e i f . I f x, y e i f , then l G y _ 1 = y~x e i f and 
hence x ( y - 1 ) - 1 = xy e i f . Thus i f is a subgroup. • 

Examples of Subgroups 

(i) Z , Q, and U are subgroups of C. 
(ii) Let R be a commutat ive r ing w i t h identi ty. Define SL(n, R) to be 

the set of a l l n x n matrices over R w i t h determinant equal to 1. Since 
d e t ( A B _ 1 ) = (det A)(dQt J3)"1 and SL(n, R) contains the ident i ty mat r ix , we 
see f rom 1.3.1 that SL(n, R) is a subgroup of G L ( n , R); i t is called the special 
linear group of degree n over R. 

(iii) An is a subgroup of Sn. This follows f rom 1.3.1 and the equat ion 
s i g n ( 7 i 1 7 i 2 1 ) = (sign 7^) ( s ign n2). 

Intersections and Joins of Subgroups 

1.3.2. If {Hk\X e A } 15 a set of subgroups of a group G, then I = f^XeAHxis a 
subgroup of G. 

Proof. Obvious ly 1 e i . I f x, y e i , then x, y e i f A and hence xy'1 e f f A for a l l 
X E A . Thus x y " 1 e I and i < G by 1.3.1. • 
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The Subgroup Generated by a Subset 

Let X be a nonempty subset of a group G. Define the subgroup generated 
byX 

<X> 

to be the intersection o f a l l subgroups of G which contain X: notice that 
there w i l l always be at least one such subgroup, G itself. Tha t < X > is a 
subgroup follows f rom 1.3.2. I n a real sense < X > is the smallest subgroup of 
G conta ining X: for i f X c S < G, then < X > c s. Clearly X = < X > pre
cisely when X itself is a subgroup. 

Na tu ra l l y one wishes to have a description of the elements o f < X > . 

1.3.3. / / X is a nonempty subset of a group G, then < X > is the set of all ele
ments of the form x* 1 • • • x£ f c where et= ±1, xte X, and k>0. (When k = 0, 
the product is to be interpreted as 1.) 

Proof. Le t S denote the set of a l l such elements. Then S is a subgroup by 
1.3.1, while clearly X c S: hence < X > c S. But obviously S c < x > , so that 
S = < X > . • 

I f n is a positive integer, a group is said to be an n-generator group i f 
i t can be generated by some n-subset { x l 5 x 2 , x n } . A group is finitely 
generated i f i t is n-generator for some n. 

A 1-generator group <x> = < { x } > is termed cyclic: by 1.3.3 this consists 
of a l l the powers o f x. The standard example of an infinite cyclic group is Z , 
while Z n , the addit ive group of congruence classes modu lo n, is the standard 
cyclic group of order n. 

I f {Xk\X e A } is a set of subgroups o f G, the join of the Xx's or the sub
group generated by the X A ' s is defined to be ( ( J A E A ^ A ) - This w i l l be wr i t t en 

< X J A e A > 

or i n case A = { A l 5 . . . , A n } , a finite set, 

< x A i , . . . , x A n > . 

I f G is any group, the set S(G) of a l l subgroups o f G is a par t ia l ly ordered 
set w i t h respect to set inclusion. Moreover a nonempty subset of S(G) has a 
least upper b o u n d i n S(G), the j o i n o f a l l its elements, and a greatest lower 
b o u n d i n S(G), the intersection of a l l its elements. Thus S(G) is a complete 
lattice, k n o w n as the subgroup lattice of G. The unique smallest element of 
S(G) is 1, the unique largest G. 

Hasse Diagrams 

I t is sometimes helpful to visualize the inclusions which exist between sub
groups o f a group by means of a Hasse diagram. I n this subgroups are 
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represented by vertices, while an ascending edge or sequence of ascending 
edges j o i n i n g t w o subgroups indicates that the lower subgroup is contained 
i n the upper subgroup. The basic Hasse diagram is the so-called parallelo
gram diagram. 

< f f , K > 

H n K 

Left and Right Cosets 

I f i f is a fixed subgroup of a group G, a re lat ion ~ H on G is defined i n the 
fo l lowing way: x ~H y holds i f and only i f x = yh for some ft e i f . I t is easy 
to check that ~ H is an equivalence relat ion on G and that the equivalence 
class containing x is the subset xH defined by 

xH = {xh\heH}: 

this is called the left coset o f i f conta ining x. Observe that distinct left cosets 
are disjoint and xH = yH i f and only i f x~xy e i f . A l l left cosets of i f have 
the cardinal i ty o f i f i n view of the biject ion ft i—• xh f rom i f to xH. The 
un ion of a l l the left cosets of i f is G. 

Let us select an element f rom each left coset of i f (thereby using the 
ax iom of choice!) and wri te T for the resulting set o f left coset representa
tives. Then G is the disjoint un ion 

and every element o f G can be uniquely wr i t t en i n the fo rm th, t e T, he i f . 
The set T is called a left transversal to i f i n G. Not ice that \T\ equals 
the cardinal i ty of the set o f left cosets of H. Frequently i t is convenient to 
choose 1 as the coset representative of i f , so that l e i 

I n a precisely similar way the right coset 

Hx = {hx\heH} 

arises as the H ~ -equivalence class conta in ing x where x H ~ y means that 
x = hy for some ft e i f . The terms right coset representative and right trans
versal are defined analogously. 



1.3. Subgroups and Cosets 11 

Products and Inverses of Subsets 

I t is useful to generalize the n o t i o n of a coset. I f X and Y are arbi t rary 
nonempty subsets of a group, define their product to be the subset 

XY={xy\xeX,yeY} 

and the inverse o f X to be 

X-1 = {x-^xeX}. 

Then clearly xH = {x}H is a left coset and Hx = H{x} a r ight coset i f 
H < G. M u l t i p l i c a t i o n o f subsets is associative and ( X - 1 ) " 1 = X is always 
val id . 

M o r e generally we define the product o f a family o f subsets 

X1X2'" Xk; 

this consists of a l l products X^ X 2 * * * %k 

where xt e Xt. O f course we speak of 
a sum o f subsets i n the case of an additive group. 
1.3.4. Let H be a subgroup of G and let T be a left transversal to H in G. 
Then T - 1 is a right transversal to H in G. In particular, the sets of left and 
right cosets of H have the same cardinality. 

Proof. Since G is the disjoint un ion of the tH, t e T, inversion shows that 
G " 1 = G is the disjoint un ion of the (tH)'1 = Ht'1. • 

The cardinal i ty of the set of left (or r ight) cosets of H i n G is called the 
index o f H i n G and is wr i t t en 

\G:H\. 

1.3.5. Let K < H < G. If T is a left transversal to H in G and U a left trans
versal to K in H, then TU is a left transversal to K in G. Thus 

\G:K\ = \G:H\-\H:K\. 

Proof. G = \JteTtH and H = {JusUuK, whence G = {Jt€T,ueutuK- I t r e " 
mains to show that a l l the cosets tuK are distinct. Suppose that tuK = t'u'K 
where t,t'eT and u, u' e U: then t~xt' e H and tH = t'H. Since T is a 
transversal, t = t'\ hence uK = u'K and u = u' since U is a transversal. • 

Specializing to the case K = 1, we ob ta in a fundamental theorem. 

1.3.6 (Lagrange's Theorem). If G is a group and H is a subgroup of G, then 
\G\ = \ G:H\-\H\. If G is finite, \ G:H\ = \ G\/\H\. Hence the order of a sub
group always divides the order of the group if the latter is finite. 
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O n the other hand, jus t because a positive integer divides the group 
order i t does not fol low that there is a subgroup w i t h this order (see Exer
cise 1.3.3). 

Double Cosets 

I f i f and K are subgroups and x is an element of a group G, the subset 

HxK = {hxk\heH,keK} 

is called an ( i f , K)-double coset. There is a pa r t i t i on of the group in to dou
ble cosets which is occasionally useful. 

1.3.7. Let i f and K be subgroups of a group G. 

(i) The group G is a union of ( i f , K)-double cosets. 
(ii) Two ( i f , K)-double cosets are either equal or disjoint. 

(iii) The double coset HxK is a union of right cosets of i f and a union of left 
cosets of K. 

Proof. Define x ~ y to mean that x = hyk for some h i n i f and k i n K. I t is 
easy to check that ~ is an equivalence relat ion on G, the equivalence class 
containing x being HxK. Thus (i) and (ii) fo l low at once, (ii i) is clear. • 

The Order of an Element 

A group element x has finite order n i f the cyclic subgroup <x> has order n. 
I f <x> is infinite, then x has infinite order. We shall wr i te 

W 

for the order of x. Elements o f order 2 are often called involutions. 
A torsion group (or periodic group) is a group al l o f whose elements have 

finite order. I f the orders of the elements of a group are finite and bounded, 
the group is said to have finite exponent. The exponent o f the group is then 
the least c o m m o n mul t ip le of a l l the orders. Obvious ly a finite group has 
finite exponent and a group w i t h finite exponent is a tors ion group. 

O n the other hand, a group is said to be torsion-free (or aperiodic) i f 
apart f rom the ident i ty a l l its elements have infinite order. 

1.3.8. Let x be an element of a group G. 

(i) x has infinite order if and only if all powers of x are distinct. 
(ii) If x has finite order n, then xm = 1 if and only if n\m. Moreover <x> 

consists of the distinct elements 1, x, x 2 , . . . , x n _ 1 . 
(iii) If x has finite order n, the order of xk equals n/(n, k). 
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Proof. I f a l l powers of x are distinct, <x> is obviously infinite. Conversely 
suppose that t w o powers of x are equal, say xl = xm where / < m; then 
x m - i _ J j ^ u s we can choose the least positive integer n such that xn = 1. 
Us ing the divis ion a lgor i thm we may wri te an arbi t rary integer m i n the 
fo rm m = qn + r where q, r are integers and 0 < r < n. Then xm = (xn)qxr = 
xr, wh ich shows that <x> = { 1 , x , x n - 1 } . Hence x has finite order. Also 
xm = 1 i f and only i f r = 0, that is, i f n\m: this is by min ima l i t y o f n. Nex t 
suppose that x 1 = xj where 0 < i < j < n. Then xj~l = 1, so that n\j — i: 
but this can only mean that i = j . Hence the elements 1, x , . . . , x n _ 1 are al l 
distinct and | x | = n. Thus (i) and (ii) are established. 

T o prove (iii) observe that ( x

k ) n K n , k ) = ( x

n ) k K n , k ) = 1, wh ich implies that 
m = \xk\ divides n/(n, k). Also since (xk)m = 1, one has that n\km and hence 
that n/(n, k) divides (k/(n, k))m. By Euclid's L e m m a n/(n, k) divides m, so 
m = n/(n, k). • 

Subgroups of Cyclic Groups 

Whi le i t can be an arduous task to determine al l the subgroups of a group, 
there is l i t t le difficulty i n the case of cyclic groups. 

1.3.9. Let G = <x> and let H be a subgroup of G. 

(i) If G is infinite, then H is either infinite cyclic or trivial 
(ii) If G has finite order n, then H is cyclic of order dividing n. Conversely, to 

each positive divisor d of n there corresponds exactly one subgroup of 
order d, namely < x n / d > . 

Proof. We prove first that H is cyclic. I f H = 1, this is obvious, so let H # 1; 
then H contains some positive power x 5 # 1. Let s be chosen m i n i m a l w i t h 
this property. Clearly < x 5 > c H. I f xl e H, wri te t = sq + r where q, r e Z 
and 0 < r < 5. Then x r = (xs)~qxt e H, so the min ima l i t y of s shows that 
r = 0 and s\t. Hence xl e < x 5 > and H = < x 5 > . I f G is infinite, x has infinite 
order, as does x 5 . Hence H is an infinite cyclic group. 

N o w let | x | = n < oo. Then \H\ divides n, as we see at once f rom 
Lagrange's Theorem. Conversely suppose that d\n; then \xn/d\ = d by 1.3.8 
and | < x n / d > | = d. F ina l ly suppose that < x k > is another subgroup of order d. 
Then xkd = 1 and n\kd: consequently n/d divides k and < x k > < < x n / d > . Bu t 
these subgroups b o t h have order d, so they coincide. • 

I t is obvious that a group has jus t one subgroup i f and only i f i t has 
order 1. We determine next the groups w i t h exactly two subgroups. 

1.3.10. A group G has precisely two subgroups, namely 1 and G, if and only if 
it is cyclic of prime order. 
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Proof. Sufficiency is immediate f rom 1.3.6. I f G has only two subgroups 
and 1 ^ x e G , then G = <x>. Moreover , should | x | be infinite, < x 2 > w i l l 
be a proper non t r iv i a l subgroup. Hence | x | is finite and by 1.3.9 i t must be 
prime. • 

Index Theorems 

We shall record some basic properties of the index of a subgroup. 

1.3.11. Let H and K be subgroups of a group G. 

(i) \HK\-\HnK\ = \H\-\K\, so that \H:HnK\ = if H and K 
are finite. 

(ii) |G : f f n K\ <\G : H\ • \G : K\, with equality if the indices \G:H\ and 
|G : K\ are finite and coprime. 

Proof, (i) Define an equivalence re la t ion ~ on the set product f f x K by 
the rule (h, k) ~ (hf, k') i f and only i f hk = h'k'\ this is equivalent to h~lh' = 
k(kf)~x or to (h', k') = (hi, i _ 1 / c ) for some ie H n K. Hence the equivalence 
class (h, k) containing (h, k) has cardinal i ty \H n K\. N o w consider the func
t i o n (h, k) i—• hk: elements equivalent to (h, k) also map to hk, so we have a 
function f rom the set of equivalence classes to HK given by (h, k) i—• hk. 
Moreover this funct ion is bijective by defini t ion o f ~ . Hence the set of 
al l equivalence classes has cardinal i ty \HK\. Since \H x K\ = \H\-\K\, i t 
follows that | i f | • | K | = | i f X | • | i f n K\. 

(ii) T o each left coset x ( f f n K) we assign the pair of left cosets (xf f , xK): 
this pair is clearly well-defined. N o w (xf f , xK) = (x'H, x'K) i f and only 
i f x - 1 x ' e H n K or x ( f f n K) = x'(H n K). Therefore the assignment 
x ( f f n K) i—• (x f f , xK) is an inject ion and 

\G:HnK\ < \G:H\-\G:K\. 

I f | G : f f | and | G : K \ are finite and relatively prime, each divides \G: H nK\ 
by 1.3.5, whence their product does too. • 

1.3.12 (Poincare). The intersection of a finite set of subgroups each of which 
has finite index is itself of finite index. 

The impor t an t result is an immediate consequence of 1.3.11(h). 

Permutable Subgroups and Normal Subgroups 

T w o subgroups f f and K o f a group G are said to permute i f HK = KH. 
This is i n fact precisely the cond i t ion for HK to be a subgroup. 
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1.3.13. If H and K are subgroups of a group, then HK is a subgroup if and 
only if i f and K permute. In this event HK = <ff , K} = KH. 

Proof. Suppose that HK < G; then H < HK and K < HK, so KH c HK. 
T a k i n g inverses of each side we get HK c KH, whence HK = KH. M o r e 
over (H,K)< HK since HK < G, while HK c <ff , K) is always true; thus 
<ff , K} = HK. Conversely let HK = KH: i f ht e H and kt e K, then 

M i C b ^ r 1 = h1(k1k2

1)h2

1: 

now (k1k2

1)h2

1 = h3k3 where h3eH and k3eK. Hence h1k1(h2k2)~1 = 
(hxh3)k3

 e HK and i f K < G by 1.3.1. • 

1.3.14 (Dedekind 's t M o d u l a r Law). Let H, K, L be subgroups of a group and 
assume that K c: L . Then (HK) n L = (H n L)K. In particular, if H and K 
permute, < i f , K} n L = (H n L , X > . 

Proo/ l I n the first place ( i f n L ) K c i f K and ( i f n L ) K c L X = L : hence 
(HnL)K^ (HK) n L . Conversely let x e (HK) n L and write x = hk, (h e H, 
k e K): then h = xk'1 e LK = L , so that heHnL. Hence xe(Hn L)K. 
The second par t follows via 1.3.13. • 

The reader should note that since K n L = K, the modula r law is really a 
fo rm of the distr ibut ive law (HK) n L = (H n L)(K n L): however the latter 
is false i n general. 

A subgroup of a group G which permutes w i t h every subgroup of G is 
said to be permutable (or quasinormal). By far the most impor t an t examples 
of permutable subgroups are normal subgroups: these are subgroups posses
sing one of the three equivalent properties i n the next result. 

1.3.15. If i f is a subgroup of a group G, the following statements about i f are 
equivalent: 

(i) xH = Hx for all x e G; 
(ii) x~xHx = i f for all x e G; and 

(iii) x~xhx e i f for all x e G, h e i f . 

Proof. 

(i) => (ii). P remul t ip ly by x " 1 . 
(ii) => (ii i) . This is clear. 
(iii) =>(i). Let heH and x e G. Then hx = x(x~xhx) e x f f and xh = 

(x~1)~1hx~1 x e Hx. Hence x f f = Hx. • 

The no ta t ion 

t Richard Dedekind (1831-1916). 
i f <d G 
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signifies that H is a no rma l subgroup of G . O f course 1 and G are n o r m a l 
subgroups and these may well be the only no rma l subgroups of G . I f this 
is the case and G # 1 , the group G is said to be simple. M o r e interesting 
instances of normal i ty are: An^ Sn and SL(n, R)^ G L ( n , R). No te also that 
i n an abelian group every subgroup is normal . 

I t follows f rom 1 . 3 . 1 5 that a normal subgroup is permutable: hence the 
product of a subgroup and a no rma l subgroup is always a subgroup. 

1.3.16. If { i V J A e A } is a collection of normal subgroups of a group, then 
P ) A e A Nx and (Nx\l e A ) are normal subgroups. 

Proof. The first par t is clear: to prove the second apply 1.3.3. • 

Normal Closure and Core 
I f X is a nonempty subset of a group G , the normal closure o f X i n G is the 
intersection of a l l the no rma l subgroups of G which contain X. By 1 . 3 . 1 6 
this is a no rma l subgroup; i t is denoted by 

XG. 

Clearly XG is the smallest no rma l subgroup containing X and i t is easy to 
show that XG = ig~xXg\g e G > , cf. the p roo f o f 1.3.3. 

D u a l to the no rma l closure is XG the normal interior or core o f X i n 
G ; this is defined to be the j o i n o f a l l the n o r m a l subgroups of G that 
are contained i n X, w i t h the convent ion that XG = 1 i f there are no such 
subgroups. Aga in i t is simple to prove that HG = F]gsGg~1Hg for H a 
subgroup. 

EXERCISES 1.3 

1. I f H < G, then G\H is finite if and only if G is finite or H = G. 

2. Find all subgroups of S3. Using a Hasse diagram display the subgroup lattice. 

3. Repeat Exercise 2 for A4, observing that A4 has no subgroup of order 6. 

*4. Let d(G) be the smallest number of elements necessary to generate a finite 
group G. Prove that |G| > 2d(G). [Note: By convention d(G) = 0 if |G| = 1.] 

5. A cyclic group of finite order n is isomorphic with Z„: an infinite cyclic group is 
isomorphic with Z. 

*6. I f G is infinite cyclic and 1 ^ H < G, then |G : H | is finite. 

7. A group has exactly three subgroups if and only if i t is cyclic of order p2 for 
some prime p. 

*8. Let H and K be subgroups with coprime indices in a finite group G. Prove that 
G = HK (use 1.3.11). 
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9. Let H < G and K < G. Then H \ J K <G i f and only if H < K ov K < H. 
Deduce that no group is a union of two proper subgroups. 

10. Give examples of: (a) a torsion group with infinite exponent; and (b) an infinite 
group with finite exponent. 

11. Prove that Q is not finitely generated. 

12. Let H and K be subgroups of a finite group G. 

(a) Show that the number of right cosets of H in HdK equals \K : Hd n K\. 
(b) Prove that 

v 1 _ |G| _ y 1 
^\HdnK\ \H\-\K\ ^\HnKd\ 

where d runs over a set of (H, K)-double coset representatives. 

13. A subgroup of index 2 is always normal. 

14. Given that H^Kk<G for all X in A, show that {\kHk^ P ) A ^ A -

*15. Show that normality is not a transitive relation (check D 8 ) . 

*16. I f H < K < G and i V o G, show that the equations HN = KN and HnN = 
KnN imply that H = K. 

*17. I f G = D2n, find elements x and y of orders 2 and n respectively such that 
G = <x, y> and x _ 1 y x = 

*18. I f H < G, prove that # G = </F|<? e G> and H G = f]geGHg. 

19. Show that {HK) n L = (H n L)(K n L) is not valid for all subgroups H, K, L . 

1.4. Homomorphisms and Quotient Groups 

Let G and i f be two groups. A function a: G -* H is called a homomorphism 
i f 

(xy)a = (xa)(j/a) 

for a l l x j e G. F o r mul t ip l ica t ive groups i t is advantageous to wri te x a i n 
stead o f xa, so that the above becomes 

(xyY = xaya. 

The set o f a l l homomorphisms f rom G to H is denoted by 

H o m ( G , i f ) . 

This set is always nonempty since i t contains the zero homomorphism 
0: G -+ H wh ich sends every element o f G to 1H. 

A h o m o m o r p h i s m a: G G is called an endomorphism o f G. The ident i ty 
funct ion 1 : G G is clearly an endomorphism. 
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O f the greatest importance are the image I m a and the kernel K e r a o f a 
h o m o m o r p h i s m a: G i f . These subsets are defined as follows: 

I m a = G a = { x a | x e G} 

and 

K e r a = { x | x e G , x a = \ H ) . 

1.4.1. Let a: G i f be a homomorphism. 

(i) (x

nY = ( x a ) n / o r all integers n, so that 1 G = 1H. 
(ii) I m a < i f and K e r a < G. 

Proof, (i) Fo r n > 0 this is easily proved by induc t ion on n, while the case 
n = 0 is dealt w i t h as follows: 1 G = ( l G l G ) a = l g l g , whence 1 G = 1 H by 1.1.3. 
Let n < 0: then x n x _ n = 1 G , so ( x n ) a ( x _ n ) a = 1 H and ( x n ) a = ( ( x T ) " 1 = 

( ( x T T 1 = ( ^ a ) n -
(ii) This follows f rom the subgroup cr i ter ion and the defini t ion o f nor

mal i ty . • 

The group G/Ker a is sometimes called the coimage of a: i f I m a < i i f , 
then i f / I m a is the cokernel of a. 

Examples of Homomorphisms 

(i) a: Sn < — 1 > where 7 i a = sign 7i . 
(ii) a: G L ( n , F) F * where > l a = det A and F * = F \ { 0 } . Here F is a field. 

Monomorphisms, Epimorphisms, and Isomorphisms 

A n injective (or one-one) h o m o m o r p h i s m is called a monomorphism and a 
surjective (or onto) h o m o m o r p h i s m an epimorphism: o f course a bijective 
h o m o m o r p h i s m is what we have been call ing an isomorphism. 

1.4.2. Let a: G i f be a homomorphism. 

(i) a is a monomorphism if and only if K e r a = 1 G . 
(ii) a is an epimorphism if and only if I m a = i f . 

(iii) a is an isomorphism if and only if K e r a = 1 G and I m a = i f . 

Proof. I f a is a m o n o m o r p h i s m and x e K e r a, then xa = 1H = 1 G , whence 
x = 1 G by injectivity. Conversely let K e r a = 1 G ; then x a = } / a implies that 
( x j / - 1 ) a = 1H, so x j T 1 G K e r a = 1 G and x = y. The rest is clear. • 
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Quotient Groups and the Noetherf Isomorphism Theorems 

I f iV is a n o r m a l subgroup of a group G, the quotient group (or factor group) 
of N i n G, 

G / N , 

is the set o f a l l cosets of iV i n G equipped w i t h the group operat ion 

(Nx)(Ny) = N(xy). 

This operat ion is well-defined since i f x' = ax and y' = by w i t h a,be N, 
then x'y' = axby = a(xbx~x)xy e Nxy. Associativity is immediate. The i n 
verse o f Nx is Nx'1 and the ident i ty element is N. Clearly \G/N\ = \ G:N\. 
I t is often convenient to use the congruence no ta t ion 

x = y m o d N 

i n place o f Nx = Ny. 
The next theorem shows the very in t imate relat ion between quotient 

groups and homomorphisms. 

1.4.3 (First I somorphism Theorem) 

(i) If a: G f f is a homomorphism of groups, the mapping 9: (Ker <x)x i—• xa 

is an isomorphism from G/Ker a to I m a. 
(ii) If N is a normal subgroup of a group G, the mapping V . X H NX is an 

epimorphism from G to G/N with kernel N. (This v is called the natural or 
canonical homomorphism.) 

Proof, (i) Recall f rom 1.4.1 that K e r a o G. N o w 9 is well-defined since 
(kxY = xa i f k e K e r a, and i t is clearly an epimorphism. Also (Ker a)x e 
K e r 9 i f and only i f x e K e r a, that is to say, K e r 9 = 1 G / K e r a; t r l u s # is a n 

i somorphism (by 1.4.2). 
(ii) v is a h o m o m o r p h i s m since Nxy = (Nx)(Ny): i t is obviously an epi

morphism. F ina l ly xv = 1G/N i f and only i f x e N. • 

1.4.4 (Second I somorphism Theorem). Let H be a subgroup and N a normal 
subgroup of a group G. Then N n i f < i H and (N n H)x i—• Nx is an isomor
phism from H/N n f f to NH/N. 

Proof. The funct ion x i—• Nx is clearly an epimorphism f rom f f to NH/N 
whose kernel is N n f f . The result follows by 1.4.3(i). • 

1.4.5 ( T h i r d I somorphism Theorem). Let M and N be normal subgroups of a 
group G and let N < M. Then M/N^ G/N and 

(G/N)/(M/N) ~ G/M. 

t Emmy Noether (1882-1935). 
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Proof. Define a: G/N -» G/M by (Nx)* = Mx. This is a well-defined epimor
phism w i t h kernel M/N. The result follows by 1.4.3(i). • 

Subgroups of the Image 

Suppose that a: G H is a homomorph i sm. I f S < G, define S a to be 
{ s a | s e S } , the image o f the restr ict ion a | s o f a to S (which is a homo
morphism). Thus Sa < I m a. Conversely suppose that T < I m a and define 
T * = {x e G\xa e T}; this is the preimage (or inverse image) o f T. I t is evi
dent f rom the defini t ion that T * < G and ( T * ) a = T; notice also that T * 
contains K e r a. U t i l i z i n g this no ta t ion i t is easy to describe the subgroups o f 
I m a. 

1.4.6. The functions S i—> iSa and T i—• T * are mutually inverse bisections be
tween the set of subgroups of G that contain K e r a and the set of subgroups 
of I m a. A corresponding statement holds for normal subgroups. 

Proof. We have already observed that ( T * ) a = T. Let x e (S a)*; then xa = s a 

for some s E S and xs'1 e K e r a < S, so x e 5 and (S a )* < S. Conversely 
S < (S a )* by the defini t ion, so (S a )* = S, which establishes the first part. 
F ina l ly S < G implies that S a < I m a and T < I m a implies that T*<a G, 
whence the second par t follows. • 

Specializing to the case o f the na tura l h o m o m o r p h i s m G G/N, one 
finds that the subgroups of G/N are of the form S/N where N < S < G, with 
a like statement for normal subgroups. 

Direct Products 

There are many ways of constructing a group f rom a given family of groups, 
the simplest of these constructions being the direct product . 

Let {GX\XE A } be a given set o f groups. The cartesian (or unrestricted 
direct) product, 

C= Cr G A , 
A e A 

is the group whose under ly ing set is the set product of the GA's, that is, the 
set of a l l "vectors" (gk) w i t h A-component gx i n G A , and whose group opera
t i o n is defined by mul t ip l i ca t ion of components: thus 

gk, hk E GK. O f course the ident i ty element of C is to be (1A) and (gk)~x = 
(gk

x). I t is an easy matter to check the va l id i ty o f the group axioms. 
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The subset of a l l (gk) such that gk = \ k for almost all X, that is, w i t h 
finitely many exceptions, is called the external direct product, 

D = D r Gk. 
A e A 

The Gk are the direct factors. Clearly D is a subgroup of C; i n fact i t is even 
a n o r m a l subgroup. I n case A = { A l 5 A 2 , . . . , A n } , a finite set, we wri te 

D = Gki x G A 2 x . . . x G A n . 

O f course C = D i n this case. Should the groups G A be wr i t t en additively, we 
shall speak of the direct sum o f the G A , and wri te 

G A i © Gki © •" © Gkn 

instead o f G A i x Gki x ••• x Gk . 
F o r each A i n A we define a function i k . Gk C by agreeing that #A

A shall 
be the vector whose A-component is gk and whose other components are 
ident i ty elements. Then ik is a m o n o m o r p h i s m w i t h image G A , a no rma l sub
group of C contained i n D. O f course G A ~ G A . I f (gk) e D and gki,..., #Ak 

are its non t r iv i a l components, then clearly (gk) = g\x\ • • • gl

k

k*, so that 

D = (Gk\leA}. 

I t is also clear f rom the defini t ion that 

G A n < G > e A , / x # A > = l 

for a l l X. 

Internal Direct Products 

Suppose that H is a group w i t h a family of no rma l subgroups {Hk\X e A } 
having the properties o f the G A above, that is to say 

H = (Hk\XeA) and Hk n <iJJju e A , fi # A> = 1. 

Then i f is called the internal direct product o f the i f A , which we shall wri te 
&sH = Dr<\eAHx. 

Observe that elements of H which lie i n different i f A ' s commute. F o r 
i f x e i f A , y e and X # \i, then x~1y~1xy = x^iy^xy) = (x^y^xjy e 
Hkn H^= 1; hence x y = yx. 

Using this fact i t is simple to prove that the mapping which assigns to an 
element o f the external direct product the product of a l l its components is 
an i somorphism f rom D r A s A H k to D r ( i )

A e A Hk. 
We can sum up our conclusions about the relationship between internal 

and external direct products as follows. 
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1.4.7. 

(i) If {GK\X e A } is a family of groups, the external direct product D r A e A G A 

is equal to the internal direct product D r ( l )

A g A G A where Gk is the image of 
h'- Gk C r A e A G A . 

(ii) Conversely the internal direct product D r ( 1 )

A e A i f A of a family of normal 
subgroups of a group is isomorphic with the external direct product 
D r A e A i f A . 

I n the l ight of 1.4.7 we shall usually identify x i n G A w i t h x h i n G A , so that 
G A = G A and internal and external direct products coincide. 

The fo l lowing characterization o f the direct product is sometimes useful. 

1.4.8. Let {GK\X e A } be a family of normal subgroups of a group G. Then G 
is the direct product of the GA's if and only if: 

(i) elements belonging to different GA's commute', and 
(ii) every element of G has a unique expression as a product of elements from 

distinct GA's. 

Proof. Assume that G is the direct product of the GA's. Since the latter 
generate G, we can wri te any element x i n the fo rm x = xkx • • • xkk where 
1 # xk. G Gki, the XT are distinct and k > 0: moreover, the order of the xk. is 
immater ia l . I f x = yfix • • -yfie is another such expression for x and / i x # XT 

for a l l i , then yfix e G^x n <G A |A e A , X # which is t r iv i a l . I t is now easy 
to see that (i) and (ii) ho ld . Conversely, i f these condit ions are fulfilled, the 
intersection o f Gk and <GJ/x e A , fi # X} must be t r i v i a l by the requirement 
of uniqueness. • 

Direct Limits 

Let A be a par t ia l ly ordered set which is directed; this means that given X 
and fi i n A there exists a v i n A such that X < v and fi < v. Suppose that we 
have a family of groups Gk, X e A , and homomorphisms a j : Gk G^ where 
X < fi, satisfying the fo l lowing requirements: 

(i) a A is the ident i ty map on Gk; 
(ii) ajo^ = aA whenever X < \i < v. 

Then the set D = { G A , aJ|A < fi e A } is called a direct system o f groups. 
We shall how to construct a group 

D = l i m G ; 

Ae A 
and homomorphisms 

0 A : G A - * D . 
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The resulting set { D , 6K\X e A } is called the direct limit o f the direct system 
D . The idea here is that i n D an element gk o f Gk is to be identified w i t h al l 
its images gfi. 

We shall assume that the groups Gk are disjoint, so that GknGfi = 0 i f 
X # fi. There is no real loss o f generality here since Gk can be replaced by 
a suitable isomorphic copy. I n the sequel gk w i l l always denote an element 
o f G A . 

We introduce a relat ion ~ on the set-theoretic un ion 

U = U Gx, 
A e A 

defining gk ~ g^ to mean that gfi = fifi for some v > X, /x. Not ice that v here 
can be replaced by any p > v, as may be seen by applying a£ to bo th sides 
of the equat ion and appealing to proper ty (ii). I t is easy to verify w i t h the 
aid of the two defining properties that ~ is an equivalence relat ion on U. 

Let [ # A ] be the equivalence class conta ining gk and denote by D the set 
of a l l equivalence classes. We wish to make D i n to a group. Suppose that 
gk ~ g-k and g^~ g^. Then we can find v i n A satisfying v > X,X, n,Ji and 
such that gafi = g£ and gfi = gi. Hence g fig ft = g£ gf and i t is meaningful 
to define the product by 

lgx~\lg»~\ = lgfig$~] 

where v > X, fi. The directedness of the set and the defini t ion of equivalence 
ensure that there is no dependence on v here. 

I t is easy to check the va l id i ty of the group axioms: o f course 1D = [ 1 G J 
and [ 0 A ] - 1 = The h o m o m o r p h i s m 6k is jus t gk h-> [ # A ] . 

The essential properties of the direct l i m i t for our purposes are these. 

1.4.9. Let Gk be the image of 9k: Gk -* D. 

(i) D=[JJsAGx. 

(ii) Gk < G^ whenever X < fi. 
(iii) If all the are monomorphisms, then the 9k are monomorphisms, so that 

Gx * Gx. 

Proof, (i) is immediate. 

(ii) [ f l f j = Lgfil e G, . 
(iii) I f gfr = 1, then [ # A ] = 1 = [ 1 A ] . Hence gfi = 1^ for some fi> X. 

Consequently gk = 1. • 

A special case o f the direct l i m i t w i l l be of part icular interest to us. Let 
there be given a sequence of groups G 1 , G 2 , . . . and monomorphisms 
o{. Gt Gi+1. Def in ing a/ to be cri(Ti+1 • • • i f / < j , we obta in a direct sys
tem {Gh a / } . The direct l i m i t group D is the un ion of the chain of subgroups 

G1<G2< 
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and Gt~ Gt. Thus whenever we have such a sequence of groups Gh i t is 
possible to t h ink of a l l the groups as being contained i n or embedded i n a 
larger group. 

F ina l ly an impor t an t example. Let Gt = <x f > be a cyclic group of order 
pl where p is a fixed prime. Define a m o n o m o r p h i s m a{: Gt Gi+1 by 
xfl — xf+1. The l i m i t o f the direct system is an infinite abelian p-group 
which is the un ion o f a chain o f cyclic p-groups o f orders p,p2,.... This 
group is called a Prufevf group of type p 0 0 . I t plays an impor t an t part i n the 
theory of infinite abelian groups, as we shall see i n Chapter 4. 

EXERCISES 1.4 

1. I f G is an rc-generator group and H is finite, prove that |Hom(G, H)\ < \H\n. 

2. Prove that a finitely generated group has only a finite number of subgroups of 
given finite index. 

*3. I f K < G and 6 is a homomorphism from G, then Hdo Ke. Deduce that 
M < KN whenever J V < G . 

4. I f H is abelian, Hom(G, H) is an abelian group if the group operation is defined 
by g*+' = g<g>. 

5. I f G and H are groups with coprime finite orders, then Hom(G, H) contains 
only the zero homomorphism. 

6. Let i V < G. Show that G/N is simple if and only if N is a maximal (proper) 
normal subgroup of G. 

7. Prove that (H x K) x L ~ H x K x L ~ H x (K x L). 

8. An abelian group of exponent p is a direct product of cyclic groups of order 
p—such groups are called elementary abelian p-groups. [Hint: Regard the 
group as a vector space over GF(p).~\ 

*9. (The mapping property of the cartesian product). Let G = C r A e A G A and define 
the projections %x: G -> Gx by setting xnx equal to the A-component of x. Show 
that 7cA is a homomorphism. Let there be given a family of homomorphisms 
(px: H GA from some group H. Prove that there exists a unique homomor
phism q>: H -> G such that q>nx = <px for all X. (This conclusion may be made 
more palatable by asserting that the diagrams 

H 

l N \ 

i X 
G > Gx 

are commutative) 

t Heinz Priifer (1896-1934). 
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*10. Prove that the mapping property in Exercise 1.4.9 characterizes the cartesian 
product in the following sense. Suppose that G is a group and nx: G -> Gk a 
family of homomorphisms such that whenever we are given homomorphisms 
q>x: H -> GA, there exists a unique homomorphism cp: H -> G such that (pnx = cpx 

for all L Then G ^ C r A e A GA. Remark: This shows that the cartesian product is 
the product in the category of groups. The coproduct is the free product (see 
6.2). 

11. Show that Q is a direct limit of infinite cyclic groups. 

12. Find some nonisomorphic groups that are direct limits of cyclic groups of 
orders p, p2, p3,.... 

1.5. Endomorphisms and Automorphisms 

Let G be a group and let F(G) be the set o f a l l functions f rom G to G. I f 
a, p e F(G), then ap e F(G) where, o f course, x*p = {x*f. Thus F(G) is a set 
w i t h an associative b inary operat ion and an ident i ty element, namely the 
ident i ty funct ion 1: G G. Such an algebraic system is called a monoid. 

There is a na tura l defini t ion of the sum o f two elements of F(G), namely 

x*+p _ X*XP Clearly add i t ion is an associative operation. I n fact F(G) is a 
group w i t h respect to addi t ion: for the addit ive ident i ty element is the zero 
h o m o m o r p h i s m 0: G G and the inverse —a is given by x~a = ( x a ) _ 1 . 

I t is s t raightforward to verify the left distributive law a(/J + y) = a/? + ay: 
however the right distributive law (a + P)y = ay + Py does not ho ld i n F(G) 
i n general. 

As an addit ive group and a mul t ip l ica t ive m o n o i d which satisfies the left 
dis t r ibut ive law, F(G) is a type of algebraic system k n o w n as a left near ring. 

Let E n d G denote the set o f a l l endomorphisms of G; thus {0, 1} c 
End G c F(G). I f a, p e End G, then ap e End G, so that the End G is a m u l t i 
plicative submonoid of F(G). The sum a + P need not be an endomorphism, 
but i n case i t is, a and p are said to be additive. 

1.5.1. Let a, P be endomorphisms of a group G. Then a + P is an endomor
phism if and only if every element of I m a commutes with every element of 
I m p. Moreover (x, + P = P + <x,in this case. 

Proof. The equat ion (xy)a+p = x a + p y a + p is equivalent to y*xp = xfiya. I f we 
put x = y, this yields i n part icular x a + p = xp+<x and a + /? = /? + a. • 

I f a, p e F(G) and y e E n d G, then x ( a + P ) y = (xaxp)y = x a y + p \ which shows 
that the r ight distributive law (a + P)y = <xy + Py is val id i n this case. Should 
the group G be abelian, i t follows f rom 1.5.1 that E n d G is a r ing. I n fact the 
converse is true: for i f 1 + 1 is an endomorphism, i t is a consequence of 
1.5.1 that G is abelian. 
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Automorphisms 

I f G is a group, an automorphism o f G is an i somorphism f rom G to G. The 
set of automorphisms of G is denoted by 

A u t G: 

this, then, is the subset o f elements o f E n d G which possess mul t ip l ica t ive 
inverses. A u t G is a group w i t h respect to functional composi t ion since the 
inverse of a/? i n A u t G is j S _ 1 a _ 1 . 

Suppose that x, g e G and wri te 

x 5 = 0 - 1 x 0 : 

this element is called the conjugate o f x by g. Consider the function gx: G G 
defined by (x)g T = x* Since (xy)* = x9y9 and gx(g~1)x = 1 = (g~1)xg\ we see 
that # T G A u t G. We call gx the inner automorphism of G induced by g and 
wri te 

I n n G 

for the set o f a l l inner automorphisms. 

1.5.2. If G is any group, the function T: G -* A u t G defined by (x)gx = x9 is a 
homomorphism with image I n n G and kernel the set of elements that commute 
with every element of G. 

Proof. By definition x{ghy = (ghy^gh) = h^g^xgh = (xgt)h\ so (gh)x = gxhx. 
Evident ly gx = l A u t G is equivalent to gx = xg for a l l x e G. • 

The kernel of T is called the center o f G and w i l l be wr i t t en (G . Thus 

( G = { x G G|x# = gx for a l l # e G} . 

1.5.3. 7/ G is any group, then (G<3 G and G/ (G ~ I n n G. 

This follows f rom 1.5.2 and the Firs t I somorphism Theorem (1.4.3). 

1.5.4. If G is a group and gx is the inner automorphism induced by g, then 
a~1gx(x = (ga)x for all a e A u t G. Hence I n n G o A u t G. 

Proof. Let g e G and a e A u t G; then a~1gxa maps x to ( ^ _ 1 x a _ 1 ^ ) a = 
( 0 a ) - 1 x 0 a , wh ich shows that a" V a = (# a ) T . • 

A n au tomorphism of G which is not inner is called outer; the quot ient 
group 

O u t G = (Aut G)/(Inn G) 

is called the outer automorphism group o f G, even a l though its elements are 
no t automorphisms. 
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The Automorphism Group of a Cyclic Group 

1.5.5. Let Gbe a cyclic group. 

(i) If G is infinite, A u t G consists of the identity automorphism and the auto
morphism g i—• g'1. Thus A u t G is cyclic of order 2. 

(ii) If G has finite order n, then A u t G consists of all automorphisms ak\ g i—• gk 

where 1 < k < n and (k, n) = 1: moreover the mapping k + nZ i—• <xk is an 
isomorphism from Z * (the multiplicative group of units of the ring Z„) 
to A u t G. In particular A u t G is abelian and has order cp(n) where cp is 
Euler's function. 

Proof. Let G = <x> and let a e A u t G. Since ( x " ) a = ( x a ) n , the automor
phism a is completely determined by x a . Not ice that x a must generate G. I f 
G is infinite, x and x - 1 are the only generators, so xa = x or x - 1 . B o t h 
possibilities clearly give rise to automorphisms, so (i) is established. 

N o w let |G | = n < oo. Since xa must have order n, we conclude w i t h the 
aid of 1.3.8 that x a = xk where 1 < k < n and (/c, n) = 1. Conversely, given 
such an integer k, the mapping # i—• gk is an automorphism. The rest is 
clear. • 

Semidirect Products 

We describe next an exceedingly useful construct ion that is a generalization 
of the direct product of t w o groups. 

Suppose that N o G and there is a subgroup f f such that G = HN and 
f f nN = 1; then G is said to be the internal semidirect product o f N and i f ; 
i n symbols 

G = H K N or G = N x H. 

Each element of G has a unique expression of the fo rm hn where he H and 
n e N. F o r example, the dihedral group D2n is a semidirect product of a 
cyclic group of order n and a group of order 2. (See Exercise 1.3.17.) Conju
gat ion i n N by an element h o f H yields an au tomorphism / i a o f N and 
a: / i i — • ha is a homomorph i sm f rom H to A u t iV. Observe that G is the direct 
product of H and iV i f and only i f a is the zero homomorph i sm. 

Conversely suppose that we are given t w o groups H and N, together 
w i t h a h o m o m o r p h i s m a: H A u t iV. The external semidirect product G = 
H ix a N (or iV x a i f ) is the set of a l l pairs (h, n\he H,ne N, w i t h the group 
operat ion 

(hun1)(h2,n2) = (h1h2,nfn2): 

the m o t i v a t i o n here is, of course, the equat ion ( x 1 ^ 1 ) ( x 2 ^ 2 ) = x 1 x 2 y i 2 } ; 2 , 
wh ich holds i n any group. The ident i ty element is (1H, 1N) and (h, n ) " 1 = 
( / T 1 , ( n _ 1 ) ( / i a ) _ 1 ) . We leave the reader to verify the associative law. 
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Let us consider the functions h\-^(h, 1N) and ni—>(1 H , n). These are mono-
morphisms f rom i f to G and N to G respectively. W r i t i n g i f * and iV* for 
their images we have, o f course, H ~ H* and iV ~ iV*. Since (h, 1N)(1H> n) = 
(h, n), we have also G = i f * iV*, while i t is clear that H* nN* = 1. F ina l ly 
(h, l jv ) _ 1 ( l f f> n)(K I J V ) = (1//? nha)> wh ich shows that i V * o G and G is the i n 
ternal semidirect product of iV* and i f * . Not ice that conjugat ion i n iV* by 
(h, 1N) induces the au tomorphism ha. Usual ly i t is convenient no t to dis t in
guish between iV and iV* and H and i f * , so that G can be thought of as the 
internal semidirect product of iV and i f . I n the future we shall s imply speak 
of the semidirect product i f tx N. 

Characteristic and Fully-Invariant Subgroups 

A subgroup i f of a group G is said to be fully-invariant i n G i f i f a < i f for 
al l a G E n d G, and characteristic i n G i f i f a < i f for a l l a e A u t G. Not ice 
that i f i f is characteristic i n G and a e A u t G, then i f a must actually equal i f 
since i f a < i f and i f a _ 1 < i f . 

1.5.6. 

(i) Fully-invariant subgroups are characteristic and characteristic subgroups 
are normal 

(ii) "Fully-invariant' and "characteristic" are transitive relations. (This is not 
true for normality.) 

(iii) If i f is characteristic in K and K < G, then i f o G. 

Proof, (i) is clear and (ii) follows f rom the fact that the restr ict ion o f an 
endomorphism (automorphism) to a fully-invariant (characteristic) subgroup 
is an endomorphism (automorphism). T o prove (iii) note that conjugat ion i n 
K by g e G is an automorphism, so i f = g~1Hg. • 

F o r example, the center of a group is always characteristic: i f x e CG 
and a e A u t G, then xg = gx yields xaga = gaxa, wh ich implies that xa e ( G 
because G = G a . I n a certain sense dual to CG is the derived subgroup G' 
generated by al l commutators [ x , y\ = x~1y~1xy: since [ x , y ] a = [ x a , y a ] 
whenever a e E n d G, we see that t/ie derived subgroup is fully-invariant. The 
center of a group is no t i n general ful ly- invar iant (Exercise 1.5.9). Another 
example o f a ful ly- invar iant subgroup is G", the subgroup generated by all 
nth powers of elements of G. 

Operator Groups 

We introduce next a very useful generalization of the concept of a group. A 
right operator group is a t r iple (G, Q, a) consisting o f a group G, a set Q 



1.5. Endomorphisms and Automorphisms 29 

called the operator domain and a funct ion a: G x Q G such that gi—• 
(g, co)a is an endomorphism of G for each co e Q. We shall wri te g"0 for 
(g, <J))GC and speak of the Q-group G i f the funct ion a is understood. Thus an 
operator group is a group w i t h a set of operators which act on the group 
l ike endomorphisms. 

Since any group can be regarded as an operator group w i t h empty oper
ator domain , an operator group is a generalization of a group. The concept 
of a left operator group is defined i n the obvious way. 

I t is possible to generalize to operator groups many of the concepts 
which have already been defined for groups. I f G is an Q-group, an Q-
subgroup o f G is a subgroup H wh ich is Q-admissible, that is, such that h™ e 
H whenever he H and co e Q. Clearly every Q-subgroup is itself an Q-
group. The intersection of a set of Q-subgroups is an Q-subgroup. This per
mits us to define the Q-subgroup generated by a nonempty subset X as the 
intersection o f a l l the Q-subgroups containing X. This may be wr i t t en 

Xn. 

By the method of 1.3.3 i t may be shown that Xs1 consists of a l l elements 
( j c ^ f 1 • • • ( x* r ) 0 > r where xt e X, et= ±1, r >0 and co£ is a sequence of ele
ments of Q applied successively. 

I f N is a no rma l Q-subgroup, the quot ient group G/N becomes an Q-
quotient group i f we define (Ng)™ = Ng03. A n Q-homomorphism a: G H is a 
homomorph i sm between Q-groups G and H such that 

(gar = (or 
for a l l g e G and co e Q. The set o f a l l Q-homomorphisms f rom G to H is 
wr i t t en 

H o m Q ( G , H). 

W i t h these definitions i t is possible to carry over to Q-groups the theory 
of homomorphisms and quotient groups described i n 1.4. Thus I m a is 
an Q-subgroup of G and K e r a a n o r m a l Q-subgroup of G. The isomor
phism theorems for Q-groups hold: here of course al l homomorphisms are 
Q-homomorphisms. F o r example: G/Ker a ~ n I m a where the sumbol ~ " 
means "Q-isomorphic." We can also speak of Q-endomorphisms ( = Q-homo
morphisms f rom a group to itself) and Q-automorphisms ( = bijective Q-
endomorphisms). These fo rm sets E n d Q G and A u t Q G: clearly E n d Q G c 
E n d G and A u t Q G < A u t G. 

The reader is urged to prove the theorems about Q-groups jus t men
tioned: i n a l l cases the proofs are close copies of the or ig inal ones. 

Examples of Operator Groups 

(i) I f R is a r ing and A is a r ight i^-module, then A is a r ight i^-operator 
group. Thus modules are par t icular instances of operator groups. 
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(ii) Let G be any group and let Q = E n d G. Then G is an Q-group i f we 
al low endomorphisms to operate on G i n the natura l way. A n Q-subgroup 
of G is simply a ful ly- invariant subgroup. 

(iii) I n the same way G is an operator group w i t h respect to Q = A u t G. 
Here the Q-subgroups are the characteristic subgroups. 

(iv) F ina l ly G is an operator group w i t h respect to Q = I n n G. The Q-
subgroups are o f course the n o r m a l subgroups of G. The Q-endomorphisms 
are those that commute w i t h every inner au tomorphism of G. Such endo
morphisms are called normal. Not ice that Xs1 is jus t the no rma l closure XG. 

F r o m the foregoing discussion i t is clear that the concept of an operator 
group unifies many previous ideas. There is also a definite advantage i n 
p rov ing results for operator groups rather than simply for groups. This is a 
po in t of view to which we shall give par t icular a t tent ion i n Chapter 3. 

EXERCISES 1.5 

1. Let Qp be the additive group of rational numbers of the form mp" where m,ne 
Z and p is a fixed prime. Describe End Qp and A u t Q p . 

2. The same question for Q. 

*3. Prove the isomorphism theorems for operator groups. 

4. I f a e Aut G and g e G, then g and ga have the same orders. 

5. Prove that Aut S3 ~ S3. 

6. Prove that Aut D 8 ~ D 8 and yet D8 has outer automorphisms. 

7. I f G/CG is cyclic, then G is abelian. 

*8. Prove that C(DrA Gx) = D r A CGA. 

9. The center of the group A4 x Z 2 is not fully-invariant. 

10. Let G = Gl x G2 x • • • x Gn where the Gt are abelian groups. Prove that Aut G 
is isomorphic with the group of all invertible n x n matrices whose entries 
belong to Hom(Gh G,), the usual matrix product being the group operation. 

•11. Prove that 

Aut(Z 0 • • • 0 Z) - GL{n, Z) and Aut(Z p„, 0 • • • 0 Zpm) ^ GL(n, Zpm). 
K v ' 1 v ' 

n n 

12. Give an example of an abelian group and a nonabelian group with isomorphic 
automorphism groups. 

*13. Let G = Zpni 0 • • • 0 Zpnk where n1 < n2 < • • • < nk. Prove that there exists 
a chain of characteristic subgroups 1 = G 0 < Gl < • • • < Gt = G such that 
\Gi+1: Gt\ = p and t = ]T* = 1 n(. Deduce that |Aut G\ = (p — l)pr for some r. 

14. Prove that Au t (Z 2 0 Z 4 ) - D8. 

15. Show that no group can have its automorphism group cyclic of odd order > 1. 
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*16. I f G has order n > 1, then |Aut G\ < Y\k=o(n ~ 2') where k = {\og2{n - 1)]. 
{Hint: Use Exercise 1.3.4.] 

17. I f an automorphism fixes more than half of the elements of a finite group, then 
it is the identity automorphism. 

18. Let a be an automorphism of a finite group G which inverts more than three 
quarters of the elements of G. Prove that ga = g~l for all g e G and that G is 
abelian. {Hint: Let S = {g e G\g" = g~1}, and show that |S n xS\ > \\G\ where 
x e S ] . 

1.6. Permutation Groups and Group Actions 
I f X is a nonempty set, a subgroup G of the symmetric group Sym X is 
called a permutation group on X . The degree o f the permuta t ion group is the 
cardinal i ty of X. 

T w o points (i.e., elements) x and y o f X are said to be G-equivalent i f 
there exists a permuta t ion 7i i n G such that xn = y. I t is easy to see that this 
re lat ion is an equivalence relat ion on X. The equivalence classes are k n o w n 
as G-orbits, the o rb i t containing x being of course {x7r|7re G}. Thus X is 
partitioned into G-orbits. 

The permuta t ion group G is called transitive if, given any pair of ele
ments x, y o f X, there exists a permuta t ion n i n G such that X 7 i = }/. Thus G 
is transitive i f and only i f there is exactly one G-orbit , namely X itself. F o r 
example the 4-group { 1 , (1 , 2)(3, 4), (1 , 3)(2, 4), (1 , 4)(2, 3)} is transitive but 
its subgroup { 1 , (1 , 2)(3, 4)} is not. 

I f 7 is a nonempty subset o f X, the stabilizer o f Y i n G 

S t G ( Y ) 

is the set o f permutat ions i n G that leave fixed every element of Y. O f course 
S t G (x ) stands for S t G ( { x } ) . The permuta t ion group G is said to be semi-
regular i f S t G (x ) = 1 for a l l x i n X. A regular permuta t ion group is one that 
is b o t h transitive and semiregular. 

We record next the most elementary properties of permuta t ion groups. 

1.6.1. Let G be a permutation group on a set X. 

(i) Let xeX. Then the mapping S t G ( x ) 7 i i—>X7r is a bijection between the 
set of right cosets of S t G (x ) and the orbit of x. Hence the latter has 
cardinality \ G: S t G (x ) | . 

(ii) If G is transitive, then \G\ = \X\- | S t G ( x ) | for all x in X. 
(iii) If G is regular, then \G\ = \X\. 

Proof. I t is clear that the mapping i n (i) is well-defined and surjective. I f 
xn = xn' where n, n' e G, then 7r(7r') - 1 e S t G (x ) and S t G ( x ) 7 i = St G (x)7i ' . A l l 
the remaining statements now fol low. • 
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1.6.2. Let G be a permutation group on a set X. If x e X and n e G, then 
S t G ( X 7 l ) = 7r _ 1 S t G ( x ) 7 i . 

Proof. A n element a o f G fixes xn i f and only i f nan'1 fixes x, which is 

This has the fo l lowing easy but impor t an t corol lary: 

1.6.3. Let G be a transitive permutation group on a set X. If G is abelian, it is 
regular. 

Proof. Let x be any element of X.line G, then ( S t G ( x ) f = St G(x7i) by 1.6.2. 
Bu t S t G ( x ) o G because G is abelian. Hence S t G (x ) = St G(x7i) for a l l n i n G. 
Since G is transitive, i t follows that a permuta t ion fixing x w i l l fix every 
element o f X. Hence S t G (x ) = 1 . • 

Similar Permutation Groups 

Similar i ty is a way of compar ing permuta t ion groups jus t as i somorphism 
compares abstract groups. Let G and H be permuta t ion groups on sets X 
and Y respectively. A similarity f rom G to H is a pair (a, /?) consisting of an 
isomorphism a: G H and a bijection /?: X Y wh ich are related by the 
rule 

W h e n X = Y, this says that na = jS - 17ijS where now /? e Sym X. Thus two 
permuta t ion groups G and H on X are similar i f and only i f some /? i n 
Sym X conjugates G in to H. Clearly i f \X\ = \Y\, then Sym X and Sym Y 
are similar. 

Simi lar i ty is a stronger relat ion than isomorphism. F o r example G = 
<(1, 2)(3, 4)> and H = <(1, 2)(3)(4)> are isomorphic as abstract groups, but 
they are not similar as permuta t ion groups (why not?). 

The Wreath Product of Permutation Groups 

Let H and K be permuta t ion groups acting on sets X and Y respectively. 
We shall describe a very impor t an t way of constructing a new permuta t ion 
group called the wreath product o f H and K. This is to act on the set p rod 
uct Z = X x Y. 

I f y e H, y e 7, and K G K, define permutat ions y(y) and K* o f Z by the 
rules 

equivalent to G en - 1 S t G ( x ) 7 i . 

np = pn1 .a (71 6 G). 
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and 

K*: (x, y)i—>(x, yK). 

One verifies qu ick ly that (y~1)(y) = (y(y))'1 and ( K T 1 ) * = ( K * ) ' 1 , SO that y(y) 
and K* are i n fact permutations. The functions y*->y(y), w i t h y a fixed ele
ment of 7, and K\->K* are monomorphisms f rom i f and K to Sym Z : let 
their images be i f ( y ) and K*, respectively. Then the wreath product o f i f 
and K is the permuta t ion group on Z generated by K * and al l the i f ( y ) , 
y e 7 This is wr i t t en 

H^K = (H(y), K*\yeY). 

Observe that (K*)~1y(y)K* maps (x, yk) to (xy, yk) and fixes ( x l 5 yx) i f y1 ^ 
yK. Hence by defini t ion 

( K * ) " 1 7 (}>)** = and ( K * ) " 1 # ( } > ) * * = H(yk). (1) 

I n add i t ion notice that when y yx the permutations y(y) and y ^ ) ^ ) can
not move the same element o f Z . I t follows that the i f (y) ' s generate their 
direct product , B say; the latter is called the base group o f the wreath 
product: 

B = D r i f (y). 

Accord ing to (1) conjugation by an element K* o f K* permutes the 
direct factors H(y) i n the same way as K permutes the elements of Y. Since 
elements o f K* and B cannot move the same element o f Z , we must have 
K* nB = 1. Also of course J 3 o W and W = K*B. Thus W is the semidirect 
product of B by K* in which the automorphism of B produced by an element 
of K* is given by (1). F o r s implici ty o f no ta t ion let us agree to identify fc* 
w i t h K, so that K* = K. 

We record t w o basic properties of wreath products. 

1.6.4. 

(i) If i f and K are transitive, so is H^K. 
(ii) Let L be a permutation group on U. Let /?: (X x Y) x U X x (Y x 17) 

be the bisection ((x, y), w)i—>(x, (y, u)) and let a be the function TI—•/?~ 1TJS. 
Then (a, /?) is a similarity from ( i f ̂  X ) ^ L to i f ̂  ( K x L ) . 

Proof, (i) Let (x, y) and (x' , / ) belong to Z = X x 7. By t ransi t iv i ty there 
exist y e i f and K G K such that x ' = xy and y ' = yK. Then fcy(.y') maps (x, y) 
to (x, y')-y(y') = (x', y'), whence i f ^ K is transitive. 

(ii) Let S = ( X x Y ) x U and T = X x ( 7 x 17). I n the first place the 
map a: T I — • / T 1 T / ? is clearly an i somorphism f rom Sym S to Sym T. Let 
us consider the image o f ( i f K) "v L under this isomorphism. I f y e i f , 
then (y(y))(w) maps ((x, y), u) to ((xy, y), u) and fixes ((x, yx), ux) if ux u 
or y x ^ y: hence j3 - 1(y(;y)(M))/} maps (x, (y, w)) to (xy, (y, u)) and fixes 
(x, (}>i,Wi)) i f ( } > i , W i ) ^ ( } > , w ) . Therefore F H y O O ("))/? = y(Cy, w))- Also i f 
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KG K and l e L , then JS - 1(K:(W))JS = K*(U) and = A * where * indicates 
that the permuta t ion is to be formed i n H^(K^L). Hence a maps 
(H^K)^L onto H^(K^ L ) , and (a, /?) is a s imilar i ty . • 

The second part of 1.6.4 asserts that to within similarity the wreath prod
uct is an associative operation. 

Group Actions and Permutation Representations 

Let G be a group and X a nonempty set. By a right action o f G on X is 
meant a function p: X x G -+ X such that (x, g\g2)p = ((x, 9i)p> 9i)P a n d 
(x, l G ) p = x. I t is more suggestive to wri te xg instead of (x, g)p, so that the 
defining equations become 

x(g1g2) = (xg1)g2 and x l G = x (xeX,gteG). (2) 

A left action o f G on X is defined analogously as a funct ion X: G x X 
-+ X such that (g1g2, x)X = (gl9 (g2, x)X)X and ( 1 G , x)X = x or (g^^x = 
g1(g2x) and l G x = x w i t h improved nota t ion . 

Let us consider a r ight act ion (x, g) i—• xg o f G on X . F o r a fixed element 
g o f G the mapping xi—>xg is a pe rmuta t ion of X: for i t has as its inverse 
the mapping x i — • x g - 1 , as we can see f rom (2). Ca l l this permuta t ion gy. 
Then (g^Y maps x to x(g1g2), as does g\g\. Hence (gxg2)y = g\g\. So the 
group act ion determines a homomorph i sm y: G Sym X . 

Conversely let y be any homomorph i sm f rom G to Sym X—such a func
t i o n is called a permutation representation o f G on X . Then the mapping 
(x, g)\-^xgy is a r ight act ion of G on X . Thus we have constructed a map 
f rom r ight actions o f G on X to permuta t ion representations o f G on X , and 
also a map i n the opposite direction. Clearly these are inverse mappings. 

A l l o f this can be done w i t h left actions but a l i t t le care must be exer
cised. I f (g, x)i—>#x is a left act ion o f G on X, the corresponding representa
t i o n o f G on X is y where gy maps x to g~xx: w i t h o u t this inverse we w o u l d 
no t ob ta in a homomorph i sm. 

1.6.5. Let G be a group and X a nonempty set. 

(i) There is a bijection between right actions of G on X and permutation 
representations of G on X in which the action (x, g) i—• xg corresponds to 
the permutation representation g^(x^xg). 

(ii) There is a bijection between left actions of G on X and permutation repre
sentations of G on X in which the action (g, x)\-^gx corresponds to the 
representation g\-^(x\-^g~xx). 

I n view of this result we shall use the languages of group actions and 
of pe rmuta t ion representations interchangeably. I n part icular the fo l lowing 
definitions apply to actions as well as to permuta t ion representations. 
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Let y: G Sym X be a permuta t ion representation of G on X. The cardi
nal i ty o f X is k n o w n as the degree o f the representation. Nex t y is called 
faithful i f K e r 7 = 1, so that G is i somorphic w i t h a group of permutations 
of X. Also 7 is said to be transitive i f I m y is a transitive permuta t ion group. 
By an orbit o f G we mean one of I m y. F ina l ly the stabilizer o f x e X i n G is 

G G | x # 7 = x } , and 7 is regular i f i t is transitive and al l stabilizers are 
t r iv i a l . I t should be noted that 1.6.1 remains true when G merely acts on X. 

Permutation Representations on Sets of Cosets 

There are several na tura l ways o f representing a group as a permuta t ion 
group; one of the most useful arises when the group is a l lowed to act by 
r ight mu l t ip l i ca t ion on the r ight cosets o f a subgroup. 

1.6.6. Let H be a subgroup of a group G and let 0, be the set of all right 
cosets of H. For each g in G define gp e Sym 0 by gp\ Hx^Hxg. Then 
p: G -+ Sym 0 is a transitive permutation representation of G on 0 with 
kernel f f G , the core of H in G. 

Proof. (g^Y = (gp)~\ so gp e Sym 0 and p: G-+ Sym 01 is p la inly a homo
morphism. Since Hx = (Hg)g~1x = (Hg)(g~1x)p, we see that p is transitive. 
F ina l ly gp = 1 i f and only i f Hxg = Hx for a l l x, that is, 

ge H x~1Hx = HG. • 
xeG 

Equivalent Permutation Representations 

T w o permuta t ion representations o f a group y : G - * S y m X and d:G-+ 
Sym Y are said to be equivalent i f there exists a bijection X -* Y such that 

Pgb = gyP 

for a l l g i n G. W h e n X = Y, the equivalence of y and 3 can be restated i n the 
fo rm gb = p~xgyp for some p e Sym X. 

The importance o f the permuta t ion representation on the r ight cosets of 
a subgroup is brought out by the fo l lowing fact. 

1.6.7. Let G be a group and let y: G -+ Sym X be a transitive permutation 
representation of G on a set X. Then y is equivalent to the standard permuta
tion representation of G on the right cosets of one of its subgroups. 

Proof. Choose an element x o f X and fix i t . Let H = S t G (x ) and wri te 01 for 
the set of r ight cosets o f H i n G. Then i n fact y is equivalent to the natura l 
pe rmuta t ion representation 3 on 01. T o establish this we shall find a bijec-
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t i o n p\M-±X such that g{p = pg\ for a l l g1 i n G. Take p to be the map 
Hg\-^xgy. No te that P is well-defined since x(hg)y = xgy ii he H: also P is 
surjective by t ransi t iv i ty o f 7, while i t is injective because xgy = xg\ implies 
that gg\x e i f and Hg = Hg1. 

Fina l ly we verify that g\P sends Hg to (Hgg^P = x(gg1)y, while Pgl 
sends Hg to xgyg\ = x(ggx)y. • 

There is of course a natura l pe rmuta t ion representation o f G on the set of 
left cosets of a given subgroup i f , given by gy\ xH -* g~xxH. Here the i n 
verse is necessary to ensure that y is a homomorph i sm. 

A par t icular ly impor t an t case occurs when i f = 1 and G is represented 
by permutat ions o f its under lying set via left or r ight mul t ip l i ca t ion . Then 
we obta in the so-called left regular and right regular pe rmuta t ion represen
tations o f G: these are X and p where 

gk\xh^g~1x and gp:x\-^xg. 

By 1.6.6 bo th X and p are faithful: i t is easy to see that they are also regular. 
The fo l lowing is a consequence of the existence of these representations. 

1.6.8 (Cayley's Theorem). If G is any group, it is isomorphic with a subgroup 
of Sym G, 

The idea which underlies the permuta t ion representation on cosets has 
numerous applications. 

1.6.9. If i f is a subgroup with finite index n in a group G, then the core HG 

has finite index dividing n\. 

Proof. By 1.6.6 the group G/HG is i somorphic w i t h a subgroup of Sn. • 

1.6.10. Suppose that i f is a subgroup with index p in a finite group G where p 
is the smallest prime dividing |G | . Then i f o G. In particular a subgroup of 
index 2 is always normal 

Proof. By 1.6.9 the order of G/HG divides p\, whence | G : f f G | = 1 or p since 
no smaller pr ime than p can divide \ G:HG\. Bu t HG< H and \ G:H\= p, so 
i f = f f G o G. • 

1.6.11. Let i f be a subgroup of finite index in a finitely generated group G. 
Then i f is finitely generated. 

Proof. Let X be a finite set of generators of G and let { 1 = t l 9 1 2 , . . . , tt} be 
a r ight transversal to i f i n G. I f g e G, then Htjg = Htij)g where j\-^(j)g is a 
permuta t ion of { 1 , 2 , . . . , i}. Hence 

tj9 = Hh 9)hj)g> (3) 
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where h( j , g) e i f . Let ae H and wri te a = y x • • • yk where yte X u X x . By 
repeated appl icat ion o f (3) we obta in 

a = M = M l J i ) M ( l ) h J 2 ) , , ' M ( l ) h , ' 7 ^ i J k ) W 

But Ht(1)a = Ht1a = f f since t1 = 1: thus t ( 1 ) f l = 1. I t follows that the h(j, y), 
l<j<UyeXu X~\ generate f f . • 

However subgroups of finitely generated groups are no t always finitely 
generated (Exericse 1.6.15). 

The Holomorph 

Let X: G Sym G and p: G -+ Sym G be the left and r ight regular represen
tations o f a group G. Then G A and Gp are subgroups of Sym G, as is A u t G. 
N o w gkgp maps x to g~xxg, so # A # P is jus t g\ the inner au tomorphism 
induced by g. Consequently 

<G A , A u t G> = < G P , A u t G>; 

this subgroup of Sym G is k n o w n as the holomorph o f the group G, 

H o i G. 

Let us investigate the structure of the ho lomorph . I f a e A u t G and g e G, 
then (x~1gp(x maps x to ( x a - 1 g f ) a = x # a . Consequently a~1gp(x = (ga)p, which 
shows that G p o H o i G = G p ( A u t G). Since p is regular, G p n A u t G = 1. 
Thus the h o l o m o r p h is a semidirect product . 

H o i G = (Aut G) ix G p , 

where an au tomorphism a o f G induces i n Gp the au tomorphism gp^{ga)p. 
Similar ly H o i G is a semidirect product (Au t G) tx G A . 

There is a re lat ion between G A and G p that involves the concept of a 
centralizer. I f X is a nonempty subset of a group i f , the centralizer o f X i n 
i f is defined to be the set o f a l l h i n i f such that x / i = /ix for a l l x i n X. We 
wri te CH(X) for this centralizer; i t is clearly a subgroup. 

1.6.12. The equations C H o l G ( G p ) = G A and C H o l G ( G A ) = G p hold for any group 
G. 

Proof. Evident ly gpg\ = g\g{ for a l l gt e G: for b o t h functions map x to 

g^XQi- I f &9P e C H O I G ( G A ) w u " k a 6 ^ u t t ' i e n a ^ P ; x ; i = x A a^f p for a l l x e G ; 
this yields a x A = x A a since gpxk = xkgp. Hence x A = a - 1 x A a = ( x a ) A and 
xa = x for a l l x because X is faithful: thus a = 1 and agp = gp e G p . I t 
follows that C H o l G ( G A ) = G p . The second statement can be proved i n a 
similar way. • 
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Conjugacy Classes and Centralizers 

Apar t f rom left and r ight mu l t ip l i ca t ion there is another na tura l way of rep
resenting a group G as a pe rmuta t ion group on its under lying set, as was 
impl ied by our discussion of the ho lomorph , namely by conjugation. I f g e 
G, the funct ion gz: x\-^g~xxg is a permuta t ion o f G and T: G -* Sym G is a 
permuta t ion representation. The o rb i t of x consists o f a l l the conjugates o f 
x, a set which is k n o w n as the conjugacy class of x. Thus G is par t i t ioned 
in to conjugacy classes. The stabilizer of x is s imply the centralizer 

CG(x) = {ge G\gx = xg}. 

Hence | G : C G ( x ) | = the cardinal i ty o f the conjugacy class o f x. Also { x } is a 
conjugacy class i f and only i f x belongs to the center o f G. 

Class Number and Class Equation 

Let G be a finite group. The number h o f distinct conjugacy classes of G is 
k n o w n as the class number o f G. Suppose that the numbers of elements i n 
the conjugacy classes are n l 5 n 2 , . . . , nh. Then nt = \G: C G ( x f ) | where xt is 
any element o f the i t h conjugacy class. These integers satisfy the class 
equation 

\G\ = n1 + n2 + + nh; 

they also divide | G : ( G | since ( G < CG(xt). The number o f nt wh ich equal 1 
is precisely the order of (G . 

Normalizers 

I f X is a nonempty subset and g is an element of a group G, the conjugate of 
X by g is the subset 

X° = g-1Xg = {g-1xg\xeX}. 

There is a na tura l act ion o f G on the set o f nonempty subsets o f G via 
conjugation. Thus g i n G determines the permuta t ion I K P . The o rb i t of 
X is the set of a l l conjugates o f X i n G, while the stabilizer of X is the 
subgroup 

NG(X) = {ge G\X° = X } , 

which is called the normalizer o f X i n G: the set of conjugates of X i n G has 
cardinal i ty | G : NG(X)\. I f H < G, then NG(H) is the largest subgroup of G i n 
which H is normal . 

1.6.13. Let H be a subgroup of a group G. Then 

CG(H)^ NG(H) 

and NG(H)/CG(H) is isomorphic with a subgroup of A u t H. 
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Proof. I f g e NG(H), let gz denote the funct ion hh^g^hg: i t is clearly an 
au tomorphism of i f . W h a t is more, T: Ng(H) A u t i f is a homomorph i sm 
whose kernel is exactly C G ( i f ) . The result follows f rom the First Isomor
phism Theorem. • 

Applications to Finite Groups—Sylow's Theorem 

T o convince the reader of their u t i l i t y we shall use permuta t ion representa
tions to prove some impor t an t theorems about finite groups. 

I f p is a prime, a finite group is called a p-group i f its order is a power of 
p. By Lagrange's Theorem the order o f each element of a p-group must also 
be a power o f p. The fo l lowing is the fundamental result about finite p-
groups. 

1.6.14. A nontrivial finite p-group has a nontrivial center. 

Proof. Let pm = nx + • • • + nk be the class equation of the group; then each 
nt divides pm and hence is a power o f p. I f the center were t r iv ia l , on ly one 
nt w o u l d equal 1 and pm = 1 m o d p, wh ich is impossible since pm > 1. • 

1.6.15. If p is a prime, all groups of order p2 are abelian. 

Proof. Let \G\ = p2 and C = £G. Then 1.6.14 shows that \C\ = p or p2 

and \G: C\ = p or 1. Hence G/C is cyclic, generated by xC, say. Then G = 
<x, C > , wh ich implies that G is abelian. • 

Sylow Subgroups 

Let G be a finite group and p a prime. I f \G\ = pam where (p, m) = 1, then a 
p-subgroup of G cannot have order greater than pa by Lagrange's Theorem. 
A p-subgroup of G which has this m a x i m u m order pa is called a Sylow p-
subgroup o f G. We shall prove that Sylow p-subgroups o f G always exist 
and that any two are conjugate—so, i n part icular, a l l Sylow p-subgroups of 
G are isomorphic. 

1.6.16 (Sylow's Theorem). Let G be a finite group and p a prime. Write 
\G\ = pam where the integer m is not divisible by p. 

(i) Every p-subgroup of G is contained in a subgroup of order pa. In particu
lar, since 1 is a p-subgroup, Sylow p-subgroups always exist. 

(ii) If np is the number of Sylow p-subgroups, np = 1 m o d p. 
(iii) All the Sylow p-subgroups are conjugate in G. 

Proof. Let Sf be the set of a l l subsets o f G w i t h exactly pa elements. Then G 
acts on the set Sf by right mul t ip l i ca t ion , so we have a permuta t ion repre-
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sentation of G on Sf w i t h degree 

_ (pam\ _ m(pam - 1) • • • (pam - pa + 1) 
H ~ \ p a ) ~ 1 - 2 ( p a - l ) ' 

Let us show that p does not divide n. Consider the ra t ional number 
(pam — i)/i, 1 < i < pa. I f pj\i, then j < a and pj\pam — i. O n the other hand, 
i f pj\pam — i, then j < a and pj\i. Hence pam — i and i involve the same 
power of p, f rom which i t follows that p cannot divide n. 

There must therefore exist a G-orbi t ^ such that is no t divisible 
by p. Choose l e ^ and put P = StG(X). Then | ^ | = | G : P|, whence p f 
| G : P | and p f l | | P | . O n the other hand, for a fixed x i n X the number of 
distinct elements xg, g e P, equals |P|; therefore |P | < pa and |P | = pa. Thus 
P is a Sylow p-subgroup of G. 

Nex t let ^ denote the set of a l l conjugates o f P i n G. Then P acts on ^ 
by means of conjugation. Accord ing to 1.6.1 the number of elements i n a 
P-orbi t is a power o f p. I f { P x } is a P-orbi t w i t h a single element, then 
P t <3 <P, P i > and P P t is a subgroup; its order equals |P | • \P^\I\P n P J , a 
power of p which cannot exceed |P | = p a . Since P < P P 1 ? i t follows that 
P = P P t and P = P1. Hence { P } is the only P-orbi t w i t h jus t one element. 
W r i t i n g np for \&~\, we conclude that n p = 1 m o d p. 

Fina l ly suppose that P 2 is a p-subgroup of G which is contained i n no 
conjugate of P. N o w P 2 too acts on 2T by conjugation. I f { P 3 } were a P 2 -
orbi t , i t w o u l d fo l low jus t as above that P 2 P 3 is a p-subgroup and P 2 < P 3 ; 
but this contradicts our choice of P 2 . Hence every P 2 -o rb i t has more than 
one element, wh ich implies that \2T\ = np = 0 m o d p, another contradic t ion. 

• 
1.6.17 (Cauchy's Theorem). If a prime p divides the order of a finite group, 
the group contains an element of order p. 

Cauchy's Theorem is o f course a special case o f Sylow's Theorem. 
Suppose that P is a Sylow p-subgroup of the finite group G. Then the 

number np o f Sylow p-subgroups o f G is by Sylow's Theorem equal to 
|G : iV G (P) | . So we have the fo l lowing in fo rmat ion about np: 

np\\G:P\ and np = 1 m o d p. 

An Illustration 

Let us use these facts to prove that there exist no simple groups of order 300. 
Suppose that G is such a group. Since 300 = 2 2 • 3 • 5 2 , a Sylow 5-subgroup 
of G has order 25. N o w n5 = 1 m o d 5 and n5 divides 300/25 = 12; thus 
n5 = 1 or 6. But n5 = 1 w o u l d mean that there was a unique Sylow 5-sub
group which w o u l d then have to be normal . Therefore n5 = 6 and G has a 
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subgroup of index 6. I t follows f rom 1.6.6 that G is isomorphic w i t h a sub
group of S 6 , yet 300 does not divide 6! 

W e shall take note of some useful facts about Sylow subgroups. 

1.6.18. Let P be a Sylow p-subgroup of a finite group G. 

(i) If NG(P) < i f < G, then i f = NG(H). 
(ii) If N < G, then P n N is a Sylow p-subgrup of N and PN/N is a Sylow 

p-subgroup of G/N. 

Proof, (i) Let x e NG(H). Since P < i f o iV G ( f f ) , we have Px < i f . Obviously 
P and Px are Sylow p-subgroups of i f , so Px = Ph for some he i f . Hence 
x / T 1 G NG(P) < i f and x e i f . I t follows that i f = NG(H). 

(ii) I n the first place \N:Pc\N\ = \PN\P\, which is pr ime to p. Since 
P n iV is a p-subgroup, i t must be a Sylow p-subgroup of N. For PN/N the 
argument is similar. • 

Standard Wreath Products and Sylow 
Subgroups of the Symmetric Group 

I f i f and K are arb i t rary groups, we can t h ink of them as permuta t ion 
groups on their under lying sets via the r ight regular representation and 
fo rm their wreath product W = i f ^ K: this is called the standard wreath 
product. I ts base group is DvksK Hk where Hk~ H and (Hk)k' = Hkk>. The 
standard wreath product can be used to describe the Sylow subgroups of 
the symmetric group Sn. 

1.6.19 (Kaluznin) 

(i) A Sylow p-subgroup of Spr is isomorphic with the standard wreath product 
W(p, r) = ('•- (Zp ^ Zp) -v • • •) -x, Zp, the number of factors being r. 

(ii) If the positive integer n is written in the form a0 + axp + ••• + a^p1'1 

where aj is integral and 0 < cij < p, a Sylow p-subgroup of Sn is isomorphic 
with the direct product of a1 copies of W(p, 1), a2 copies of W(p, 2 ) , . . . 
and copies of W(p, i — 1). 

Proof. The order o f a Sylow p-subgroup of Sn is the largest power of p 
d iv id ing n\. N o w the number o f integers among 1, 2 , . . . , n divisible by p is 
[ n / p ] , by p 2 is [ n / p 2 ] , etc. Coun t ing the power of p contr ibuted i n each 
case, we find that the order o f a Sylow p-subgroup of SM is p m where m — 
( [ n / p ] - [ n / p 2 ] ) + 2 ( [ n / p 2 ] - [ n / p 3 ] ) + • • • . Therefore 

n n n 
m = 

P 7 + 7 
W h e n n = p r , this becomes m = 1 + p + • • • + p r 
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Let us prove that a Sylow p-subgroup of Spr is of the required type by 
induc t ion on r, the case r = 0 being obvious. Assume that Spr has a Sylow 
p-subgroup P o f the sort described. Consider the permuta t ion 

7i = ( 1 , 1 + p r , . . . , l + ( p - l ) p ' ) ( 2 , 2 + p ' , . . . , 2 + ( p - l)pr)'" 

(p'9 p ' + p ' , . . . , p ' + ( p - l ) p ' ) : 

then n e Spr+i and np = 1. Let Spr be regarded as a subgroup of Spr+i t h rough 
its act ion on { 1 , 2 , . . . , p r } , the other symbols being fixed. Then Pt = n~lPnl 

affects only the symbo l s ; + i p r , w h e r e ; = 1 , 2 , . . . , p r . Hence P = P 0 , P l 9 . . . , 
P p _! generate their direct product ; also 7r - 1P £7r = Pi+1, 0 < i < p — 1 , and 
7t~1Pp-17t = P0. Thus < 7 i , P > ~ P ^ < 7 i > , the standard wreath product . Since 
| P ^ < T T > | = \p\p-p = pmP+1 = p i + p + p 2 + - + ^ i t follows that < 7 i , P > is a Sylow 
p-subgroup of S p r+i . 

I n the case of a general Sn we pa r t i t i on the integers 1 , . . . , n in to 
batches of p1'1 integers, at_2 batches o f pl~2,... and a0 singletons, using the 
decomposit ion n = a0 + a1p + ••• + a^p1'1. Take a Sylow p-subgroup of 
the symmetric group on each batch o f pj elements and regard these as sub
groups o f Sn i n the natura l way. These p-subgroups generate their direct 
product , which therefore has order p m i where 

m1 = a ^ i l + p + • • • + p1'2) + a^2(l + p + • • • + p ' ~ 3 ) + ••• + <*!. 

But i t is easy to show that m1 = [ n / p ] + [ n / p 2 ] + • • • . Thus we have con
structed a Sylow p-subgroup of Sn. • 

EXERCISES 1.6 

1. I f i f and K are permutation groups on finite sets X and Y, show that the order 
of i f X i s | i f | | y | | X | . 

*2. Let G be a permutation group on a finite set X.lfne G, define Fix n to be the 
set of fixed points of n, that is, all x in X such that X7r = x. Prove that the 
number of G-orbits equals 

I |Fix(*)|. 
I <J| 7 T 6 G 

3. Prove that a finite transitive permutation group of order > 1 contains an ele
ment with no fixed points. 

*4. I f i f and K are finite groups, prove that the class number of i f x K equals the 
product of the class numbers of i f and K. 

5. Describe the conjugacy classes of Sn. 

6. Find the conjugacy classes of A5 and deduce that A5 is a simple group. 

7. I f p is a prime, a group of order p2 is isomorphic with Z 2 or Z 0 Z . 
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8. Let G be a finite group. Prove that elements in the same conjugacy class have 
conjugate centralizers. I f cl9c2, ch are the orders of the centralizers of 
elements from the distinct conjugacy classes, prove that l/cx + l / c 2 + ••• + 
l/ch= 1. Deduce that there exist only finitely many finite groups with given 
class number h. Find all finite groups with class number 3 or less. 

9. Prove that Hoi Z 3 ~ S3. 

10. Let i f be a Sylow p-subgroup of a finite group G and let K be a subgroup of G. 
Is i t always true that H n K is a Sylow p-subgroup of Kl 

11. Prove that there are no simple groups of order 312, or 616, or 1960. 

*12. Show that the only simple group of order 60 is A5. [Hint: Find a subgroup 
with index 5.] 

*13. I f p and q are distinct primes, prove that a group of order pq has a normal 
Sylow subgroup. I f p ^ 1 mod q and q ^ 1 mod p, the group is cyclic. 

*14. Let W = H^K be the standard wreath product of an abelian group H # 1 
and an arbitrary group K. Prove that the center of W equals the set of elements 
in the base group all of whose component are equal. (This is called the diagonal 
subgroup of the base group.) Hence L,W = 1 if K is infinite. 

15. Prove that the standard wreath product Z ^ Z is finitely generated but has a 
nonfinitely generated subgroup. 

*16. Prove that the standard wreath product Z 2 ^ Z 2 is isomorphic with D8. 

17. Identify the isomorphism types of the Sylow subgroups of S6. 

*18. Prove that Aut A5 ~ S5. [Hint: Let P be a Sylow 5-subgroup of A5 and let a be 
an automorphism of A5. Show that a = d mod Inn A5 for some automorphism 
p which leaves P invariant.] 

19. Let G be a group of order 2m where m is odd. Prove that G contains a normal 
subgroup of order m. {Hint: Denote by p the regular representation of G: find 
an odd permutation in G p .] 

20. Let G = HwrK where K # 1. Prove that B' < [ £ , X ] where B is the base 
group. Deduce that G/[B, X ] - (H/H') x X . 



CHAPTER 2 

Free Groups and Presentations 

2.1. Free Groups 

Let F be a group, X a nonempty set, and a: X -+ F a function. Then F, or 
more exactly (F, G\ is said to be free on X i f to each funct ion a f rom X to a 
group G there corresponds a unique h o m o m o r p h i s m / ? : F - * G such that 
a = afi; this equat ion expresses the commutativity o f the fo l lowing d iagram 
of sets and functions: 

X • G 
a 

A group which is free on some set is called a free group. 
The function a: X-+F is necessarily injective. Fo r suppose that x1a = 

x2o and x1 # x2: let G be a group w i t h at least t w o distinct elements ^ and 
g2 and choose a funct ion a: X G such that x t a = ^ and x2on = g2. Then 
x1aP = X2<TP, whence x t a = x 2 a and gx = g2, a contradic t ion. Clearly F is 
also free on I m o", the inclusion map I m a -* F tak ing the place o f o\ Hence 
a free group is always free on a subset: i n this case the commuta t iv i ty o f the 
diagram says that the restr ict ion of jS to X is a, so that jS is the unique 
extension o f a to F. 

Another consequence o f the defini t ion is that I m a generates F. Since 
this w i l l fo l low f rom our construct ion of free groups, we need not prove i t 
now. 

44 
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Constructing Free Groups 

There is no th ing i n the defini t ion to show that free groups actually exist, a 
deficiency which w i l l now be remedied. 

2.1.1. If X is a nonempty set, there exists a group F and a function a: X -* F 
such that (F, a) is free on X and F = < I m <r>. 

Proof. Choose a set disjoint f rom X w i t h the same cardinali ty: for nota-
t iona l reasons we shall denote this by X ' 1 = { x - 1 | x e X} where of course 
x _ 1 is merely a symbol. By a word i n X is meant a finite sequence of 
symbols f rom l u l " 1 , wr i t t en for convenience i n the fo rm 

w = x[l "'Xe

r

r, 

xte X, st= ± 1 , r > 0: i n case r = 0 the sequence is empty and w is the 
empty word, wh ich w i l l be wr i t t en 1. O f course two words are to be consid
ered equal i f and only i f they have the same elements i n corresponding 
positions. 

The product o f two words w = x\l • • • xe

r

r and v = yl1 • • • y*s is formed by 
juxtapos i t ion : thus 

wv = xl1--- xlry\l - - - y!js, 

w i t h the convent ion that wl = w = lw. The inverse o f w is the w o r d w - 1 = 
x ; E r - - - X i E l and l " 1 = 1. 

Let S denote the set of a l l words i n X. We define an equivalence relat ion 
on S i n the fo l lowing manner. T w o words w and v are said to be equivalent, 
i n symbols w ~ v, i f i t is possible to pass f rom one w o r d to the other by 
means of a finite sequence of operations of the fo l lowing types: 

(a) insert ion o f an x x - 1 or an x _ 1 x (xeX), as consecutive elements of a 
w o r d ; 

(b) deletion of such an x x - 1 or x _ 1 x . 

I t should be clear to the reader that the relat ion ~ is an equivalence rela

t ion . The equivalence class to wh ich w belongs w i l l be denoted by 

Define F to be the set o f a l l equivalence classes. We plan to make F i n to 

a group. I f w ~ w' and v ~ v', one sees at once that wv ~ w'v', so that i t is 

meaningful to define the product of [ w ] and [v] by means of the equation 

[ w ] [v] = \wv]. 

Then [ w ] [ 1 ] = [ w ] = [ 1 ] [ w ] and [ w ] [ w _ 1 ] = [ w v v - 1 ] = [ 1 ] . Moreover 
the product is associative: for (wv)u = w(vu) is obviously true and hence 
( [ W ] [ P ] ) - [ M ] = \_{wv)u] = [w(vu)'] = [ v v ] - ( [ * ; ] [ > ] ) . I t follows that F is a 
group w i t h respect to this b inary operation: the ident i ty element is [ 1 ] and 
the inverse of [ w ] is [ w - 1 ] . 
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Define a function a: X F by the rule xcr = [ x ] . We shall prove that 
(F, o") is free on X. Suppose that a: X G is a funct ion f rom X to some 
group G. First we fo rm a funct ion /? f rom the set o f a l l words i n X to G by 
mapping x^ 1 • • • x r

£ r to g[l • • • ge

r

r where gi = xf. N o w w ~ v implies that wp = 
vp because i n the group G products l ike gg'1 or g~xg equal 1 G . I t is there
fore poss ib le to define a funct ion ft: F G by [ w ] ^ = wp. Then ( [ w ] [ i ; ] / = 
[ w v y = (wvy = w V by defini t ion of p. Hence ( [ w ] = [ w ^ M ' and p 
is a homomorph i sm f rom F to G. Moreover x f f / ? = [x]fi = xp = x a for x e 
X . Final ly , i f y: F -+ G is another h o m o m o r p h i s m such that ay = a, then 
ay = aP and y and P agree on I m but clearly F = < I m cr>, so y = p. • 

Reduced Words 

Let us examine the construct ion jus t described w i t h a view to obta in ing a 
convenient description o f the elements o f the free group F . 

A w o r d w i n X is called reduced i f i t contains no pair o f consecutive 
symbols o f the fo rm x x _ 1 or x _ 1 x , (x e X). By convent ion the empty w o r d is 
reduced. I f w is an arbi t rary w o r d , we can delete f rom w al l consecutive 
pairs x x _ 1 or x _ 1 x to obta in an equivalent w o r d . By repeating this proce
dure a finite number of times we shall eventually reach a reduced w o r d 
which is equivalent to w. Thus each equivalence class o f words contains a 
reduced w o r d . The impor t an t po in t to establish is that there is jus t one 
reduced w o r d i n a class. 

2.1.2. Each equivalence class of words in X contains a unique reduced word. 

Proof. A direct approach to p rov ing uniqueness w o u l d involve tedious can
cellat ion arguments. T o avoid these we introduce a permuta t ion representa
t i o n o f the free group F on the set of a l l reduced words R. Firs t of al l , let 
M G I U I " 1 and define a funct ion u'\ R R by the rule 

where, o f course, x^ 1 • • • x£

r

r is reduced. 
Then u' is a permuta t ion o f R since ( w - 1 ) ' is obviously its inverse. We use 

the funct ion f rom X to Sym(i^) i n w h i c h x i—>x', and the defining proper ty 
of free groups, to produce a h o m o m o r p h i s m 9: F Sym(i^) such that 

N o w let v and w be two equivalent reduced words. Then [v] = [ w ] and 
[v]e = [ w f . I f v = x[l • • • x r

£", then [v] = [ x 6 / ] • • • [ x r

£ " ] and [vf = (x* 1 ) ' • • • 
(x r

£ r y. A p p l y i n g [v]e to the empty w o r d , we obta in x 6 / • • • xe

r

r = v, since this is 
reduced. Similar ly [ w ] 0 sends the empty w o r d to w. Therefore v = w. 

[_x]B = x'. 
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Normal Form 

By 2.1.2 every element of the constructed free group F can be uniquely w r i t 
ten i n the fo rm [ w ] w i t h w a reduced w o r d , say w = xl1 --xe

r

r where st = 
± 1, r > 0 and no x x - 1 or x _ 1 x w i t h x e X occurs i n the word . By defini t ion 
of mu l t ip l i ca t ion i n F we have [ w ] = [ x ^ 6 1 • • • [ x r ] £ r . M u l t i p l y i n g together 
consecutive terms invo lv ing the same element xi9 we deduce that, after 
relabeling the x^'s, the element [ w ] may be wr i t t en i n the fo rm 

Cw] = [ x 1 ] ' ' - [ x > ] ' -

where s > 0, lt is a nonzero integer and xt # x i + 1 . Not ice that the or ig inal 
i educed w o r d can be reassembled f rom this, so the expression is unique. 

T o simplify the no ta t ion we shall identify w w i t h [ w ] . By this convention 
each element o f F can be uniquely wr i t t en i n the fo rm 

w = x ^ x ^ - ^ x ^ , 

where s > 0, lt j=- 0, and xt # x i + 1 . This is called the normal form o f w. Some
times i t is convenient to abbreviate i t to w = w ( x l 5 . . . , x s ) or even to w = 
w(x). 

The existence of a no rma l fo rm is characteristic of free groups, as the 
next result shows. 

2.1.3. Let G be a group and X a subset of G. Assume that each element g of G 
can be uniquely written in the form g = xl^xl

2

2 "'Xl

s

s where xt e X, s > 0, lt # 
0, and xt # x i + 1 . Then G is free on X. 

Proof. Let F be a free group on the set X w i t h associated injection 
G.X-+F. By the mapping proper ty there is a homomorph i sm j S : F - ^ G 
such that aft: X G is the inclusion map. Since G = < X > , we see that /} is 
surjective. I t is injective by the uniqueness o f the no rma l form. • 

As one migh t expect, free groups on sets o f equal cardinal i ty are 
isomorphic. 

2.1.4. If F1 is free on Xx and F2 is free on X2 and if \XX \ = \X2\, then F1 ~ 

F2-

Proof. Let a1:X1-+F1 and o2\X2-±F2 be the given injections and let 
a: Xx X2 be a bijection. Then there are commutat ive diagrams 
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w i t h (3X and j?2 homomorphisms. Hence <ripip2 = = a a = Gi a n ( i 
the diagram 

> F1 

commutes. Bu t the ident i ty map l F l on F1 w i l l also make this d iagram com
mute, so f}1f}2 = l F i by uniqueness. A similar argument yields p2pi = l F i , so 
that pi is an i somorphism and Fx ~ F2. • 

Conversely, if F1 ~ F2, then | | = | X 2 1 — we shall postpone the p r o o f 
u n t i l 2.3.9 below (see also Exercise 2.1.7). This makes i t possible to define 
the rank o f a free group as the cardinal i ty of any set on wh ich i t is free. 
Not ice that by 2.1.4 a free group on a set X is i somorphic w i t h the free 
group on X whose elements are the reduced words i n X. 

The fo l lowing is a consequence o f 2.1.4 and 2.1.1; if (F, o) is free on a set 
X, then I m G generates F. 

Two Examples of Free Groups 

Let us see how free groups occur i n nature. 
(i) Consider functions oc and ft on the set C u { 0 0 } defined by the rules 

x 
(X)OL = x + 2 and (x)/J = - . 

2x + 1 

Here the symbol 00 is subject to such formal rules as 1/0 = 00 and 0 0 / 0 0 = 
1. Then oc and /} are bijections since they have inverses, namely (x)oT 1 = 
x — 2 and (x ) jS - 1 = x / ( l — 2x). Thus a and ft generate a group of permuta
tions F o f C u { 0 0 } ; we c la im that F is free on the set {a, / } } . 

T o see this observe that a nonzero power o f a maps the in ter ior of the 
uni t circle \z\ = 1 to the exterior and a nonzero power of ft maps the exte
r io r o f the uni t circle to the in ter ior w i t h 0 removed: the second statement is 
most easily understood f rom the equat ion ( l /x ) / J = l / ( x + 2). F r o m this i t is 
easy to see that no non t r iv i a l reduced w o r d i n {a, /?} can equal 1. Hence 
every element o f F has a unique expression as a reduced w o r d . I t now 
follows f rom 2.1.3 that F is free on {a , / } } . 

(ii) O u r second example is of a free group generated by matrices. The 
functions a and ft discussed i n (i) are instances o f the mapping o f C u { 0 0 } 

u u J \ ax + b 
A(a, b, c, a): x i—• -, 

cx + a 

where ad — be # 0 and a, b, c, d e C. Such a mapp ing is k n o w n as a linear 
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fractional transformation. N o w i t is easy to show that the function 

c, b, d) 
c d] 

is a h o m o m o r p h i s m f rom G L ( 2 , C) to the group of a l l linear fractional 
transformations of C i n which 

* - G ? ) - - ( a 
map to a and /} respectively. Since no non t r iv i a l reduced w o r d i n {a, /}} 
can equal 1, the same is true of reduced words i n {A, B}. Consequently the 
group (A, B} is free on {A, B}. 

The enormous importance of free groups i n group theory is underscored 
by the fo l lowing result. 

2.1.5. Let G be a group generated by a subset X and let F be a free group on a 
set Y. If a: Y - * X is a surjection, it extends to an epimorphism from F to G. 
In particular every group is an image of a free group. 

Proof. The funct ion a extends to a homomorph i sm f rom F to G wh ich is an 
epimorphism since G = < X > . • 

F ina l ly i n this section another useful proper ty of free groups. 

2.1.6 (The Projective Proper ty of Free Groups). Let F be a free group and let 
G and H be some other groups. Assume that a: F -* H is a homomorphism and 
jS: G -* H an epimorphism. Then there is a homomorphism y: F -+ G such that 
yfi = a, that is to say, such that the diagram 

/ 
1/ 

F 

H 

commutes. 

Proof. Let F be free on a subset X. I f x e X, then xa e H = I m ft, so there is 
a gx i n G such that g£ = xa. By the defining proper ty o f free groups we can 
extend the function x\-^gx to a h o m o m o r p h i s m y.F-±G. Since xyP = gp = 
xa for a l l x i n X and X generates F, i t follows that yfi = a. • 

I n fact a group which possesses this projective proper ty is necessarily free 
(Exercise 6.1.4), so the proper ty characterizes free groups. 
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EXERCISES 2.1 

1. Prove that free groups are torsion-free. 

2. Prove that a free group of rank > 1 has trivial center. 

3. A free group is abelian if and only if i t is infinite cyclic. 

4. Let a be a complex number such that \a\ > 2. Prove that 

generate a free group. 

*5. I f F is a free group on a subset X and 0 # 7 c ! , prove that F/YF is free on 
X\Y. 

6. I f N <] G and G/N is free, prove that there is a subgroup H such that G = HN 
and H n N = 1. (Use the projective property.) 

7. I f Fj is free on X t , i = 1, 2, and F t ~ F 2 , prove that \Xt\ = \X2\ [Hint: Consider 
Hom(F t , Z 2 ) and view it as a vector space over Z 2 . ] 

8. I f (F, <T) is free on a set X, prove /row £/ze definition that I m <r generates F. 

9. Let F be a free group on a subset X . I f x e X and / e F, define <xx(/) to be the 
sum of the exponents of x in the reduced form of / . Prove that / e F' if and 
only if ox(f) = 0 for all x in X. 

10. Let F be a free group and suppose that i f is a subgroup with finite index. 
Prove that every nontrivial subgroup of F intersects H nontrivially. 

2.2. Presentations of Groups 
We have seen i n 2.1.5 that every group is obtainable as an image o f a free 
group. A n actual description of a group as such an image is called a presen
ta t ion. M o r e exactly a free presentation o f a group G is an epimorphism n 
f rom a free group F to G. Thus i f R = K e r n, we have # o F and F/R ~ G. 
The elements o f # are called the relators o f the presentation. 

F o r example let F be the free group on a set Y = {yg\l / ^ e G } and let a 
h o m o m o r p h i s m n: F -+ G be defined by y%

g = g. Then n is called the stan
dard presentation o f G. 

Suppose that n: F G is a given presentation of a group G. Choose a set 
of free generators for F , say 7, and a subset S o f F such that S F = K e r 7 i . I f 
X = Yn, then clearly X is a set of generators for G. Nex t r e F is a relator of 
7i i f and only i f i t can be wr i t t en i n the fo rm (s{l)fl • • • ( 5 ^ k ) / k where st e S, 
st= ± 1, f e F. I f this is the case, we sometimes say that r is a consequence 
of S. The presentation n, together w i t h the choice of Y and S, determines a 
set of generators and defining relators for G, i n symbols 

I n practice i t is often more convenient to list the generators o f G and the 

G = <Y\S). (1) 
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defining relations s(x) = 1, s e S, i n these generators X; thus 

G = (X\s(x)=l,seSy. (2) 

We shall sometimes refer to (1) or (2) as a presentation of G. 
Conversely i t is easy to construct, i n principle at least, a group having a 

presentation w i t h a given set of generators and relators. Let Y be any non
empty set and let S be a subset of the free group on Y. Define R to be 
the no rma l closure of S i n F and pu t G = F/R. Then the natura l homomor 
phism 7 i : F G is a presentation of G and G has the set of generators and 
defining relators < Y|S>. 

The fo l lowing result is frequently useful i n the discussion of groups w i t h 
similar presentations. 

2.2.1 (von Dyck ' s Theorem). Let G and H be groups with presentations 
e: F -* G and 8: F -+ H such that each relator of s is also a relator of 8. Then 
the function fe i—• f3 is a well-defined epimorphism from G to H. 

Proof. I t follows f rom the hypothesis that K e r s < K e r d.Ifge G, then g = 
fE for some / e F: moreover f3 is uniquely determined by g since i f g = f{, 
then / = / i fe where fe e K e r s < K e r 8, and f3 = f3. Obviously f£ i—• f3 is an 
epimorphism. • 

Examples of Presentations 

I n practice i t is usually difficult to ob ta in in format ion about a group f rom a 
given presentation: i n fact there is no general procedure for deciding i f the 
group has order 1. Success usually depends upon finding a model which 
realizes the presentation. Some examples w i l l i l lustrate the point . 

(I) G = <x, y\x2 = l,y2 = 1>. This group is called the infinite dihedral 
group D^. Set a = xy; then G = <x, a} and x~xax = yx = a~x. Conversely 
the or ig ina l relations x 2 = 1 = y2 are consequences of the relations x 2 = 1 
and x~xax = a'1 (strictly x~xaxa = 1): for given the latter one has y2 = 
(x~1a)2 = x~xaxa = 1. Thus G also has the presentation 

<x, a\x2 = 1, x~xax = a _ 1 > . 

This group may be realized as a semidirect product G = X K A where 
A = <a> is infinite cyclic, X = <x> is cyclic of order 2 and x conjugates an 
element o f A i n to its inverse. F o r by v o n Dyck 's Theorem there is an epi
morph i sm 6: G G i n which xi—>x and a\-^a. A typical element of G has 
the fo rm xra\ r = 0, 1, since < a > o G: this maps under 9 to xra\ wh ich is 
t r i v i a l only i f r = 0 = 5 . Thus G ^ G. 

( I I ) G = <x, y\x2 = y2 = (xy)n = 1>, where n > 2. This is the dihedral 
group D2n o f order In. W r i t i n g a = xy we see that 

<x, a\x2 = an = 1, x~lax = a - 1 } 
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is another presentation of G. As above G is isomorphic w i t h the semidirect 
product X tx A where A is cyclic o f order n, X is cyclic o f order 2 and the 
generator of X conjugates elements o f A i n to their inverses. 

(I l l ) A presentation of the symmetric group 

2.2.2. / / n > 1, £/zere is a presentation of the symmetric group Sn with genera
tors x l 5 x 2 , . . . , x , , - ! and relations 

1 = xf = (XjXj+1)3 = (XfcXj)2, 

where 1 < i < n — 1, 1 < j < n — 2, and 1 < / < fc — 1 < n — 1. 

Proof. Let G be a group w i t h the generators and defining relations listed. 
We shall prove first that |G | < n\. I f H = < x l 5 . . . , x n _ 2 > , i t follows f rom v o n 
Dyck ' s Theorem and an induc t ion on n that \H\ < (n — 1)!. Therefore i t w i l l 
be enough to show that \G:H\<n. 

Consider the n r ight cosets H, Hxn_l9 / f x n _ 1 x n _ 2 , . . . , Hxn_1xn_2 • • x ^ 
Let us prove that right mu l t i p l i ca t i on by any Xy permutes these cosets. 
I f j < i — 1, then xtXj = ( x ^ x , ) - 1 = XyX; by the defining relations: hence 
(Hxn-X - - - Xi)Xj = Hxjxn_1 - --Xi = Hxn_x - Xi since Xj e H. Let j > i. Since 
xkXj = XjXk i f | j — k\ > 1, we have 

(Hxn-1 • • • X;)xy = Hxn^1 - - - Xj+1(XjXj-1Xj)Xj-2 "' xt: 

now (Xj-iXj)3 = 1, wh ich implies that x ^ - x X ^ X j - - ! = XjXj^Xj. Hence we 
obta in 

(Hxn-1 ' ' ' Xj)Xy = Hxn-1 ' ' ' Xj+1(Xj-1XjXj-1)Xj-2 " ' x i 

= HXj_1 x n _ 1 " ' X( = Hxn^1''' Xj. 

(Hxn_! • • • Xi)Xi = Hxn_! • • • x £ + 1 

(Hxn-1 • ' • X ^ X j - i = Hxn-1 ' ' ' X j X j - ! , 

as required. Since the Xj generate G, every element of G lies i n one of these 
cosets and | G : H \ < n. 

T o complete the p r o o f we show that Sn realizes the presentation. T o 
this end consider the n — 1 adjacent transpositions 7r£ = (/, i + 1), i = 1 , . . . , 
n — 1. Every permuta t ion is a product of transpositions and every transpo
si t ion is a product of adjacent transpositions—as is readily seen by repeated 
use of the formula = (j - l,j)(i,j - l)(j - l,j), i < j - l . Hence Sn = 
< 7 r l 5 7 i n - i > . I t is easy to verify that 1 = nf = (7ij7ij+1)3 = ( T I ^ ) 2 i f 1 < 
i < n — 1, 1 < j < n — 2, and I < k — 1 <n — 1. By 2.2.1 there is an epimor
phism a:G-+Sn i n wh ich X;i—>7r;. Since | G : K e r a | = n! and \G\<n\, i t 
follows that K e r a = 1 and a is an isomorphism. 

F ina l ly 

and 
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Finitely Presented Groups 

A group is said to be finitely presented i f i t has a finite presentation (X\R}, 
that is, one i n wh ich X and R are finite. I n other words the group can be 
specified by a finite set of generators and a finite set of relations. This defini
t i o n is independent of the part icular presentation chosen i n the sense of the 
fo l lowing result. 

2.2.3 (B .H . Neumann). / / X is any set of generators of a finitely presented 
group G, the group has a finite presentation of the form < X 0 \ r x = r2 = '" = 
rt=iy where X0 c: X. 

Proof. Let G = < y l 5 ...,ym\s1 = • • • = st = 1> be a finite presentation of G. 
Since G = < X > , i t follows that G = < X 0 > where X0 = { x l 5 x n } is a f i 
nite subset of X. There are, therefore, expressions for the yt i n terms of the Xj 
and the Xj i n terms o f the yi9 say yt = wt(x) and x,- = Vj(y). Hence the fol low
ing relations i n the x/s are val id: 

S/cK (X), . . . , W m (x)) = 1 , Xj = vj{w1 ( x ) , . . . , w m (x ) ) , 

/c = 1 , . . . , /, j = 1 , . . . , n; there are of course only finitely many of these. 
N o w let G be a group w i t h generators x l 5 . . . , x n and the above defining 

relations i n 3 c l 5 . . . , x w . B y 2.2.1 there is an epimorphism f rom G to G i n 
which X;i—>X;. Define yt = wt(x); the second set of defining relations shows 
that G = < 5 > l 5 y m } . Since sk(y) = 1, there is, by 2.2.1 again, an epimor
phism f rom G to G i n which y ^ y i . These epimorphisms are mutua l ly 
inverse, so they are isomorphisms. Hence G is generated by x l 5 . . . , x n sub
ject only to the defining relations i n the xt listed above. • 

Examples of finitely presented groups include cyclic groups, free groups 
of finite rank (which have no relations), and finite groups. T o prove the last 
statement let n: F G be any presentation o f a finite group G such that F 
is finitely generated; let R = K e r n. Then R is finitely generated by 1.6.11. 
Therefore n is a finite presentation of G. O n the other hand, no t every f i 
nitely generated group is finitely presented, an example being the standard 
wreath product o f t w o infinite cyclic groups (see 14.1.4). 

Fur ther examples of finitely presented groups may be obtained f rom the 
next result. 

2.2.4 (P. Hal l ) . Let N o G and suppose that N and G/N are finitely presented 
groups. Then G is finitely presented. 

Proof. Let N have generators x l 5 . . . , x m and relations rx = • • • = rk = 1, and 
let G/N have generators y 1 N , y n N and relations s1 = ••• = st = 1G/N. 
Obvious ly G can be generated by x l 5 . . . , x m , y l 9 . . . , yn: moreover there are 
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relations i n these generators o f the fo l lowing types: 

rt(x) = 1, Sj(y) = tj(x) (i = 1 , f c , j = 1 , / ) , 

y - 1

 x.y. = u..(x)9 y^yj1 = vtj(x) (i = 1 , m , j = 1 , n ) . 

The last two sets of relations express the normal i ty of iV i n G. 
Let G be a group w i t h generators x l 9 . . . , x m , y l 9 ...,yn and the above 

defining relations i n the xt and yjt B y 2.2.1 there is an epimorphism a: G 
G such that xf = xt and y* = yy. let K = K e r a. N o w the restr ict ion o f a to 
N = < x l 5 . . . , x m > must be an i somorphism since a l l relations i n the xt are 
consequences o f the ry(x) = 1: hence KnN = 1. Nex t i V o G since y , r l x j ^ 
and yjxiy]~1 belong to iV. N o w a induces an epimorphism f rom G/N to G/N 
i n wh ich j / f i V ! — • } / ; AT: this must be an i somorphism because a l l relations i n 
the ytN are consequences of the Sj(yN) = 1G/N. Hence K = 1 and G ~ G, so 
G is finitely presented. • 

F o r example, i f a group G has a chain of subgroups l = G 0 < G 1 < - , , < 
G;<3 G m o - o G n = G i n wh ich each Gi+1/Gt is cyclic, then G is finitely 
presented. Such groups are called poly cyclic, they are studied i n Chapters 5 
and 15. 

The Word Problem 

Suppose that G is a finitely presented group w i t h generators x l 5 . . . , xn and 
relators r l 5 . . . , rk. Here the rt are assumed to be explici t ly given words i n the 
Xj. The word problem is said to be soluble for the presentation i f there is an 
a lgor i thm which , when a w o r d w i n the xt is given, decides whether or no t w 
is a relator, i.e., whether w = 1 i n G. Roughly speaking, this means that i t is 
possible to decide, at least i n principle, whether w = 1 i n G by machine 
computa t ion . I t is no t difficult to see that the question is independent o f the 
part icular finite presentation and so i t is a question about the group G. 
We say that G has soluble word problem i f the w o r d p rob lem is soluble for 
some—and hence any—fini te presentation o f G. 

A natura l approach to the p rob lem is to enumerate the relators o f G 
by l is t ing al l consequences of the defining relators r l 5 r k , i.e., a l l words 
( r ± i y \ . . . ( r ± i y ^ ( / . G F). Thus, i f w is a relator, i t w i l l appear on our list 
and, given enough time, we w i l l detect i t . The difficulty is that i f w is no t 
a relator, i t w i l l never appear i n the course o f our enumeration, but this 
cannot be established i n any finite t ime. W h a t one needs is a way of 
enumerating the words that are not relators. N o w i t is k n o w n that there are 
sets wh ich are recursively enumerable (i.e., capable of machine enumeration), 
but whose complements are not recursively enumerable. I n view of this i t 
is no t too surprising that there exist finitely presented groups wh ich have 
insoluble w o r d problem. This is the famous B o o n e - N o v i k o v Theorem; for 
a very readable account see [ b 5 7 ] . 
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Despite this negative result there are significant classes of finitely pre
sented groups for which the w o r d p rob lem is soluble. Here we shall prove 
jus t one result. Bu t first a defini t ion. A group G is said to be residually finite 
if, given g # 1 i n G, there is an N o G such that g $ N and G/N is the finite. 
(For more on residual properties, see 2.3.) 

2.2.5. Let G be a finitely presented residually finite group. Then G has soluble 
word problem. 

Proof. We assume that G is given by an explicit finite presentation. Let w be 
a given w o r d i n the generators. We shall describe two procedures to be set 
i n m o t i o n , and then explain how they w i l l tel l us whether or not w = 1 i n G. 
The first procedure simply enumerates a l l consequences o f the defining rela
tors and looks for the w o r d w. I f w turns up, then w = 1 i n G, and the 
procedure stops. 

The second procedure enumerates a l l finite groups, say by constructing 
their mu l t ip l i ca t ion tables. Fo r each finite group F, i t constructs the (finitely 
many) homomorphisms 9 f rom G to F ; to do this one has to assign an 
element of F to each generator o f G and then check that each defining rela
tor equals 1 i n F. F o r each such homomorph i sm 9 the procecdure then 
computes w6 i n F , and checks to see i f i t equals the identi ty. I f ever w° # 1 
i n F , then w # 1 i n G, and the procedure stops. 

The po in t is that residual finiteness guarantees that one procedure w i l l 
stop. Indeed, i f w # 1 i n G, then w N for some N o G w i t h F = G/N finite. 
Thus w # 1 i n F . I f the first procedure stops, then w = 1 i n G; i f the second 
one stops, then w # 1 i n G. 

F o r example, polycyclic groups are finitely presented by 2.2.4, and i t is 
shown i n 5.4.17 that they are residually finite. Hence the w o r d problem is 
soluble for polycyclic groups. The w o r d p rob lem is one of three impor tan t 
decision problems i n group theory wh ich were first formulated i n 1911 by 
M . Dehn; the others are the conjugacy problem, wh ich asks i f there is an 
a lgor i thm to decide i f two elements of a finitely presented group are conju
gate, and the isomorphism problem: Is there an a lgor i thm to decide whether 
two given finitely presented groups are isomorphic? A l l three problems 
have negative answers i n general. F o r more in format ion on the decision 
problems of group theory, see [ b 4 3 ] or [ b 4 6 ] . • 

EXERCISES 2.2 

1. Show that S3 has the presentation <x, y\x2 = y3 = {xy)2 = 1). 

2. Show that A4 has the presentation <x, y\x2 = y3 = (xy)3 = 1> [Hint: Examine 
the right action of the group on the set of cosets <y>, <y}x , <y}xy, <y}xy2.~] 

3. Show that S4 has the presentation <x, y\x4 = y2 = (xy)3 = 1>. 
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4. Let G = <x, y\x3 = y3 = (xy)3 = 1>. Prove that G ~ (t) K A where £ 3 = 1 and 
A = <a> x <fr> is the direct product of two infinite cyclic groups, the action of 
t being a1 = b, bl = a~lb~l. [Hint: Prove that <xyx, x2y} is a normal abelian 
subgroup.] 

5. Let p be a prime. Prove that the group <x, y\xp = yp = (xy)p = 1> is infinite if 
p > 2, but that if p = 2, i t is a Klein 4-group. 

6. Let A be an abelian group with generators x 1 ? x 2 , . . . , xn and defining relations 
consisting of [xh xf\ = 1, i <j = 1,2, ...,n, and r further relations. I f r < n, 
prove that A is infinite. 

7. Suppose that G is a group with n generators and r relations whether r < n. 
Prove that G is infinite. 

8. Let G be a finitely presented group and let N be a normal subgroup which is 
finitely generated as a G-operator group. Prove that G/N is finitely presented. 

*9. Let n: F -+ G be a presentation of a group G and let R = Ker n. I f ,4 is the 
subgroup of all automorphisms a of F such that # a = R, show that there is a 
canonical homomorphism ^ -> Aut G. Use this to construct an outer automor
phism of A4 (see Exercise 2.2.2). 

10. Prove that the group G with generators x, y, z and relations = z 2, x z = x 2 , 
yx = y2 has order 1. 

2.3. Varieties of Groups 

I n this section we shall consider classes of groups which are defined by sets 
of equations. 

Verbal and Marginal Subgroups 

Let F be a free group on a countably infinite set { x l 5 x 2 , . . . } and let W 
be a nonempty subset of F . I f w = x^ 1 • • • x\r

r e W and g l 9 . . . , gr are elements 
of a group G, we define the value o f the w o r d w at (# l 5 . . . , gr) to be 
w ( ^ f 1 , . . . , gr) = g[l - - - g\r. The subgroup of G generated by a l l values i n G of 
words i n W is called the verbal subgroup o f G determined by W, 

W(G) = (w(gi,g2,...)\gieG,weW>. 

F o r example, i f W = { [ x 1 ? x 2 ] } , then W(G) = G', the derived subgroup of 
G: i f W = { x ? } , then W(G) = Gn, the subgroup generated by a l l the n t h 
powers i n G. 

I f a: G - > H is a homomorph i sm, then (w(g1,..., gr))a = w(gl,..., g?), 
which shows at once that (W(G)f < W(H). I n part icular every verbal sub
group is fully-invariant. The converse is false i n general (Exercise 2.3.3), bu t 
i t does h o l d for free groups. 
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2.3.1 ( B . H . Neumann) . A fully-invariant subgroup of a free group is verbal. 

Proof. Let F be free on a set X and let W be a ful ly- invariant subgroup of 
F. I f w = w ( x 1 ? . . . , x r ) e W w i t h xt e X , choose any r elements / l 5 . . . , fr o f 
F. N o w there is an endomorphism a of F such that xf = f: hence W 
contains w a = w ( / l 5 . . . , / r ) . So W contains a l l values of w i n F and hence 
W = W(F). • 

I f W is a set o f words i n x l 5 x 2 , . . . and G is any group, a no rma l sub
group iV is said to be W-marginal i n G i f 

w(gu . . . , 0 £a, . . . , gr) = w(gu ..., ..., gr) 

for a l l gt e G, a e N and al l w ( x l 5 x 2 , . . . , x r ) i n W. This is equivalent to the 
requirement: gt = ht m o d N, (1 < i < r) , always implies that w(gl9 ...,gr) = 
w(hu...,hr). 

W e see f rom the defini t ion that the J^-marginal subgroups of G generate 
a n o r m a l subgroup which is also W-marginal . This is called the W-marginal 
subgroup of G and is wr i t t en 

W*(G). 

F o r example, suppose that W = { [ x l 5 x 2 ] } : i f a e W*(G) and g e G, then 
[#> fl] = I f l ] = 1] = 1 f ° r a l l fifeG, that is, a belongs to the center of 
G. Conversely, i f a e ( G , then [g1,g2a] = [#i> #2]* s o that W*(G) = ( G i n 
this case. 

>1 marginal subgroup is always characteristic but need not be fully-
invariant , as the example of the centre shows (Exercise 1.5.9). 

The fo l lowing lemma indicates a connection between verbal and mar
ginal subgroups. 

2.3.2. Let W be a nonempty set of words in x l 5 x 2 , . . . and let G be any group. 
Then W(G) = 1 if and only if W*(G) = G. 

Proof. Obviously W(G) = 1 implies that W*(G) = G. Suppose that W*(G) = 
G and let gt e G; then gt = 1 m o d G, whence w(gx, ...,gr) = w ( l , . . . , 1) = 1 
and W(G) = 1 . • 

Group-Theoretical Classes and Properties 

A group-theoretical class (or class of groups) X is a class—not a set— 
whose members are groups and wh ich enjoys the fo l lowing properties: (i) X 
contains a group of order 1; and (ii) G1 ~ G e 3E always implies that G1 e X. 
F o r example a l l finite groups and a l l abelian groups fo rm classes of groups. 
M o r e generally, let 0* be any group-theoretical property, that is, a property 
per ta ining to groups such that a group of order 1 has and Gx ~ G and G 
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has 0 always i m p l y that G1 has 0. Then the class 3E^ of al l groups w i t h 
is clearly a group-theoretical class: likewise to belong to a given group-

theoretical class 3E is a group-theoretical proper ty Moreover the func
tions ^i—>3E^ and 3Ei—>^ are evidently mutua l ly inverse bijections. 

F o r this reason i t is often convenient no t to distinguish between a group-
theoretical proper ty and the class o f groups that possess i t . A group i n a 
class 3E is called an X-group. 

Varieties 

A variety is an equationally defined class o f groups. M o r e precisely, i f W is 
a set o f words i n x 1 ? x 2 , . . . , the class of a l l groups G such that W(G) = 1, or 
equivalently W*(G) = G, is called the variety %5(W) determined by W. We 
also say that W is a set of laws for the variety 33(W). 

Examples 

(1) I f W = { [ x 1 ? x 2 ] } , then ^(W) is the class o f abelian groups. 
(2) I f W = { [ x 1 ? x 2 ] , x f } where p is a prime, then %5(W) is the class of 

abelian groups of exponent 1 or p, that is, elementary abelian p-groups. These 
are precisely the direct products of groups o f order p (see Exercise 1.4.8). 

(3) I f W = { x " } , then 33(W) is the class of groups of exponent d iv id ing n, 
the so-called Burnside variety of exponent n. 

(4) Less interesting examples of varieties are the class of groups of order 
1 (take W = { * i } ) and the class of a l l groups (take W = {!}). 

Residual Classes and Subcartesian Products 

Let 3E be a class o f groups: a group G is said to be a residually X-group if, 
given 1 # g e G, there exists a n o r m a l subgroup Ng such that g Ng and 
G/NgeX. Under these circumstances Oi^g€GNg = 1. N o w consider the 
funct ion r. G-+C = Cr1¥sgeG(G/Ng) defined by the rule (xl)g = xA^ . Then i t 
should be clear to the reader that i is a monomorph i sm. Not ice also that 
each element o f G/Ng occurs as the ^-component o f some element of I m i. 

We may generalize this s i tuat ion i n the fo l lowing manner. Let {G A |A e A } 
be a family o f groups. A group G is said to be a subcartesian product o f the 
G A i f there exists a m o n o m o r p h i s m 

i: G —• Cr G A 

A e A 

such that for each X i n A every element of G A occurs as the A-component of 
some element of I m i. 
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2.3.3. A group G is a residually X-group if and only if it is a subcartesian 
product of X-groups. 

Proof. We have already proved the necessity. Let G be a subcartesian p rod
uct of 3E-groups G A , X e A , via a m o n o m o r p h i s m i: G -*C = C r A e A G A . De
fine ik to be the composite of i w i t h the homomorph i sm C G A that maps 
each element of C to its A-component. Let KK = K e r zA. Since i is injective, 
OAEA^A = 1- Also I m ik = G A by the subcartesian property, whence G/KK ~ 

G A G 3E. I f 1 # g G G, then g $ Kk for some A and therefore G is a residually 
3E-group. • 

We wish to apply these ideas to the question: how can one decide 
whether a given class of groups is a variety? Firs t we observe that there 
are certain "closure properties" which every variety has: then we show that 
these properties characterize varieties. 

2.3.4. Every variety is closed with respect to forming subgroups, images, and 
subcartesian products of its members. 

This is a t r i v i a l consequence of the defini t ion of a variety. M u c h less 
obvious is the fo l lowing remarkable result. 

2.3.5 (Birkhoff, Koga lovsk i i , Sain). A class of groups which is closed with 
respect to forming homomorphic images and subcartesian products of its mem
bers is a variety. 

Proof. Let X be such a class of groups and denote by 33 the variety which 
has as a set o f laws al l words that are identically equal to 1 i n every X-
group. Certainly X c 33: our task is to prove that 33 c X. We can certainly 
assume that X contains a group of order > 1 since otherwise 33 = X = the 
class of groups of order 1. 

I f w is a w o r d ( in x1, x2,.. •) wh ich is not a law of 33, there is an 3E-group 
H(w) such that w is no t identically equal to 1 i n H(w). Let 1 # G G 33 and 
choose an infinite set Y whose cardinal i ty is no t less than that o f G and of 
each of the H(vv)'s—keep is m i n d that there are only countably many words 
w. Let F be a free group on Y. By choice of Y there is an epimorphism f rom 
F to G, say w i t h kernel iV: thus G ~ F/N. Let w e F\N and suppose that 
w = w(yx,..., yr) where yt e Y. N o w w(xx,..., xr) is not identically equal to 
1 on G, so there is a corresponding 3E-group H(w): since w is not identically 
equal to 1 i n H(w), we have w(h1,..., hr) # 1 for some ht e H(w). By choice 
of Y again there is an epimorphism f rom F to H(w) such that yt \->hh i = 
1 , r . I f KW is the kernel, then F / K W ^ H(w) e X. N o w let K = [)W€F\NKW: 
since w $ K W , i t follows that K < N. Bu t F / K is a residually 3E-group, so 
F / K G X by 2.3.4. Since G - F/N is an image of F / K , i t follows that GeX 
as required. • 
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Free 93-Groups 

Let 33 be a variety, F a group i n 33, X a nonempty set, and a.X -±F a 
function. Then (F, d), or s imply F , is 33-/ree on X i f for each funct ion a f rom 
X to a 33-group G there exists a unique homomorph i sm /?: F G such that 
cr/? = a. W h e n 33 is the variety of a l l groups, this is jus t the defini t ion o f a 
free group on X. A group which is 33-free on some set is called a free 33-
group. Groups wh ich are free i n some variety are often said to be relatively 
free. 

Free 33-groups are easily described i n terms of free groups. 

2.3.6. Let X be a nonempty set, F a free group on X, and 33 a variety with a 
set of laws W. Then F = F/W(F) is a IB-free group on X. Moreover every 
group which is SB-free on X is isomorphic with F. 

Proof. Let a: X F be the inject ion associated w i t h the free group F and 
let v: F -* F = F/W(F) be the na tura l homomorphism. Put o~ = ov. Suppose 
that G is a group i n the variety 33 and let a: X G be any function. Since F 
is free on X, there exists a unique h o m o m o r p h i s m /?_: F G such that aft = 
a. Because G e 33, we have W(G) = 1, so that W(F)P = 1. Consequently the 
mapping xW(F)\->xf is a well-defined h o m o m o r p h i s m f rom F to G. N o w 

= (xW(F))fi = X * , sovp = p and Gp = avp = ap = a. Hence i n the tetra-
hedral diagram which follows the lower face commutes: 

F 

3 G. 
a 

I f ft: F G is another such homomorph i sm, <7(v/T) = oft' = a = whence 
v/?' = /? = vjS by uniqueness of Since v is surjective, fi' = Hence F is 
33-free on X. Just as i n 2.1.4 we can prove that 33-free groups on sets of 
equal cardinal i ty are isomorphic. Hence the result follows. • 

I f F is 33-free on X, the associated funct ion a: X -* F is a monomor 
phism, so one may assume that X is a subset o f F and that the unique 
homomorph i sm jS i n the defini t ion is an extension o f a: X -* G to F . 

2.3.7. Let $5 be a variety and let G e 33. / / G is generated by X, the group F is 
'Si-free on Y and a: Y -* X is a surjection, then a extends to an epimorphism 
from F to G. In particular every 'Si-group is an image of a free SB-group. 



2.3. Varieties of Groups 61 

Proof. The surjection a extends to a homomorph i sm f rom F by definit ion. 
Since G = < X > , this is an epimorphism. • 

Free Abelian Groups 

A free abelian group is a group that is free i n the variety o f abelian groups. 
These are of great importance; for example every abelian group is an image 
of a free abelian group. Also i f F is a free group on a set X, then F a b = F/Ff 

is free abelian on X. Moreover every free abelian group on X is isomorphic 
w i t h F a b ; this is by 2.3.6. 

I t is easy to describe free abelian groups i n terms of direct products. 

2.3.8. 

(i) / / F is a free abelian group on a subset X, then F is the direct product of 
the infinite cyclic subgroups <x>, x e X. 

(ii) Conversely a direct product Dvx €XCX i n which each Cx is infinite cyclic is 
free abelian on X. 

Proof, (i) We may assume that F = F a b where F is free on X. Suppose that 
x l l ' ' ' x l r

r

 E F' where i1 <••• <ir and Xj e X. N o w the sum of the exponents 
of Xj i n any element o f F' is clearly 0; hence /, = 0. This shows that <xF '> is 
infinite cyclic: i t also shows that each element of F has a unique expression 
of the fo rm x\\ • • • x\r

rF' where i1 < < ir and Xj e X. By 1.4.8 the group F 
is the direct product of the <xF '> , x e X. 

(ii) Let D = D r x e X Cx and wri te Cx = <c x >. Let F be a free group on X: 
we assume for convenience that X ^ F. There is an epimorphism fi:F -*D 
i n wh ich x is mapped to cx. Suppose that y e K e r / } . N o w we can wri te 
y = x\\ • • • x\r

rz where ix < < ir, Xj e X and z e F'. Bu t zfi = 1 since D is 
abelian. Thus c^ • • • c\r = 1 where Cj = c x . Bu t this implies that lj = 0 for a l l 

j . Hence K e r ft = F' and D ^ F a b . The latter is free abelian on X, so the 
p roo f is complete. j • 

Therefore, i f F is a free group, F/F' is a direct product o f infinite cyclic 
groups. 

2.3.9. Let F1 and F2 be free abelian groups on sets X1 and X2 respectively. If 
F1 — F2, then \XX \ = \X2\. Moreover the same is true if F1 and F2 are free 
groups on X1 and X2. 

Proof. Us ing 2.3.8 wri te Ft = D r x e X . (aXti} where <a x > i > is infinite cyclic. 
N o w Fx ^ F2 implies that Fx/F2 ^ F2/F2. Bu t F-JFf is a vector space over 
the field GF(2) w i t h basis {axiFl

2\xeXi}; its dimension is therefore \Xt\. 
Since isomorphic vector spaces have the same dimension, \XX \ = \X2\. 
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Final ly , i f Fx and F 2 are free on Xt and X2, then F1 ~ F2 implies that 
FJF[ ~ F 2 / F ^ , whence = | X 2 | . • 

EXERCISES 2.3 

1. Prove that a subgroup which is generated by W-marginal subgroups is itself 
W-marginal. 

2. lfW= { x 2 } , identify W*{G). 

3. Let G be the multiplicative group of all complex 2"th roots of unity, n = 0, 1, 
2,.... Prove that 1 and G are the only verbal subgroups of G, but that every 
subgroup is marginal. Show also that G has a fully-invariant subgroup which is 
not verbal. 

4. Prove that every variety is closed with respect to forming subgroups, images, 
and subcartesian products. 

5. Let 93 be any variety. I f G is a 33-group with a normal subgroup N such that 
G/N is a free 33-group, show that there is a subgroup H such that G = HN and 
HnN = 1. 

6. A variety is said to be abelian i f all its members are abelian. Find all the abelian 
varieties. 

7. I f X is any class of groups, define Var X to be the intersection of all varieties that 
contain X. Prove that Var X is a variety and that i t consists of all images of 
subgroups of cartesian products of ^-groups. Describe Var(Z p ) and Var(Z) 
where (G) denotes the class of groups consisting of unit groups and isomorphic 
images of the group G. 

8. Prove that Q is not a subcartesian product of infinite cyclic groups. 

9. I f F is a free abelian group, show that F is residually a finite p-group and also 
that F is residually of prime exponent. 

10. Let F be a finite group and let G be a finitely generated group in Var(F) where 
(F) is the class of all trivial groups and groups isomorphic with F. Prove that G 
is finite. [Hint: Apply Exercises 1.4.2 and 2.3.7.] 



CHAPTER 3 

Decompositions of a Group 

I n this chapter we shall study ways i n which a group may be decomposed 
in to a set of groups each of which is i n some sense of simpler type. This 
idea, the resolution of a single complex structure in to a number of less com
plicated structures, is encountered i n almost a l l branches of algebra. 

3.1. Series and Composition Series 

Let G be an operator group w i t h operator domain Q. A n 0,-series (of finite 
length) i n G is a finite sequence of Q-subgroups inc luding 1 and G such that 
each member of the sequence is a n o r m a l subgroup of its successor: thus a 
series can be wr i t t en 

1 = G 0 O GX O • • • o GT = G. 

The Gj are the terms o f the series and the quotient groups GI+1/GT are the 
factors o f the series. I f a l l the GT are distinct, the integer / is called the length 
of the series. 

Since normal i ty is no t a transitive relat ion (Exercise 1.3.15), the GT need 
not be no rma l subgroups of G. A subgroup which is a term of at least one 
Q-series is said to be Q-subnormal i n G. Thus H is Q-subnormal i n G i f 
and only i f there exist distinct Q-subgroups H0 = H, HL9..., HN = G such 
that H = H0 o HX o • • • o HN = G; the latter we call an Q-series between H 
and G. 

W h e n Q is empty, we shall s imply speak of a series and a subnormal 
subgroup. I f Q = I n n G, A u t G, or E n d G, the terms o f an Q-series are nor
mal , characteristic, or ful ly- invariant i n G and we shall speak of a normal 
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series, a characteristic series, or a fully-invariant series. O f course the advan
tage i n w o r k i n g w i t h Q-series is that we shall ob ta in the theory o f such 
series as special cases. 

Refinements 

Consider the set o f a l l Q-series o f an Q-group G: there w i l l always be at least 
one such series, namely 1 o G. I f S and T are Q-series o f G, call S a refine
ment o f T i f every term of T is also a te rm of S. I f there is at least one te rm 
of S which is no t a te rm of T, then S is a proper refinement o f T . Clearly the 
relat ion of refinement is a par t ia l order ing of the set of a l l Q-series o f G. 

Isomorphic Series 

T w o Q-series S and T of an Q-group G are said to be Q-isomorphic i f there 
is a bi ject ion f rom the set o f factors of S to the set o f factors of T such that 
corresponding factors are Q-isomorphic. There is a basic result wh ich is use
ful i n dealing w i t h i somorphism of series. 

3.1.1 (Zassenhaus's Lemma). Let Al9 A29 Bl9 B2 be Q-subgroups of an Q-
group G such that A1<^ A2 and l ^ o B2. Let Dti = AtnBj. Then A1D21<3 
AXD22 and B1D12<3 BXD22. Furthermore the groups A1D22/A1D21 and 
B1D22/B1D12 are Q-isomorphic. 

A2Q ? # 2 

AXD 22 

AXD 2 1 B,D 1 2 

D 1 2 D2 
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Proof. Since l ^ o B2, we have D 2 1 o D 2 2 . Since also A1<^ A2, i t follows 
that A1D21<a A1D22 (Exercise 1.4.3): s imilar ly B1D12^3 B1D22. A p p l y the 
Second I somorphism Theorem (1.4.4) w i t h H = D22 and N = A1D21, no t ing 
that NH = AXD22 and NnH = D12D21 by the modula r law (1.3.14). The 
conclusion is that A1D22/A1D21 D22/D12D21. Similar ly B1D22/B1D12 ~" 
D22/D12D21, whence the result follows. • 

W e can now prove the fundamental theorem on refinements. 

3.1.2 (The Schreier | Refinement Theorem). Any two 0,-series of an Q-group 
possess Q-isomorphic refinements. 

Proof. Let 1 = H0^ H1 <3 Ht = G and 1 = K 0 o • • • o Km = G 
be t w o Q-series o f G. Define Htj = Ht(Hi+1 n Kj) and Ktj = Kj(Ht n Kj+1). 
A p p l y 3.1.1 w i t h A1 = Ht, A2 = Hi+1, B1=Kj, and B2 = Kj+1. The 
conclusion is that Htj^ Hij+l9 K f j < and Hij+1/Htj ~ n Ki+ljIKtj. 
Hence the series {Htj\i = 0 , . . . , / — 1, j = 0 , . . . , m} and {Ktj\i = 0 , . . . , /, 
j = 0 , . . . , m — 1} are Q-isomorphic refinements o f {Ht\i = 0 , . . . , / } and 
{Kj\ j = 0 , . . . , m} respectively. • 

Composition Series 

A n Q-series which has no proper refinements is called an Q-composition 
series. N o w not every group has a composi t ion series: for example, any 
series i n Z must have its smallest non t r iv i a l te rm infinite cyclic, so i t is 
bound to have a proper refinement. O n the other hand, i t is clear that we 
shall arrive at an Q-composi t ion series of a finite Q-group i f we repeatedly 
refine any given series. 

I f Q is empty, we speak of a composition series. W h e n Q = I n n G, A u t G, 
or E n d G, an Q-composi t ion series is called a principal series, a principal 
characteristic series, or a principal fully-invariant series respectively. 

I t turns out that a composi t ion series can be recognized by the structure 
of its factors. A t this po in t the concept of an Q-simple group becomes 
impor tan t . A n Q-group is said to be Q-simple i f i t is not of order 1 and i t has 
no proper non t r iv i a l no rma l Q-subgroups: as usual we speak of a simple 
group i f Q is empty. I f G is Q-simple and Q = A u t G, then G is called 
characteristically simple. 

3.1.3. An Q-series is an Q-composition series if and only if all its factors are 
Q-simple. 

t Otto Schreier (1901-1929). 
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Proof. I f some factor X/Y o f an Q-series of an Q-group G is no t Q-simple, i t 
possesses a non t r iv i a l no rma l Q-group W/Y where Y < W < X. Ad junc t ion 
of W to the series produces a proper refinement, so the in i t i a l series is no t 
an Q-composi t ion series. Conversely, i f an Q-series is no t a composi t ion se
ries, i t has a proper refinement and there exist consecutive terms Y < X and 
an Q-subnormal subgroup W o f G l y ing str ict ly between Y and X. Bu t then 
W/Y is Q-subnormal i n X/Y and the latter cannot be Q-simple. • 

We come now to the m a i n theorem on composi t ion series. 

3.1.4 (The J o r d a n - H o l d e r ! Theorem). S is an Q-composition series and T 
is any Q-series of an Q-group G, then T has a refinement which is a composi
tion series and is Q-isomorphic with S. In particular, if T is a composition 
series, it is Q-isomorphic with S. 

Proof. By 3.1.2 there exist Q-isomorphic refinements of S and T. Bu t S has 
no proper refinements, so S is Q-isomorphic w i t h a refinement o f T. By 3.1.3 
this refinement is also an Q-composi t ion series. • 

Thus the factors o f an Q-composi t ion series are independent o f the series 
and constitute a set o f invariants of the group, the Q-composition factors o f 
G. Also a l l Q-composi t ion series o f G have the same length, the Q-composi
tion length o f G. 

Chain Conditions and Composition Series 

Let us consider a par t ia l ly ordered set A w i t h par t ia l order < . We say that 
A satisfies the maximal condition i f each nonempty subset A 0 contains at 
least one maximal element, that is, an element which does not precede any 
other element o f A 0 . We also say that A satisfies the ascending chain condi
tion i f there does not exist an infinite proper ly ascending chain A X < l 2 < • • • 
i n A . 

I n fact these properties are identical . F o r i f a nonempty subset A 0 has no 
max ima l element, each element o f A 0 precedes another element o f A 0 , wh ich 
permits the construct ion o f an infinite chain A X < l 2 < • • • i n A . Conversely, 
i f A contains an infinite ascending chain A X < l 2 < then pla in ly { A L 5 

X2,...} has no max ima l element. 
I n an entirely analogous way the minimal condition and the descending 

chain condition are defined and may be shown to be identical. The reader 
should supply the details. 

Returning to groups, let us associate w i t h each Q-group G a set F(G) 
of Q-subgroups such that i f a: G H is an Q-isomorphism, ¥(H) = {S a | S e 
F (G)} . F o r example, F(G) migh t consist o f a l l Q-subgroups or of a l l Q-sub
n o r m a l subgroups of G. N o w F(G) is a par t ia l ly ordered set w i t h respect to 
set containment, so we may apply to i t the no t i on o f a chain condi t ion . 

t Otto Holder (1859-1937). 



3.1. Series and Composition Series 67 

Definitions 

A n Q-group satisfies the maximal condition on F-subgroups i f F(G) satisfies 
the max ima l condi t ion . Similar ly G satisfies the minimal condition on F-sub
groups i f F(G) satisfies the m i n i m a l condi t ion . These properties are identical 
w i t h the ascending chain condition and the descending chain condition on F-
subgroups respectively, the latter being defined as the corresponding chain 
condit ions for the par t ia l ly ordered set F(G). 

Observe that the hypothesis on F guarantees that these are group-
theoretical properties i n the sense of 2.3. W e ment ion the most impor t an t 
cases. 

Examples 

(i) F(G) = the set o f a l l Q-subgroups o f the Q-groups G. We obta in the 
maximal and minimal condition on Q-subgroups, often denoted by max-Q and 
min-Q. W h e n Q is empty, we simply wri te max and m i n and speak of the 
maximal and minimal conditions on subgroups. I f Q = I n n G, then max-Q and 
min-Q are denoted by max-n and min-n , the maximal and minimal conditions 
on normal subgroups. 

(ii) F(G) = the set o f a l l Q-subnormal subgroups: this is the case which 
concerns us here since the corresponding properties max-Qs and min-Qs are 
in t imate ly related to the question of the existence of a composi t ion series. 

3.1.5. An Q-group G has an Q-composition series if and only if it satisfies 
max-Qs and min-Qs. 

Proof. Suppose that G has an Q-composi t ion series o f length / but that 
nevertheless there exists an infinite ascending chain H1 < H2 < o f Q-
subnormal subgroups o f G. Consider the chain 1 < H1 < H2 < • •• < Hl+1: 
since Ht is Q-subnormal i n G, i t is Q-subnormal i n Hi+1. Hence our chain 
can be made in to an Q-series o f G by inserting terms o f a suitable Q-series 
between Ht and Hi+1 and between Hl+1 and G. The length o f the resulting 
series is at least / + 1 bu t cannot exceed the composi t ion length by 3.1.4, a 
contradic t ion. I n a similar manner we may prove that G has min-Qs. 

N o w assume that G has max-Qs and min-Qs but does not have an Q-
composi t ion series. A p p l y max-Qs to the set o f proper no rma l Q-subgroups 
of G—note that G does not have order 1—and select a max ima l member 
Gx: then G/Gx is Q-simple. N o w Gx # 1 since G has no Q-composi t ion 
series, and by max-Qs again we may choose a max ima l proper no rma l 
Q-subgroup G 2 o f Gx. Aga in G1/G2 is Q-simple and G 2 # 1. This process 
cannot terminate, so there is an infinite descending chain of Q-subnormal 
subgroups of the fo rm • • < G 2 < Gx < G 0 = G, i n contradic t ion to min-Qs. 

• 
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The groups wh ich satisfy max-s and min-s are, therefore, precisely the 
groups which possess a compos i t ion series. By the J o r d a n - H o l d e r Theorem 
the composi t ion factors of such a series are invariants of the group. These 
are, of course, simple groups. Thus i n a real sense the group is constructed 
f rom a well-defined set o f simple groups by a process o f repeated extension. 
Here a group G is said to be an extension o f a group iV by a group Q i f there 
exists M < G such that M ~ N and G/M ~ Q. 

F o r example, to construct a l l finite groups i t w o u l d be necessary to: (i) 
construct a l l finite simple groups; and (ii) construct a l l extensions o f a finite 
group iV by a finite simple group Q. At t rac t ive as this p rogram migh t seem 
at first glance, i t is fraught w i t h difficulties. The classification of a l l finite 
simple groups is an exceedingly difficult p rob lem which has only recently 
been completed. Moreover , a l though the p rob lem o f construct ing a l l exten
sions of iV by Q is i n principle solved i n Chapter 11, to decide when 
two o f the constructed extensions are isomorphic is usually a very difficult 
matter. 

Properties of Chain Conditions 

We conclude by p rov ing some impor t an t results about chain condit ions. 

3.1.6. An Q-group satisfies max-Q if and only if every Q-subgroup may be 
finitely generated as an Q-group. 

Proof. Firs t suppose that G has max-Q and that H is an Q-subgroup which 
cannot be Q-finitely generated. Let h1 e H: then H1 = </*!>" ^ H and there 
exists h2 e H\H1. Thus H1 < H2 = < f t l 5 h2}n and H2 # H. Choose h3 e 
H\H2; then H1 < H2 < H3 = </z 1 ? h2, h3}n, and so on. This process cannot 
terminate, so i t yields an infinite ascending chain o f Q-subgroups H1 < 
H2 < H3 < • • • ; bu t this is impossible. Conversely assume that each Q-
subgroup is finitely generated, bu t that nevertheless there is an infinite chain 
of Q-subgroups H1 < H2 < • • • . Let H = ( J ;=i , 2 , . . .H t : since H is an Q-
subgroup, H = < x t , . . . , xt}n for some finite set of elements {xx,..., x j . F o r 
large enough n each xt belongs to Hn, so H = Hn, wh ich is a contradic t ion. 

• 
I n par t icular G satisfies max if and only if each subgroup is finitely gener

ated; also G satisfies max-n if and only if each normal subgroup is the normal 
closure of a finite subset. 

3.1.7. Each of the properties max-Q, max-Qs, min-Q, min-Qs is closed with 
respect to forming extensions. Thus, if N'o G and N and G/N have the 
property in question, then so does G. 
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Proof. Fo r example take the case o f max-Qs. Let i V o G where G is an Q-
group and iV an Q-subgroup. Suppose that iV and G/N bo th have max-Qs, 
but that nevertheless there exists an infinite ascending chain Hx < H2 < 
of Q-subnormal subgroups o f G. N o w H{nN is Q-subnormal i n iV and 
HtN/N is Q-subnormal i n G/N: hence there is an r > 0 such that HrnN = 
f f r + 1 n N and HrN = Hr+1N. Bu t Exercise 1.3.16 shows that Hr = Hr+1. • 

I n part icular 3.1.7 applies to the properties max, max-n, max-s, m i n , m i n -
n, min-s. N o w every cyclic group satisfies max since (by Exercise 1.3.6) a 
non t r iv i a l subgroup has finite index. Hence every polycyclic group satisfies 
max. 

I t is an unfortunate fact that the properties max-n and min-n are no t 
inheri ted by subgroups—see Exercises 3.1.9 and 3.1.10. The fo l lowing result 
is therefore of considerable interest. 

3.1.8 (Wilson). If a group G satisfies m in -n and i f is a subgroup of G with 
finite index, then H satisfies min-n . 

Proof. Suppose that f f does not i n fact have min-n . Since G/HG is finite by 
1.6.9, the subgroup HG cannot have min -n either. Thus we may as well sup
pose that f f o G. N o w f f does not satisfy min - f f , the m i n i m a l condi t ion on 
ff-admissible subgroups. By min-n i t follows that f f contains a no rma l sub
group K o f G which is m i n i m a l w i t h respect to no t satisfying m i n - i f . 

Consider the set Sf o f a l l finite nonempty subsets X o f G w i t h the fol low
ing property: i f 

is an infinite strictly decreasing sequence of ff-admissible subgroups of K, 
then 

holds for a l l i. I t is no t evident that such subsets exist, so our first concern is 
to produce one. 

Let T be a transversal to f f i n G; thus G = HT. F o r any chain o f the 
above type we have f Q o Ho G, and hence Kjo HT = G. Also Kj < K 
since K < G . I f Kj # K, then Kj has the proper ty m i n - i f by min ima l i t y 
of K. Bu t this implies that Kj = Kj+1 for some j > i. By this contradic t ion 
Kj = K for a l l i and T e 9>. 

W e now select a m i n i m a l element o f Sf9 say X. I f x e X, then Xx'1 e £f 
because X < G. O f course Xx~x is also m i n i m a l i n Sf and i t contains 1. 
Thus we may assume that 1 e X. I f i n fact X contains no other element, 
then (1) and (2) are inconsistent, so that K has m i n - i f . Consequently the set 

K1>K2>-~ (1) 

K = Kf (2) 

Y = X\{1} 

is nonempty. Therefore Y does not belong to Sf by min ima l i t y of X. 
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I t follows that there exists an infinite sequence K1 > K2 > • • • w i t h Kt < 
K and Kt^ H such that Kj # K for some j . Define 

L ( = Kt n Kj. 

N o w K ? o H9 = H for a l l g i n G, so L ^ o i f . Also L t > L i + 1 . Suppose that 
L t = L i + 1 ; since I e y , we must have K = Kf+1 and 

Kt = Ktn Kf+1 = Kt n ) < Ki+1 L t = Ki+1, 

contradict ing Kt > Ki+1. Hence L t > L i + 1 for a l l L Therefore Lf = K for a l l 
i, which shows that 

Kj = K} nL? = K} n ( L , L j ) < LJ(KJ n K ) ) = L}. 

Hence Kj = Lj. F inal ly , by def ini t ion of Lj we obta in Kj = Kf = K, a 
contradic t ion. • 

There is a corresponding theorem for max-n provable by analogous 
methods (Exercise 3.1.11). 

EXERCISES 3.1 

1. Prove the Fundamental Theorem of Arithmetic by applying the Jordan-
Holder Theorem to Z„. 

2. Give an example of an abelian group and a nonabelian group with the same 
composition factors. 

3. Show that neither of the properties max and min implies the other. 

4. I f G has an Q-composition series, prove that every Q-subgroup and Q-image of 
G have a composition series. 

*5. Prove that the additive group of a vector space is characteristically simple. 

6. Prove that for partially ordered sets the descending chain condition is equiva
lent to the minimal condition. 

*7. Show that a group with min is a torsion group. 

*8. Let H Qsn K mean that H is Q-subnormal in K. 
(a) I f H Q sn K < G and L is an Q-subgroup of G, show that H n L Q sn 

KnL. 
(b) I f H Q sn K < G and 6 is an Q-homomorphism from G, prove that He Q sn 

Ke. 

*9. Prove that the property max-rc is not inherited by normal subgroups, proceed
ing thus: let A be the additive group of rationals of the form m2n, m,neZ, and 
let T = <f> be infinite cyclic. Let t act on A by the rule at = 2a. Now consider 
the group G = T K A. 
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*10. Prove that the property min-rc is not inherited by normal subgroups by using 
the following construction (due to V.S. Carin). Let p and q be distinct primes. 
Let F be the field generated by all plth roots of unity over GF(q) where i = 1, 
2 , a n d denote by X the multiplicative group of all such roots. Then X acts 
on the additive group A of F via the field multiplication. Prove that A is a 
simple X-operator group. Now consider the group G = X K A. 

11. I f G satisfies max-rc, so does every subgroup H with finite index in G (J.S. 
Wilson). [Hint: We can assume that # o G. Choose X < G maximal subject to 
# / K not satisfying max-rc. Define ^ to be the set of all nonempty finite subsets 
X such that i f K < K1 < K2 < • • • is an infinite ascending chain of normal sub
groups of H, then K = (Kt)x for every i. Now proceed as in 3.1.8.] 

3.2. Some Simple Groups 

W e have seen that simple groups are the bu i ld ing blocks out o f which 
groups w i t h a composi t ion series, and i n part icular finite groups, are con
structed. The examples o f simple groups which come first to m i n d are the 
groups of pr ime order: these have no proper non t r iv i a l subgroups and they 
are the only abelian simple groups. I n this section we shall give some exam
ples of nonabelian simple groups. 

The Simplicity of the Alternating Groups 

The first nonabelian simple groups to be discovered were t f >e alternating 
groups An, n > 5. The s implici ty o f A5 was k n o w n to Galois and is crucial 
i n showing that the general equat ion of degree 5 is not solvable by radicals. 

3.2.1 (Jordan). The alternating group An is simple if and only if n ^ 1,2, or 4. 

T o prove this we shall need a simple fact about 3-cycles i n An. 

3.2.2. An is generated by 3-cycles if n> 3. 

Proof. Every even permuta t ion is the product o f an even number of 2-
cycles. Since (a, b)(a, c) = (a, b, c) and (a, b)(c, d) = (a, b, c)(a, d, c), an even 
permuta t ion is also a product o f 3-cycles: f inally 3-cycles are even and thus 
belong to An. • 

Proof of 3.2.1. I n the first place A4 is not simple since the permutations 
(1 , 2) (3, 4), (1 , 3) (2, 4), (1 , 4) (2, 3) fo rm together w i t h 1 a no rma l subgroup. 
O f course A1 and A2 have order 1. O n the other hand A$ is obviously 
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simple. I t remains therefore only to show that An is simple i f n > 5. Suppose 
this is false and there exists a proper non t r iv i a l n o r m a l subgroup N. 

Assume that iV contains a 3-cycle (a9 b9 c). I f (a\ b'9 c') is another 3-cycle 
and 7i is a permuta t ion i n Sn mapp ing a to a' 9 b to b'9 and c to c', then 
clearly n~1(a, b9 c)n = (a'9 b'9 c'): i f n is odd, we can replace i t by the even 
permuta t ion n(e9f) where e9 f differ f rom a' 9 b'9 c' w i t h o u t d is turbing the 
conjugacy relat ion. (Here we use the fact that n > 5.) Hence (a'9 b'9 c') e N 
and iV = An by 3.2.2. I t follows that iV cannot contain a 3-cycle. 

Assume now that iV contains a permuta t ion n whose (disjoint) cyclic de
composi t ion involves a cycle o f length at least 4, say 

n = (al9 a29 a39 a 4 , . . . ) . . . . 

Then N also contains 

%' = (al9 a29 a3)~1n(al9 a29 a3) = (a29 a39 al9 a 4 , . . . ) 

so that N contains n~1n' = (al9 al9 a4): notice that the other cycles cancel 
here. This is impossible, so non t r i v i a l elements o f N must have cyclic de
composit ions invo lv ing cycles o f lengths 2 or 3. Moreover such elements 
cannot involve jus t one 3-cycle—otherwise by squaring we w o u l d obta in a 
3-cycle i n N. 

Assume that N contains a pe rmuta t ion n = (a9 b9 c)(a'9 b'9 c') . . . (w i th 
disjoint cycles). Then N contains 

Ti' = (a'9 b'9 c ) - 1 ^ ^ ' , b'9 c) = (a9 b9 a')(c9 c'9 b')... 

and hence T I T I ' = (a, a'9 c, b9 c')..., wh ich is impossible. Hence each element 
of N is a product o f an even number o f disjoint 2-cycles. 

I f TI = (a9 b)(a\ b') e N9 then N contains n' = (a9 c, fo)_17i(a, c, b) = 
(a9 c)(a'9 b') for a l l c unaffected by TI. Hence N contains nrf = (a9 b9 c). I t 
follows that i f 1 # n e N9 then n = (al9 b1)(a29 b2)(a39 b3)(a49 b 4 ) t h e 
number of 2-cycles being at least 4. Bu t then N w i l l also contain 

ii = (a39 b2)(a29 bx)Ti{a29 b^)(a39 b2) = (al9 a2)(a39 ftjfe, b3)(a49 b4)... 

and hence nn' = (al9 a39 b2)(a29 b39 bx)9 our final contradict ion. • 

Us ing this result i t is easy to find a l l n o r m a l subgroups of the symmetric 
group Sn. 

3.2.3. If n j=- 4, the only normal subgroups of Sn are 1, An9 and Sn. Furthermore 
1 o An<3 Sn is the only composition series of Sn. 

Proof. We can assume that n > 3. Let 1 # N o Sn; then N n A n ^ An9 so by 
3.2.1 we must have either An < N or An n N = 1. Since \Sn:An\ = 2, the 
former implies that N = An or Sn. Suppose that N nAn= 1; then Sn = AnN 
and therefore Sn = An x N9 so that N lies i n £(Sn). Bu t £(Sn) = 1 since each 
conjugacy class o f Sn consists of a l l permutat ions o f some fixed cycle type. 

• 
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Examples o f infinite simple groups may be found by using the fo l lowing 
elementary result. 

3.2.4. If the group G is the union of a chain {Gk\X e A } of simple subgroups, 
then G is simple. 

Proof. Le t 1 # A ^ < G . Then i V n G A # 1 for some I and hence iV 
for a l l GM > G A . Bu t N n G M o GM and G M is simple, so G M < N and N = G. 

• 
F o r example let S be the group of a l l finitary permutations o f 

{ 1 , 2, 3 , . . . } , that is, a l l permutat ions wh ich move only a finite number o f 
the symbols. Then define S(n) to be the stabilizer i n S o f {n + 1, n + 2 , . . . } . 
P la in ly Sn ~ let A(n) be the image o f An under the isomorphism. Then 
A(l) = A(2) < A(3) <•• - and A = ( J„= 5 J 6 J . . .A(n) is an infinite simple group 
by 3.2.4. This is called the infinite alternating group. 

The Simplicity of the Projective Special Linear Groups 

Let R be a commutat ive r ing w i t h ident i ty . Recall that G L ( n , R) is the gen
eral linear group of degree n over R and SL(n, R) is the special linear group, 
the subgroup of a l l A i n G L ( n , R) such that det A = 1. 

3.2.5. The centralizer of SL(n, R) in G L ( n , R) is the group of nonzero scalar 
matrices aln, a e R*. 

Proof. Clearly a scalar ma t r ix w i l l commute w i t h any ma t r ix i n G L ( n , R). 
Conversely let A = (atj) belong to the centralizer o f SL(n, R) i n G L ( n , F). 
W r i t e Etj for the elementary n x n ma t r i x w i t h 1 i n the (i , j ) t h posi t ion and 
0 elsewhere. N o w 1 + Etj e SL(n, R) i f i # j , so A and 1 + Etj commute, 
whence AEtj = EtjA. The (fe, j ) t h coefficient of AEtj is aki while that o f EVjA is 
0 i f k # i and is a^ otherwise. Hence aki = 0 i f k j=- i and au = ajj9 wh ich 
shows that A is scalar. • 

3.2.6. The center of G L ( n , R) is the group of nonzero scalar matrices aln. The 
center of SL(n, R) is the group of scalar matrices aln where an = 1. 

This follows at once f rom 3.2.5. 
The projective general linear group o f degree n over the r ing R is defined 

to be 

P G L ( n , R) = G L ( n , R)/£(GL(n, R)) 

and the projective special linear group is 

PSL(n, R) = SL(n, £) /C(SL(n, R)) = SL(n, # ) /SL(n , R) n C(GL(n, R)). 
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I n case R = GF(q\ the fo l lowing no ta t ion is used: 

G L ( n , q\ P G L ( n , q\ SL(n, q\ PSL(n, q). 

Let us compute the orders o f these groups. 

3.2.7. 

(i) | G L ( n , q)\ = (qn - l)(qn - q ) ' " ( q n - q^1). 
(ii) |SL(n, q)\ = | G L ( n , q)\/(q - 1) = | P G L ( n , q)\. 

(iii) |PSL(n, q)\ = | G L ( n , 4)1/(4 - l ) d where d = gcd(n, q - 1). 

Proof, (i) I n fo rming a ma t r ix i n G L ( n , q) we may choose the first r ow i n 
qn — 1 ways, a r ow of zeros not being allowed, the second row i n qn — q 
ways, no mul t ip le o f the first row being allowed, the t h i r d r ow i n qn — q2 

ways, no linear combina t ion o f the first two rows being allowed, and so on. 
M u l t i p l y i n g these numbers together we obta in the order o f G L ( n , q). 

(ii) ^41—• det A is an epimorphism f rom G L ( n , q) to GF(q)* whose kernel 
is SL(n, q). Since \GF(q)*\ = q — 1, the formula for |SL(n, q)\ comes directly 
f rom the Firs t I somorphism Theorem. The order o f P G L ( n , q) follows f rom 
3.2.6. 

(iii) follows f rom 3.2.6 and the fact that the number o f solutions i n GF(q) 
of an = 1 is (n, q — 1): keep i n m i n d here that GF(q)* is cyclic o f order 
q - l . • 

We note i n passing how the projective linear groups arise i n geometry. 
Let V be an (n + l ) -dimensional vector space over a field F . W e shall say 
that two nonzero vectors i n V are equivalent i f one is a nonzero mul t ip le of 
the other: clearly this is an equivalence re la t ion on V\{0V}. Let v denote the 
equivalence class to wh ich v belongs and let V be the set o f a l l v where 
v # 0. Then V is a projective space o f dimension n over F . I f a: V V is an 
F- isomorphism, there is an induced collineation a: V -* V defined by m = 
m. Moreover i t is easy to see that ai—•a is an epimorphism f rom GL(V) 
to P G L ( K ) , the group of a l l collineations o f V; the kernel consists o f a l l 
nonzero scalar linear transformations. Thus the group of collineations is 
isomorphic w i t h P G L ( n + 1, F). 

O u r major goal i n this section is the fo l lowing theorem. 

3.2.8. Let F be a field and let N be a normal subgroup of SL(n, F) which is 
not contained in the center. If either n > 2 or n = 2 and \F\ > 3, then N = 
SL(n, F). 

This has the immediate corol lary. 

3.2.9 (Jordan, D i c k s o n | ) . / / either n > 2 or n = 2 and \F\ > 3, then PSL(n, F) 
is simple. 

t Leonard Eugene Dickson (1874-1954). 
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Before p rov ing 3.2.8 we shall develop some mat r ix theory. 
I f 0 # a e F , a ma t r ix o f the fo rm 1 + aEtj where i # j is called a trans-

vection: i t differs f rom the ident i ty ma t r i x only i n that there is an a i n the 
(ij)th posi t ion. The transvections lie i n SL(n, F) and play a role similar to 
that o f the 3-cycles i n An. Their importance arises f rom the fact that left 
mu l t i p l i ca t ion of a ma t r ix by 1 + aEtj has the effect o f adding a times the j t h 
row onto the zth row, a so-called row operation. 

3.2.10. The transvections generate SL(n, F) if n > 1. 

Proof. Let A e SL(n, F). W e reduce A to 1„ by row operations. A d d i n g a 
row to the second row i f necessary, we may assume that a21 # 0. A d d 
a 2 i ( l ~ a n ) times the second row onto the first row to get 1 i n the (1 , l ) t h 
posi t ion. Subtracting mult iples o f the first row we can get 0's i n the first 
co lumn below the diagonal. The (1 , l ) t h m i n o r belongs to SL(n — 1, F) and 
may be treated s imilar ly u n t i l we ob ta in a ma t r ix w i t h l 's on the diagonal 
and 0's below. Fur ther row operations reduce the ma t r ix to the identi ty. 
Hence TkTk_1--T1A= \ n for certain transvections Th and A = T]~1--
TkZ\ T^1: of course each T^1 is a transvection and every transvection belongs 

3.2.11. If n > 2, any two transvections are conjugate in SL(n, F). 

Proof. Consider first the transvections 1 + aEVj and 1 + bEtj and put c = 
a~xb. Let D be the diagonal n x n ma t r i x w i t h 1 i n the ( i , z)th posi t ion, c i n 
the ( j , j ) t h posi t ion, c _ 1 i n some other diagonal posi t ion and 1 elsewhere on 
the diagonal. Then D e SL(n, F) and D _ 1 ( l + aEtj)D = 1 + bEtj. N o w con
sider transvections 1 + aEtj and 1 + aErj, i # r. Let P be the n x n ma t r ix 
wh ich differs f rom 1„ only i n that there is a 1 i n posi t ion (i , r), a — 1 i n posi
t i o n (r, i) and 0's i n positions ( i , i) and (r, r); then P e SL(n, F) . W e calculate 
that P _ 1 ( l + aEtj)P = 1 + aErj where j # i, r. Similar ly g _ 1 ( l + aErj)Q = 
1 + aErs where Q is a ma t r ix of similar type. I t follows that a l l transvections 
are conjugate i n SL(n, F) . • 

W e remind the reader of the rational canonical form of a ma t r ix A e 
SL(n, F): we shall need to k n o w that A is similar (that is, conjugate i n 
G L ( n , F)) to a block ma t r ix 

to SL(n, F). • 

0 M 2 

0 0 ^ 

0 

0 0 Mr 
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where the M{ are companion matrices, o f the fo rm 

0 

1 

0 0 0 

a1 a2 a3 

0 

0 

0 

0 

0 

1 

O u r p r o o f o f 3.2.8 relies on ma t r ix calculations and w i l l be accomplished 
i n three steps. 

3.2.12. / / a normal subgroup N of SL(2, F) contains a transvection, then N = 
SL(2, F). 

Proof. Let * ^ j e iV where a # 0. I t is sufficient to prove that Q 

iV for al l x e F . Fo r i f this has been done, iV w i l l contain 

a o; vo i A i o ) ~ \ - x i 

and by 3.2.10 we obta in N = SL(2, F) . Hence we may assume that | F | > 2. 
- i n \ /1 ^ V 2 N 

Conjugat ing 

tains the ma t r ix 

1 a 

0 1 
by J ' w e g e t (o 

ax' 

1 
. Therefore N con-

1 ax: 

0 1 

1 ay 
0 1 

1 a(x2-y2] 

0 1 
(3) 

for a l l x, y e F. I f F has characteristic different f rom 2, then b = 
(2 _ 1 (fo + l ) ) 2 — (2 _ 1 (fo — l ) ) 2 , so every element of F is the difference of two 
squares and the result follows f rom (3). 

W e assume henceforth that F has characteristic 2. A t any rate iV contains 

and where a 1r is a square i n F . Conjugate these matrices 

0 

- 1 
contains 

0 1 

to ob ta in 
1 

and 
1 0 

respectively. Hence iV 

1 0 

-a 1 

1 m 

0 1 

1 

amr 
mr 
a — r 

m 
1 — am 

where a xm is a square. Assume that we can choose r and m so that 
amr = a + r. Then iV contains for arbi t rary y 

1 — mr 

, 0 
m 

1 — am 

i - y 

0 1 

1 my(r — a ) ( l — mr) 1 N 

0 1 
(4) 
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Choose / e F* so that / 4 # 1: this exists since i f a l l four th powers i n F * were 
1, we should have | F | = 3 or 5. Define m = a _ 1 ( l + / ~ 2 ) and r = a/ 2 : these 
satisfy amr = a + r and a _ 1 m = ( a _ 1 ( l + T 1 ) ) 2 , so they are proper choices 
for r and m. Then my(r — a)(l — m r ) " 1 = y(r4 — 1), wh ich ranges over al l of 
F as y varies. The result now follows f rom (4). • 

3.2.13. Let N be a normal subgroup of SL(2, F) not contained in the center 
and let\F\>3. Then N = SL(2, F). 

Proof. Since N can be replaced by a conjugate i n G L ( n , F) i f necessary, we 
may suppose that N contains a noncentral element A which is i n ra t ional 
canonical form. By 3.2.12 we can assume that N does not contain a 
transvection. 

Firs t of a l l suppose that A = ^ where a # a'1. I f B = Q 

then iV must contain the commutator B ] = A^B^AB = Q * ^ 

this is a transvection since a 2 # 1. 

I t follows that >1 must be of the fo rm Here b equals —1 since 

det A = 1. The commuta to r of ,4 1 and ( A 1 equals y 2 4 

gives 1 ^ , 4 . Hence iV contains for a l l nonzero x 

a 
1 - x 2 \ , / 1 - x 2 

0 1 ) ^ { _ X 2 

and belongs to N for al l x i n F . Conjugat ion of this by the mat r ix 
x" 1 - x _ 1 \ / 0 1 

n g l V e S 1 o i 0 x / \— 1 2 + x 
and y the mat r ix 

0 1 W 0 1 \ _ / l x 4 - / 
1 2 + x 4 / \ - l 2 + j / 4 / \ ° 1 

Since N contains no transvections, the four th power of every nonzero ele
ment of F equals 1. Bu t the po lynomia l t 4 — 1 has at most four roots i n F . 
Hence | F | = q is finite and q — 1 < 4. Since q > 3 by hypothesis, q must 
equal 5. This case requires a special argument. 

W e k n o w that N contains ^ ^ by pu t t ing x = 1 i n the above. I t 

also contains the commuta to r o f A = I 1 and ^ 

V - l a / \ 1 0 / V° 1 

which equals ^ * ^ since g = 5. Conjugate the latter by ^ ^ j 

which belongs to SL(2, 5)—to get ^ ^ i n N. F ina l ly N contains 

( - i D ( -1 ! ) = G i ) ' a t r a n s v e c t i o n - D 
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Proof of 3.2.8. I n view of 3.2.13 we may assume that n > 2. By 3.2.11 al l 
transvections are conjugate i n SL(n, F); hence i t is enough to produce a 
transvection i n N. 

Let A be a noncentral element o f N, which may be assumed to be i n 
ra t ional canonical form. Suppose that al l the companion matrices of A are 
l x l ; then A consists of blocks ^ 1 „ . , i = 1 , f c , l y ing on the diagonal: 
here o f course a{ # cij i f i j=- j . Since A is no t central, k must exceed 1. Then 
iV contains [A, 1 + E l t n i + n 2 ] = 1 + (1 — a^1a2)ElfHi+n2, a transvection. 

Hence we can suppose that some companion mat r ix o f A—say the first 
one—has degree r > 1. Then 

f A 0 \ 
A = [ ^ where A = 

0 * / 

0 1 0 . . . 0 

0 0 1 . . . 0 

0 0 0 . . . 1 

a l a 2 a 3 '" ar 

# 0. 

I f r > 2, then N contains [A, 1 — F r l ] = 1 + a 1

1 E 1 2 — Erl. Hence iV con
tains [ 1 + a^E12 — Erl, 1 — F r l ] = 1 + a^Er2, a transvection. 

- / 0 l \ 
N o w let r = 2 and wri te A = [ 1, a # 0. Then some element of 

_\a bj 
SL(2, F) does not commute w i t h A. O n commut ing a suitable ma t r ix w i t h A 

(B 0 \ 
we f ind that iV contains ( I where £ # 1 2 . I f B is scalar, i t must 
equal — 1 2 since det B = 1; i n this event F cannot have characteristic 2 and 

1 2 0 
iV contains the commuta to r of I J w i t h 1 + £ 2 3 , which equals 

the transvection 1 + 2 £ 2 3 - Otherwise we may suppose that B has the fo rm 
0 A / B O 

. Then iV contains the commuta to r of 1 — £ 1 3 and ^ A 

which equals 

l + ( l - c ) £ 1 3 - £ 2 3 . 

F inal ly , commut ing this w i t h 1 + F 1 2 , we obta in 1 + F 1 3 i n N. • 

Discussion of Results. By 3.2.7 the groups PSL(2, 2) and PSL(2, 3) have 
orders 6 and 12; there exist no simple groups of these order, and i n fact i t is 
easy to see that PSL(2, 2) ^ S 3 and PSL(2, 3) ^ A4. Thus the cases n = 2 
and | F | = 2 or 3 are genuine exceptions to 3.2.8 and 3.2.9. 

PSL(2, 4) and PSL(2, 5) bo th have order 60. Since any simple group of 
order 60 is isomorphic w i t h A5 (Exercise 1.6.12), we have PSL(2, 4) ^ A5 ^ 
PSL(2, 5). Bu t PSL(2, 7) has order 168, not the order of an al ternating 
group: hence this is a new simple group. 

PSL(3, 4) is a simple group of order 20,160 = i (8!) . However PSL(3, 4) is 
no t i somorphic w i t h A8; for i t can be demonstrated that PSL(3, 4) has no 
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elements of order 15, unl ike A8 wh ich has (1 , 2, 3, 4, 5)(6, 7, 8)—see Exercise 
3.2.6. Consequently there are two nonisomorphic simple groups of order 
20,160. 

More Simple Groups 

I n fact the projective special linear groups fo rm jus t one of several infinite 
families o f finite nonabelian simple groups, the so-called groups of Lie type, 
which arise as groups of automorphisms of simple Lie algebras. Since we 
cannot go in to details here, the interested reader is referred to [ b 9 ] . 

Apa r t f rom the al ternating groups and the groups of Lie type, there are 
twenty-six isolated simple groups. These are the so-called sporadic groups. 
The largest of them, the "Monster ," has order 

2 4 6 - 3 2 0 - 5 9 - 7 6 - l l 2 - 1 3 3 - 1 7 - 1 9 - 2 3 - 2 9 - 3 1 - 4 1 - 4 7 - 5 9 - 7 1 

or approximately 8 x 1 0 5 3 . The best k n o w n of the sporadic groups are the 
five groups discovered by M a t h i e u | over a hundred years ago. These w i l l be 
discussed i n Chapter 7. 

I t is now generally believed that the classification of finite nonabelian 
simple groups is complete, and that the only groups of this type are the 
al ternating groups, the groups of Lie type and the twenty-six sporadic 
groups. However a complete p roo f has no t yet been wr i t t en down, and i t 
w o u l d probably extend to several thousand pr in ted pages. Fo r a detailed 
account o f the classification see [ b 2 7 ] . 

EXERCISES 3.2 

1. Find all the compositions series of S4. 

2. I f S is the group of all finitary permutations of the set { 1 , 2, 3 , . . . } and A is the 
alternating subgroup, prove that 1 o A o S is the only composition series of S. 

3. Prove that PGL(2, C) is isomorphic with the group of all linear fractional trans
formations of C (see 2.1). 

4. Show that transvections in SL(2, F) need not be conjugate. 

5. Prove that PSL(2, 2) ~ S3 and PSL(2, 3) ~ A4. 

6. Prove that PSL(3, 4) has no element of order 15, so that PSL(3, 4) is not 
isomorphic with A8. {Hint: Suppose there is such an element: consider the possi
ble rational canonical forms of a preimage in SL(3, 4): see also [b57].] 

7. Let G be a finitely generated group not of order 1. By invoking Zorn's Lemma 
prove that G contains a maximal (proper) normal subgroup. Deduce that G has 
a quotient group which is a finitely generated simple group. 

t Emile Leonard Mathieu (1835-1890). 
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The next two exercises constitute G. Higman's construction of a finitely generated 
infinite simple group. 

8. Suppose that H = <x, y, z, t} is a finite group in which the following relations 
hold: yx = y2, zy = z2, tz = t2, and x* = x2. Prove that H = 1. {Hint: Let ij, k, I 
be the orders of x, y, z, t: show that j\2l — 1, k\2j1 — 1 etc. Using the fact that i f 
n > 1, the smallest prime divisor of 2" — 1 exceeds the smallest prime divisor of 
n, show that i = j = k = I = 1.] 

9. Let G be the group with generators x, y, z, t and relations yx = y2, zy = z 2 , tz = 
t2, and xf = x2. Prove that G has a quotient group which is a finitely generated 
infinite simple group. (It may be assumed that G # 1: see Exercise 6.4.15.) 

10. Let q be an odd prime power greater than 3. Prove that SL(2, q) equals its 
derived subgroup. 

3.3. Direct Decompositions 

We have considered one way of decomposing a group, by resolving i t in to 
its composi t ion factors. Another and more precise way w o u l d be to express 
the group as a direct product of factors that themselves cannot be decom
posed in to a direct product . One disadvantage of this approach is that 
the indecomposable factors are m u c h less well understood than the simple 
groups that arise f rom a composi t ion series. 

Let G be a group w i t h operator domain Q. A n Q-subgroup H is called an 
Q-direct factor o f G i f there exists an Q-subgroup K such that G = H x K; 
then K is called an Q-direct complement o f H i n G. I f there are no proper 
non t r iv i a l Q-direct factors of G, then G is said to be Q-indecomposable (or 
jus t indecomposable i f Q = 0 ) . Clearly every Q-simple group is Q-indecom-
posable: however a cyclic group of order p2 where p is pr ime is an example 
of an indecomposable group which is no t simple. 

We shall consider chain condit ions on the set of direct factors o f a group. 

3.3.1. For groups with operator domain Q the maximal and minimal conditions 
on Q-direct factors are equivalent properties. 

Proof. Assume that G is an Q-group satisfying the m i n i m a l condi t ion on 
Q-direct factors: let £f be a nonempty set of Q-direct factors o f G. We w i l l 
show that £f has a max ima l element, so that G satisfies the max ima l condi
t i on on Q-direct factors. 

Let 3~ be the set of a l l Q-subgroups o f G which are direct complements 
of at least one element of Then has a m i n i m a l element N and 
G = M x N for some M e Sf. I f M is no t max ima l i n there exists 
Mxe £f such that M < Mx: then G = M1 x N1 for some N1 e N o w 
Mx= M i n ( M x N) = M x (Mxn N), whence G = M1 x Nx = M x Nx x 
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( M x n N). Intersecting w i t h N we ob ta in N = N2 x (M1 n N) where N2 = 
(M x n N. Hence G = M x N = (M x ( M x n iV)) x N2 = M1 x N 2 . I t 
follows that N2e 3T and hence that N2 = N by min ima l i t y of iV i n ST. 
Therefore N < M x Nx and G = M x N = M x N1 = M1 x Nx. Since 
M < M ! , we get M = Ml9 a contradic t ion. The converse impl ica t ion is 
proved i n an entirely analogous way. • 

Remak Decompositions 

The significance of the equivalent condit ions of 3.3.1 is that they guarantee 
that an Q-group may be expressed as a direct product of finitely many non-
t r iv i a l Q-indecomposable subgroups: such a direct decomposit ion is called a 
Remak'f decomposition. 

3.3.2 (Remak). If an Q-group G has the minimal condition on Q-direct 
factors, it has a Remak decomposition. 

Proof. Assume that G has no Remak decomposit ion. Then G is certainly 
Q-decomposable, so the set 9* o f al l proper non t r iv i a l Q-direct factors of G 
is no t empty. Choose a m i n i m a l element Gx of 9 and wri te G = Gx x H1. 
Then G1 is Q-indecomposable by min ima l i ty . Clearly H1 inherits the m i n i 
m a l cond i t ion f rom G and cannot be indecomposable. Hence H1 = G2 x 
i f 2 > G2 where G2 is Q-indecomposable, and G = G1 x G2 x H2. Repeti t ion 
of this procedure leads to an infinite descending chain H1 > H2 > - of Q-
direct factors of G, which cannot exist. • 

Projections and Direct Decompositions 

O u r pr inc ipa l a im is to study the question of the uniqueness of the direct 
factors i n a Remak decomposit ion. F o r this we need to analyze i n greater 
detail the n o t i o n of a direct decomposit ion. 

A n Q-projection o f an Q-group G is a no rma l idempotent Q-endomor-
phism, that is, an Q-endomorphism n.G-*G such that n = n2 which 
commutes w i t h a l l inner automorphisms of G. Thus Gn is a no rma l Q-
subgroup of G. Such endomorphisms arise whenever one has a direct 
decomposit ion. 

Let G = Gx x - • • x G r be an Q-direct decomposit ion of G; then each g i n 
G is uniquely expressible i n the fo rm g = g1"-gr w i t h gte G{. The endo
morph i sm ni defined by g%i = g{ is an Q-projection of G: for clearly nf = 
71; and (h^ghy* = (h**)'1 gnihni = h~xg%ih for a l l h i n G. I n addi t ion g = 

t Robert Remak (1888-194?). 
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Qi" Qr = gni+'"+7Zr and (gnip = 1 i f i # j . Thus the 71; satisfy the condit ions 

satisfying (5). Then 7 i £ = ni(n1 + • • • + nr) = nf, so that n{ is a project ion. Let 
G; = Gn\ a n o r m a l Q-subgroup of G. N o w 7 ^ + • • • + 7 i r = 1 implies that 
G = G1- Gr. Fur thermore , i f g e Gt n H j ^ i G)-, t h e n 9 = n % i f ° r s o m e K and 
^ = ^7rt = ^ . ^ u t ^ _ j s - n c e gTCf = l i f / ^ j ? so i n fact 0 = 1 . Hence G = 

G t x • • x G r . W e have established the fo l lowing result. 

3.3.3. / / G 15 an Q-group, there is a bijection between the set of all finite 
Q-direct decompositions of G and the set of all finite sets of normal Q-
endomorphisms {n1, ...,nr} of G satisfying (5). 

The fo l lowing result is fundamental and has numerous applications. 

3.3.4 (F i t t i ng ' s ! Lemma). Let 9 be a normal Q-endomorphism of an Q-
group G and suppose that G satisfies the maximal and minimal conditions on 
normal Q-subgroups. Then there exists a positive integer r such that I m 9r = 
I m Qr+1 = --and K e r 9r = K e r 9 r + 1 = • • • ; also G = ( I m 9r) x (Ker 9r). 

Proof. Since 9l is a n o r m a l Q-endomorphism, I m 9l and K e r 9l are n o r m a l 
Q-subgroups of G. Clearly K e r 9 < K e r 92 < • • • and I m 9 > I m 92 > - • • , so 
there is a positive integer r such that K e r 9r = K e r 9 r + 1 = • • • = K and 
I m 0 r = l m 0 r + 1 = ••• = / say. Let g e G: then ^ r e l m flr = I m fl2r and 
g 0 r = h°2r for some /z e G. Hence / T 0 r g e K and g e FK, which shows that 
G = JK . Next , if gelnK, then # = hd" w i t h fteC. Therefore 1 = ge" = 
h°2\ whence h e K e r 0 2 r = K e r 9r and g = hd" = 1. I t follows that G = 
I x K. • 

Defini t ion. A n endomorphism 0 is said to be nilpotent i f 0 r = 0 for some 
positive integer r. 

3.3.5. If G is an indecomposable Q-group with the maximal and minimal 
conditions on normal Q-subgroups, a normal Q-endomorphism of G is either 
nilpotent or an automorphism. 

Proof. Let 9 be a n o r m a l Q-endomorphism of G. By 3.3.4 there is an r > 0 
such that G = I m 9r x Ke r 9r. Bu t G is Q-indecomposable, so either I m 9r = 
0 and 9r = 0 or G = I m 9r and K e r 9r = 0; i n the latter case 9 is an 
automorphism. • 

..., nr of G 

(5) 

tHans Fitting (1906-1938). 
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A n endomorphism a o f a group G is called central i f i t operates on G/(G 
l ike the ident i ty , that is to say, ga = g m o d ( G for al l g i n G. 

3.3.6. 

(i) A normal endomorphism which is surjective is central 
(ii) A central endomorphism is normal. 

Proof, (i) Let a be a n o r m a l surjective endomorphism of G. Then g~1xag = 
(g^xgf = ( 0 a ) - 1 x a g a for all x,geG. Since G = G a , this implies that g'g'1 e 
( G and a is central. 

(ii) Let a be a central endomorphism of G and let x,geG. Then ga = gz 
where z e ( G . Hence (g^xg)* = (gz)~1xocgz = g~1xag and a is normal . • 

Hence for automorphisms " n o r m a l " and "central" are equivalent. 

3.3.7. Let G be an indecomposable Q-group with the maximal and minimal 
conditions on normal Q-subgroups. Suppose that 91,92,...,9k are nor
mal Q-endomorphisms every pair of which is additive (as defined in 1.5). If 
91 + + 9kis an automorphism, then so is at least one 9t. 

Proof. By induc t ion we may assume that k = 2 and a = 81 + 92 is an auto
morphism. Put ij/i = <x~19i, so that + \jj2 = 1. N o w a is no rma l since 9X 

and 92 are: hence and \j/2 are n o r m a l Q-endomorphisms. Suppose that 
neither 9X nor 92 is an automorphism: then neither nor \jj2 can be an 
automorphism. By 3.3.5 b o t h and \l/2 are ni lpotent , so = 0 = \j/2 for 
some r > 0. N o w 1/^ = 1— ij/2, so \j/1\j/2 = iA 2*Ai- Hence 1 = + il/2)2r~1 = 
2r - l / 2 r _ A 

X • l ^ i ^ 2 r 1 1 by the B i n o m i a l Theorem. Since either i > r or 
t=o \ i J 

2r — i — 1 > r, we have l A i ^ f ' " ' 1 = 0 f ° r a h i . Hence 1 = 0 , which implies 
that G = 1 and 61 = 1 = 62, a contradic t ion. • 

The Krull-Remak-Schmidt Theorem 

We come now to the ma in result of this section. 

3.3.8 ( K r u l l , Remak, Schmidt). Let G be an Q-group satisfying the maximal 
and minimal conditions on normal Q-subgroups. If 

G = H1 x ••• x Hr = K1 x ••• x Ks 

are two Remak decompositions of G, then r = s and there is a central Q-
automorphism a of G such that, after suitable relabelling of the Kfs if neces
sary, = Ki and G = K1 x • • • x Kk x Hk+1 x • • • x Hr for k = 1 , . . . , r. 
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Proof. Assume that for some k satisfying 1 < k < min(r , s ) + 1 there is a 
decomposit ion G = Kx x ••• x Kk_1 x Hk x x Hr. Certainly this is true 
i f k = 1. Let { < 7 l 5 . . . , ar} be the set of projections specifying this decomposi
t ion , and let { 7 1 ^ . . . , nr) and { p l 5 . . . , p s } be the corresponding sets of p ro
jections for the decompositions G = H1 x • • • x Hr and G = Kx x • • • x Ks. 
I f 0 e G, then ^ e K ; and gp^k = 1 i f j < k. Hence p ^ = 0 i f j < k. Since 
ak = lak = (p1 + • • • + p s K , we ob ta in 

P/c^/c + Pk+l°k + * " + Ps^/c = ( 6 ) 

Notice that by 1.5.1 these p}ok are additive. 
Consider the restr ict ion of PjOk to Hk, certainly a no rma l Q-endomor

phism of Hk. N o w Hk inherits the max ima l and m i n i m a l condit ions f rom G 
and the restr ict ion of ak to Hk is, of course, 1. By (6) and 3.3.7 some pj<rk, 
k < j < 5, is an au tomorphism on Hk. The Kj can be labelled i n such a way 
that pkak is an au tomorphism on Hk. 

Let Kk = H£k < Kk. Then Kk^ Kk since pk is normal . I f hPk = 1 w i t h 
h e Hk, then /z P k < T k = 1 and h = 1: thus p k maps i f k i somorphical ly onto K k . 
F o r the same reason ak maps K k monomorph ica l ly in to Hk. W r i t e K k = 
(Ker d k ) n K k ; then KknKk= 1. Also, for x e Kk we have x°k e Hk and 
hence x f f k = } / P k < T k for some j ; i n Hk; thus x y ~ P k 6 Kk and x 6 Conse
quently Kk = Kk x Kk. Bu t is Q-indecomposable, and Kk ^ Hk # 1; 
hence K k = 1 and Kk = Kk. I t follows that p k maps i f k i somorphical ly to 
Kk. 

Next wri te L k = Kx x ••• x x i f k + 1 x ••• x Hr, so that G = L k x 
Hk. The p roo f proceeds by showing that G = L k x Kk. F i rs t ly L k

k = 1 and 
L k n Kk = 1. Nex t define 0 = akpk + (1 — <7 k), a n o r m a l Q-endomorphism of 
G. I f g = Ih where I e L k , he Hk, then # e = ldhd = lhPk since \°k = 1 and 
hak = h. Hence gd = 1 implies that I = 1 = hPk (because LknKk= 1); since 
p k is monomorph ic on Hk, we conclude that / = 1 = h. Hence 9 is a mono
morphism. I t follows f rom Fi t t ing 's L e m m a that 9 is an au tomorphism and 
therefore G = Gd < GakPkGl-°k <Kkx L k and G = Lkx Kk. This is jus t to 
say that G = Kx x - • • x Kk x Hk+1 x • • • x Hr. 

So far we have proved that there is a decomposi t ion 

G = Kx x x Kk x Hk+1 x "• x Hr 

for 1 < k < min(r , 5) , after relabeling the X / s . I f we pu t k = min(r , 5) , i t 
follows that r = s. W e also saw that pk maps Hk i somorphical ly to Kk 

for a l l k. Define a = n1p1 + ••• + 7 i r p r , a no rma l Q-endomorphism. N o w 
Hf = H?iPi = Hp = Kh so G a = G. By Fi t t ing 's L e m m a a is an automor
phism and by 3.3.6 i t is central. • 

Uniqueness of Remak Decompositions 

The K r u l l - R e m a k - S c h m i d t Theorem guarantees that the factors o f a 
Remak decomposi t ion are unique up to isomorphism. I t does no t assert 
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that there is a unique Remak decomposi t ion (up to order of the direct 
factors). Indeed the K l e i n 4-group has three such decompositions. We en
quire next jus t when a group has a unique Remak decomposit ion. 

3.3.9. Let G = Gx x • • • x Gr be a Remak decomposition of an Q-group with 
the maximal and minimal conditions on normal Q-subgroups. This is the only 
Remak decomposition of G (up to order of the direct factors) if and only if 
Gf < Gt for every normal Q-endomorphism 9 of G and i = 1, 2 , . . . , r. 

Proof. W e can assume that r > 1. Since a central Q-automorphism is 
no rma l (by 3.3.6), sufficiency follows f rom the K r u l l - R e m a k - S c h m i d t 
Theorem. Conversely assume that G = G± x • • • x Gr is the unique Remak 
decomposi t ion of G and let 9 be a no rma l Q-endomorphism of G such 
that G\^G1. Let {n1,..., nr} be the set of associated projections. Then 

so that G{ < Y\jG{nK Since G{£Gl9 there is a j > 1 such that Oitj # 0. De
fine G1 = {xxd1lj\x e Gx}. Then i t is easy to see that Gx G1 < G, and also 
that G = G1 x G 2 x x G r is another Remak decomposit ion. • 

F r o m this a more useful cond i t ion for uniqueness can be derived. 

3.3.10. A Remak decomposition G = G1 x • • • x G r of an Q-group with the 
maximal and minimal conditions on normal Q-subgroups is unique (up to order 
of factors) if and only if there exist no nontrivial Q-homomorphisms from Gt 

to the center of Gj for any i # j . 

Proof. W e can assume that r > 1. I f 9: Gt ((G,) is a non t r iv ia l Q-homo-
morphism and 7 i f is the zth projection, then n{9 is a normal Q-endomorphism 
not preserving Gt. Conversely, i f 9 is a no rma l Q-endomorphism such that 
Gf ^ G^ then for some j # i the restr ict ion of 9%^ to Gt is a non t r iv i a l Q-
h o m o m o r p h i s m f rom Gt to Gj. I f g e G{ and x e Gj, then (gd1lj)x = (gx)d1tj = 
gdnj since Oitj is normal . Consequently gdnj e C(Gj). The result follows f rom 
3.3.9. • 

I n part icular , i f G = G' or £G = 1, there is a unique Remak decomposi
t i o n of G. 

Direct Products of Simple Groups 

One very special type of Remak decomposi t ion is a direct product of finitely 
many simple groups. Let us call a group Q-completely reducible i f i t is a 
direct product of a possibly infinite family of simple groups. 
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3.3.11. If an Q-group G is generated by a set of normal Q-simple subgroups, it 
is the direct product of certain of these subgroups. Thus G is Q-completely 
reducible. 

Proof. Let G = <G A |A e A > where G A < G and G A is Q-simple. Cal l a subset 
A ' of A independent i f <G A |A e A ' > = D r A e A > G A , that is, i f 

G A n < G > e A ' , / z # A > = 1 

for each X i n A ' . The set 9 o f a l l independent subsets of A is nonempty 
since i t contains every one-element subset. Also 9 is par t ia l ly ordered by 
set containment. I f { A f | i e T) is a chain i n Sf> the un ion of the chain belongs 
to £f \ for clearly a set is independent i f its finite subsets are. By Zorn 's 
L e m m a there is a max ima l element of 9, say M . I f X e A \ M , then M u {X} 
is no t independent. Since M is independent, i t follows that G A n L # 1 
where L = <GJ/z e M > . N o w G A n L o G A , so G A < L by s implici ty of G A . 
Hence G = L = Dr^ieMGfi. Otherwise A = M and again G = D r ^ g M G ^ . • 

W e consider next no rma l subgroups of completely reducible groups. 

3.3.12 (Remak). Let G = D r A e A G A where G A is Q-simple. Suppose that N is a 
normal Q-subgroup of G. Then G = N x D r ^ g M G^ for some M c A . More
over, if all the G A have trivial centre, then N is actually the direct product of 
certain of the G A . In any case N is Q-completely reducible. 

Proof. If N = G, we take M to be empty. Assume that iV # G and let S 
be the set of a l l subsets A ' of A such that <iV, Gk\Xe A ' > = N x D r A g A > G A . 
Since N ^ G, some G A is no t contained i n N and since N n G A o G A , i t 
follows that N nGk= 1 A and {1} e S. Hence S is nonempty. As i n the 
previous p roo f S has a max ima l element M : let G* = < N , G J / i e M > = 
N x D r ^ e M < v I f k e A \ M , then M u { l } ^ S, which implies that G A n G* # 
1 and G A < G*. Hence G = G* as required. F ina l ly N ^ D r A g A y M G A , so that 
N is completely reducible. 

N o w assume that each ( (G A ) is t r i v i a l . Clearly we may factor out any G A 

contained i n N. Assume therefore that N n G A = 1 for a l l X. Then \N, G A ] < 
N nGk= 1, so N is contained i n the centre of G. Bu t G has t r i v i a l center by 
Exercise 1.5.8; therefore N = 1. • 

Thus i n an Q-completely reducible group every no rma l Q-subgroup is a 
direct factor. I t is interesting that the converse is true: Q-completely reduc
ible groups are the only ones i n which every no rma l Q-subgroup is an Q-
direct factor. Indeed a stronger result is true. 

3.3.13 (Head). If every proper normal Q-subgroup of an Q-group G is con
tained in a proper Q-direct factor of G, then G is Q-completely reducible. 
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Before we can prove this result we must establish a simple lemma which 
is used constantly i n the study of infinite groups. I t is jus t a s traightforward 
appl icat ion of Zorn 's Lemma. 

3.3.14. Let G be an Q-group, let H be an 0,-subgroup and let x be an element 
of G such that x $ H. Then there exists an 0,-subgroup K which is maximal 
with respect to the properties H < K and x $ K. 

Proof. Consider the set S of al l Q-subgroups containing H but not x. 
Then S is no t empty since H is a member. Clearly S is par t ia l ly ordered by 
inclusion: moreover the un ion of any chain i n S is likewise i n S. By Zorn 's 
L e m m a S has a max ima l element K. • 

Proof of 3.3.13. Let iV be the subgroup generated by al l the Q-simple nor
ma l subgroups of G; then iV is completely reducible by 3.3.11. Suppose that 
iV # G and let x e G\N. By 3.3.14 there exists a no rma l Q-subgroup M 
which is max ima l subject to N < M and x $ M. By hypothesis M is con
tained i n a proper Q-direct factor D, w i t h G = D x E say. Since E j=- 1, we 
have x e M x E b y maximal i ty of M. Also D n(M x E) = M by the m o d u 
lar law, so i t follows that x D. By maximal i ty of M again, D = M and 
G = M x E. N o w let F be a non t r iv i a l no rma l Q-subgroup of E: then 
G and M x F, being a proper n o r m a l Q-subgroup of G, lies i n a proper 
Q-direct factor. Bu t we have shown that M is contained i n no proper Q-
direct factor o f G except M itself, so we have a contradict ion. • 

Characteristically Simple Groups 

Recall that a group G which is A u t G-simple, that is, wh ich is non t r iv i a l and 
has no proper non t r iv i a l characteristic subgroups, is called characteristically 
simple. Closely related is the concept of a minimal normal subgroup o f a group 
G, by which is understood a nontrivial no rma l subgroup that does not con
ta in a smaller non t r iv i a l no rma l subgroup of G. I t follows at once f rom 1.5.6 
that i n any group a m i n i m a l no rma l subgroup is characteristically simple. 
The subgroup generated by al l the m i n i m a l no rma l subgroups of a group G 
is called the socle: should the group fail to have any m i n i m a l no rma l sub
groups, as i n the case of the infinite cyclic group for example, the socle of G 
is defined to be 1. A p p l y i n g 3.3.11 w i t h Q = I n n G, we see that the socle of a 
group is a direct product o f m i n i m a l no rma l subgroups. 

3.3.15. 

(i) A direct product of isomorphic simple groups is characteristically simple. 
(ii) A characteristically simple group which has at least one minimal normal 

subgroup is a direct product of isomorphic simple groups. 
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Proof, (i) Let G = D r A e A G A where the G A are isomorphic simple groups, and 
let H be a non t r iv i a l characteristic subgroup of G. I f the Gk are nonabelian, 
3.3.12 implies that G = H x K where H and K are direct products o f cer
ta in GA's. Bu t clearly there is an au tomorphism of G interchanging any two 
GA's. Hence H = G. O n the other hand, i f the Gk are abelian, then a l l o f 
them have some pr ime order p and G is an elementary abelian p-group. The 
result now follows f rom Exercise 3.1.5. 

(ii) Let N be a m i n i m a l no rma l subgroup of a characteristically simple 
group G. Then < iV a | a e A u t G> is characteristic i n G and hence equals G. 
A p p l y i n g 3.3.11 w i t h Q = I n n G, we conclude that G is the direct product o f 
certain o f the N" inc luding, we may suppose, N itself. I f 1 ^ M o N, then 
M < G and M = N by m i n i m a l i t y o f N. Hence N is simple and G is a direct 
product o f isomorphic copies of N. • 

I n par t icular a finite characteristically simple group is a direct product 
of isomorphic finite simple groups. O n the other hand the addit ive group 
of rationals is an example o f a characteristically simple group that is not 
completely reducible. 

Centerless Completely Reducible Groups 

I n the sequel a completely reducible group w i l l be called a CR-group. The 
center o f a CR-group is the direct product o f the abelian factors i n the de
composi t ion. Hence a CR-group is centerless, that is has t r i v i a l center, i f 
and only i f i t is a direct product of nonabelian simple groups. Centerless 
CR-groups have a very r ig id n o r m a l structure. 

3.3.16. If G = D r A e A G A where each Gk is a nonabelian simple group, every 
normal subgroup of G is a direct product of certain Gks. 

This follows at once f rom 3.3.12. 

3.3.17. In any group G there is a unique maximal normal centerless CR-
subgroup. Moreover this is characteristic in G. 

Proof. Let {Mk\l e A } be a chain o f centerless no rma l CR-subgroups of G. 
Let S be a simple direct factor o f Mk. N o w i f M A < M ^ , then M A is a direct 
factor o f by 3.3.12. Hence S o M „ and S o J = {J^eA^n- Consequently 
J is generated by normal nonabelian simple subgroups and 3.3.10 shows 
that J is a CR-group. By Zorn 's Lemma there exists a max ima l no rma l 
centerless CR-subgroup M . N o w let N be any other n o r m a l centerless CR-
subgroup o f G and put / = M n N, a no rma l subgroup of G. By 3.3.12 we 
have M = M1 x I for some Mx. I f g 6 G, then M = M9 = M\ x I = M1 x 
I. A p p l y i n g 3.3.12 we conclude that / has a unique complement i n M , 
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M? = M1 and A ^ o G. Thus MN = MJN = MXN = M1 x N because 
MxnN = M1nl = 1. Since M x is clearly a centerless CR-group, so is MN 
and by max imal i ty N < M. Thus M is the required subgroup. • 

The max ima l no rma l centerless CR-subgroup w i l l be called the centerless 
CR-radical. W h i l e i t may i n general be t r iv ia l , there is a class o f groups for 
which this radical controls the group, the finite semisimple groups. 

Finite Semisimple Groups 

A finite group is called semisimple i f i t has no non t r iv i a l no rma l abelian 
subgroups. A l l centerless CR-groups are semisimple: so are the symmetric 
groups Sn for n > 5 (see 3.2.3). W e shall describe a classification due to 
F i t t i n g o f finite semisimple groups i n terms of simple groups and their outer 
au tomorphism groups. 

3.3.18. 

(i) If G is a finite semisimple group with centerless CR-radical R, then 
G ~ G* where I n n R < G* < A u t R. 

(ii) Conversely, if R is a finite centerless CR-group and I n n R < G < A u t R, 
then G is a finite semisimple group whose centerless CR-radical is 
I n n R ~ R. 

Proof, (i) Let C = CG(R): We show first that C = 1. I f C ^ 1, there is a m i n i 
ma l no rma l subgroup N o f G contained i n C. N o w N is characteristically 
simple, so i t is a CR-group by 3.3.15. Also ( N o G; thus ( iV = 1 by semi-
simplic i ty o f G. Hence N<RnC = £R=l, a contradict ion. Let T: G 
A u t R be the conjugation homomorphism: thus gx: r^g~lrg. Then Ker T = 
CG(R) = 1 and Rx = I n n R. I f G* = I m T, then I n n # < G* < A u t R and o f 
course G ^ G*. 

(ii) Let a e C = C A u t K ( I n n # ) and let T: R^> A u t # be the conjugation 
homomorph i sm. Then r T = a _ 1 r T a = ( r a ) T for a l l r i n # by 1.5.4. N o w x 
is a m o n o m o r p h i s m because £R = 1: hence r = r a for a l l r e # and a = 1. 
Consequently C = 1. N o w suppose that i < G where ^ is abelian. Then 
A n I n n # o I n n # ^ R, a centerless CR-group. Hence A n I n n # = 1 and 
A < C = 1. I t follows that G is semisimple—it is of course finite since R, 
and hence A u t R, is. F ina l ly , let M be a no rma l centerless CR-subgroup 
of G. Then 3.3.17 implies that ( Inn R)M is a CR-group and by 3.3.12 i t has 
I n n R as a direct factor. Since C A u t K ( I n n R) = 1, this can only mean that 
M < I n n R and I n n R is the centerless CR-radical o f G. • 

Thus to construct a l l finite semisimple groups w i t h centerless CR-radical 
isomorphic to R we need to fo rm al l groups intermediate between I n n R 
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and A u t R, i n other words a l l subgroups o f O u t R. The question now arises: 
when are two groups constructed i n this manner isomorphic? 

3.3.19. Let Rbe a finite centerless CR-group. There is a bijection between the 
set of isomorphism classes of finite semisimple groups with centerless CR-
radical isomorphic with R and the set of conjugacy classes of subgroups of 
O u t R. 

Proof. Let I n n R < Gt< A u t R,i = 1, 2. I f Gx and G 2 are conjugate i n 
A u t R, then clearly Gx ^ G 2 . Conversely let a: Gx - • G 2 be an isomorphism. 
By 3.3.18 i t is enough to prove that Gx and G 2 are conjugate i n A u t R. 

Since I n n R is the centerless CR-radical o f Gx and of G 2 , we have 
( Inn R)a = I n n R, so the restr ict ion o f a to I n n R is an au tomorphism. Let 
T: R -> A u t R be the conjugation homomorph i sm; this is a m o n o m o r p h i s m 
w i t h image I n n R. Hence a determines an au tomorphism 6 of R given by 
(rdy = ( r T ) a , (r e R). 

We shall prove that ga = 6~1g9 for a l l # i n G 1 ? wh ich w i l l show that 
G 2 = 9~1G19. Let r e R. Keeping i n m i n d that 6x = xa and also that (rg)x = 
g~xrxg for a l l g i n A u t R, we obta in 

= (gT1rzga 

Thereore 6~~1g9 = ga as claimed. • 

Structure of the Automorphism Group 
of a Centerless CR-group 

O u r results so far make i t o f interest to investigate au tomorphism groups of 
finite centerless CR-groups. They may be described i n terms of automor
phism groups of nonabelian simple groups. 

3.3.20. Let R be a finite centerless CR-group and write R = Rx x • • • x Rk 

where R( is a direct product of nt isomorphic copies of a simple group Hh and 
Ht and Hj are not isomorphic if i ^ j . Then A u t R ^ A u t Rx x • • • x A u t Rk 

and A u t Rt ^ (Aut Hi)^Sn. where in this wreath product A u t Ht appears in 
its right regular representation and the symmetric group Sn. in its natural per
mutation representation. Moreover these isomorphisms induce isomorphisms 
O u t R ~ O u t Rx x • • • x O u t Tk and O u t Rt ~ (Out Ht)^Sni. 

Proof. Let a e A u t R: then Rf is a direct product o f nt copies o f Hi and by 
3.3.12 i t must equal R(. Hence each R( is characteristic i n R and a induces 
an au tomorphism at i n Rt by restrict ion. Clearly a i — > ( a 1 ? a k ) is an iso-
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morph i sm f rom A u t R to A u t Rx x • • • x A u t Rk i n which I n n R is mapped 
to I n n Rx x • • • x I n n Rk; i t therefore induces an isomorphism O u t R ~ 
O u t Rx x ••• x O u t Rk. 

I n the remainder o f the p r o o f we shall suppose for s implici ty o f no ta t ion 
that R is the direct product o f n copies of the simple group H. Let a e A = 
A u t R: i t follows f rom 3.3.12 that a permutes the direct factors of R and 
hence is associated w i t h a permuta t ion naeSn: moreover ai—>7ra is clearly a 
h o m o m o r p h i s m f rom A to Sn whose kernel K consists of a l l automorphisms 
that preserve each of the n direct factors o f R. Thus K o A and an element 
K o f K induces th rough its act ion on the i t h direct factor o f R an auto
morph i sm KT o f H: the mapp ing K \ - ^ ( K 1 9 ..., K N ) is an isomorphism of K 
w i t h the n-fold direct product A u t H x • • • x A u t H. 

Nex t i f 7i e S„, there is an associated au tomorphism an o f R wh ich simply 
permutes components: thus i f r e R, we have (r a *) f = r f 7 C - i . N o w (r a™) f = 

= = (r a*)i«-i = (r^h so a ^ = a ^ . Hence n ^ a n is a 
m o n o m o r p h i s m f rom Sn to ,4 w i t h image X ~ Sn. Clearly X n K = 1. Also i f 
ae A, then a" 1 a 6 K, wh ich implies that a e XK. Hence A = XK and A is 
the semidirect product o f K and X. 

T o prove that ^ ^ (Aut H)^Sn, i t suffices to show that conjugation by 
an i n K permutes components i n the manner prescribed by n. Let K e K; we 
need to establish that when a" 1 fca^ is applied to any r i n the effect on the 
i t h component is identical w i t h that produced by Kin-u W e calculate that 

as required. • 

I n order to construct a l l i somorphism classes o f finite semisimple groups 
we must therefore construct a l l finite nonabelian simple groups H and 
identify the classes o f conjugate subgroups of direct products o f wreath 
products (Out H)^Sn. I n simple cases the last step can be carried out. 

F o r example, let H = A5; then A u t H ^ S5 (Exercise 1.6.18), so that 
O u t H is cyclic of order 2. Hence there are two nonisomorphic finite 
semisimple groups w i t h centerless CR-radical isomorphic w i t h A5 \ o f course 
these must be A5 and S5. Aga in O u t ( f J x H) ^ Z 2 ^ Z 2 ^ D8 (by Exercise 
1.6.16). N o w the group D8 has eight conjugacy classes of subgroups. Hence 
there are eight nonisomorphic finite semisimple groups whose centerless 
CR-radical is i somorphic w i t h A5 x A5. 

EXERCISES 3.3 

1. Show that the maximal condition on direct factors does not imply the maximal 
condition on normal subgroups. Do the same for the minimal condition. 

2. Prove that Sn is indecomposable. 

3. Prove that a central endomorphism of a group leaves every element of the de
rived subgroup fixed. 
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4. Prove that the central automorphisms of a group G form a subgroup Aut c G of 
Aut G. 

5. (J.E. Adney and T i Yen). Let G be a finite group which has no nontrivial abelian 
direct factors. Prove that |Aut c G| = |Hom(G a b , £G)|. Deduce that i f G has no 
nontrivial central automorphisms, then £G < G'. [Hint: I f a e Au t c G, define 0a e 
Hom(G a b , £G) by (#G' f = g~lg*. Show that ai-*0 a is a bijection.] 

6. Suppose that i x B ^ i x C and that both max-rc and min-rc hold in these 
groups. Prove that B ~ C (so that ^ may be "canceled"). Show that this conclu
sion is not generally valid. 

7. I f G is a finite group and | G a b | and |£G| are coprime, prove that G has a unique 
Remak decomposition. 

8. Let G = Gl x G 2 x • • • x Gk be a Remak decomposition of the finite group G. 
Assume that no two of the Gt are isomorphic. Denote by A the subgroup of all 
automorphisms of G that leave each G{ invariant. Prove the following: 

(i) A ~ Aut Gl x Aut G 2 x • • • x Aut G„; 
(ii) Aut G = ^ (Aut c G); and 

(iii) Aut G = ^ if and only if G has only one Remak decomposition. 

9. Find the order of Aut(Z) 8 x S3) (using Exercise 3.3.8). 

10. Let G be a finite group. Show that G is completely reducible if and only if i t 
equals its socle. 

11. Identify the socle of an abelian group. 

12. Prove that an image of a completely reducible group is completely reducible. 
Prove also that the corresponding statement for centerless completely reducible 
groups is true. 

13. Let G be a finite semisimple group with centerless CR-radical R. Let 6: Aut G 
Aut R be the restriction map, i.e., a 0 is the restriction of a to R. Show that 9 is an 
injective homomorphism. I f G is regarded as a subgroup of Aut R as in 3.3.18, 
prove that I m 6 = NAutR(G). 



CHAPTER 4 

Abelian Groups 

The theory o f abelian groups is a branch o f group theory w i t h a flavor a l l o f 
its own . Indeed, as Laszlo Fuchs has remarked, there are few properties 
w i t h a more decisive influence on group structure than commuta t iv i ty . 

Th roughou t this chapter we shall be concerned only w i t h abelian groups 
and we shall therefore wri te a l l groups additively. 

4.1. Torsion Groups and Divisible Groups 

Let G be an abelian group and let x, y be elements of G w i t h finite orders 
m, n respectively. I f / is the least common mult iple of m and n, then /(x ± y) = 
Ix ± ly = 0 and x ± y has finite order d iv id ing /. I t follows that the set of al l 
elements x which satisfy the equation nx = 0 forms a subgroup of G, wr i t t en 
G [ n ] . By the same token the elements o f finite order fo rm a subgroup T, the 
so-called torsion-subgroup of G: clearly G/T is torsion-free. Moreover , ele
ments w i t h order some power of a fixed pr ime p likewise fo rm a subgroup 
Gp, the p-primary component o f G. 

Let us consider an arbi t rary element x of T and wri te its order as a p rod
uct o f powers o f distinct primes, say m = pi1- -'Pk

k. Set mt = m/pp and ob
serve that the integers m l 5 m k have greatest c o m m o n divisor 1. Conse
quently i t is possible to f ind integers Z l 5 . . . , lk such that l1m1 + • • • + lkmk = 
1. Hence x = ( £ - = 1 / ;m ; )x = £ J = 1 h^t where x<- = mtx. Bu t xt has order pfl 

and therefore belongs to Gp . Consequently T is the sum of al l the p r imary 
components Gp. N o w consideration o f orders o f elements should convince 
the reader that G p n £ € 9 f e p Gq = 0; thus T is i n fact the direct sum of the 
Gp's. These conclusions are now summed up. 

93 
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4.1.1 (The Pr imary Decomposi t ion Theorem). In an abelian group G the tor
sion-subgroup T is the direct sum of the primary components of G. 

This theorem has the effect o f focusing our a t tent ion on two classes o f 
abelian groups, torsion-free groups and tors ion groups: moreover i t reduces 
the study o f the latter to that o f abelian p-groups. 

Height 

A n element o f g o f an abelian group G is said to be divisible i n G by a 
positive integer m i f g = mgx for some gx i n G. I f p' 1 is the largest power o f 
the pr ime p d iv id ing g, then h is called the p-height o f g i n G: should g be 
divisible by every power o f p, we say that g has infinite p-height i n G. The 
n o t i o n o f height, wh ich is dual to that o f order i n the sense that pmG is dual 
to G [ p m ] , is especially impor t an t i n the study o f torsion-free groups when 
order is useless. 

A n abelian group G is said to be divisible i f each element is divisible by 
every positive integer. This is equivalent to saying that each element of G 
has infinite p-height for a l l primes p. 

Quasicyclic Groups 

The divisible group that comes first to m i n d is probably the addit ive group 
of ra t ional numbers Q; this, o f course, is torsion-free. Obvious ly a quot ient 
of a divisible group is divisible, so Q / Z is divisible; this is a tors ion group 
since n(m/n + Z) = 0 Q / Z . By 4.1.1 the group Q / Z is the direct sum o f its 
p r imary components, each of wh ich is also divisible. N o w the p-pr imary 
component P o f Q / Z consists o f a l l cosets (m/p() + Z and is generated by 
the bt = (l/pl) + Z, i = 1, 2, — These satisfy the relations pb1 = 0 and pbi+1 

= K 
Conversely let P be the group w i t h generators al9 a2, a3, ... and defining 

relations 

pax = 0, pai+i = ah and a{ + Oy = Oy + at. 

Certainly P is an abelian p-group. Moreover the mapping a{ i—• bt extends 
to an epimorphism cp: P P, by v o n Dyck 's theorem (2.2.1). T o see that cp 
is an i somorphism observe first that each element of P can be wr i t t en i n the 
fo rm mat for suitable integers m and i, i n view of the relations paj+1 = a^ 
N o w cp maps ma{ to mbt = (m/pl) + Z , which is t r i v i a l i f and only i f pl d i 
vides m; but i n this case mat = 0 because plat = 0. 

We have therefore shown that the group P can be realized as the p-com-
ponent of Q / Z and is a divisible abelian p-group. P is called a Priifer group 
of type p 0 0 , or a quasicyclic p-group. This group appeared i n 1.4 as a direct 
l i m i t o f cyclic subgroups o f orders p,p2,.... 
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We shall short ly see that every divisible abelian group is a direct sum of 
quasicyclic groups and copies o f Q. 

The Injective Property of Divisible Abelian Groups 

A n abelian group G is said to be injective if, given a monomorph i sm fi: i f - • 
K and a homomorph i sm a: i f - • G, w i t h i f and K abelian groups, one can 
f ind a homomorph i sm ($: K G such that a = /j/?, i n other words such that 
the diagram 

H K 
/ 

/ 
/ 

a / 
I S ' 
G 

is commutat ive. 
Let us examine what this says. Since \i is monic, i f ~ I m \i < K. Suppose 

that i f is actually a subgroup of K and \i is the inclusion map. Then the 
assertion of the injective proper ty is that a: i f G may be extended to a 
homomorph i sm /?: K - • G i n the sense that a is the restrict ion o f /? to i f . 

W h a t is the relat ion between d iv is ib i l i ty and injectivity? They are one 
and the same property. 

4.1.2 (Baer | ) . An abelian group is injective if and only if it is divisible. 

Proof, (i) F i rs t ly assume that G is injective. Let g be any element o f G and m 
any positive integer: we must prove that m divides g. N o w the assignment 
m i—• g determines a homomorph i sm a: m Z G. I f i is the inclusion map, 
the injective proper ty permits the fo rmat ion o f the commutat ive diagram 

m Z l-—> Z 
/ 

/ 
/ 

G 

w i t h P ?i homomorph i sm. Then g = (m)a = (m)zj8 = (m)/? = m((l)/?), whence 
m divides 

(ii) Conversely let G be divisible: to prove that G is injective is harder. 
Assume that we are given /*: i f K and a: i f G, a monomorph i sm and a 
homomorph i sm respectively. Since we can replace i f by I m /*, there is no th
ing lost i n t ak ing /* to be the inclusion map, so that i f is a subgroup of K. 
O u r problem is to extend a to K. 

t Reinhold Baer (1902-1979). 
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Let us consider the set S of a l l par t ia l extensions y: L G of a. This 
means that H < L < K and y is a homomorph i sm such that hy = h<x for a l l 
h i n i f . We agree to order the set S by w r i t i n g y < y' i f y: L G and / : ! / - • 
G are such that L ^ L ' and y ' is an extension o f 7. We a im to apply Zorn 's 
Lemma to S and to this end we consider a chain {yt\i e 1} i n S w i t h y,-: L ; 
G. Put L = ( J I E / L t and let 7 : L G be defined by xy = xyt when x e L t ; 
this is unambiguous since yt and y 7- agree where bo th are defined. Then y e S 
and 7 is an upper bound for the chain. 

A p p l y i n g Zorn 's Lemma we choose a max ima l element L G of S. I f 
L = K, our task is completed, so we suppose that there exists an element x 
i n K\L. I f i t can be shown that jS extends to L + <x> = M , this w i l l contra
dict the max imal i ty o f L and terminate the proof. 

I f L n <x> = 0, then M = L © <x> and we can extend /? to px: M G by 
simply setting x/?! = 0 . I f L n <x> 7̂  0, there is a least positive integer m 
such that mx e L . Suppose that f$ maps mx to i n G. Since G is divisible, 
g = mg1 for some gx i n G. N o w every element o f M can be uniquely wr i t t en 
i n the fo rm / + tx where / e L and 0 < t < m, by m i n i m a l i t y o f m. Thus we 
can define a function jf?^ M G by w r i t i n g (/ + ta)/?! = /jS + t ^ i - The read
er is inv i ted to perform the rout ine verification that fix is a homomorph i sm. 

• 
The most impor tan t consequence of 4.1.2 is the direct summand proper ty 

of divisible groups. 

4.1.3 (Baer). If D is a divisible subgroup of an abelian group G, then G = D © 
E for some subgroup E. 

Proof. Let 1: D G be the inclusion map. By the injective proper ty (4.1.2) 
there is a homomorph i sm /?: G D m a k i n g the diagram 

D — G 
/ 

/ 
/ 

1 

D 

commutat ive; thus df$ = d for a l l d i n D. I f g e G, then gfi e D and thus = 
g/J2. Hence 0 - gfi e K e r 0 = E, say. I t follows that G = D + E. F inal ly , i f 
deDnE, then d = d/J = 0. Hence G = D ®E. • 

A n abelian group is said to be reduced i f i t has no non t r iv i a l divisible 
subgroups. The next result reduces our study to that of reduced groups and 
divisible groups. 

4.1.4. If G is an abelian group, there exists a unique largest divisible subgroup 
D of G. Moreover G = D © E where E is a reduced group. 
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Proof. Define D to be the subgroup generated by al l the divisible subgroups 
of G. One sees at once that D is divisible. By 4.1.3 i t is possible to wri te 
G = D © E. O f course E is reduced. • 

The Structure of Divisible Abelian Groups 

The fo l lowing theorem completely describes the class of divisible abelian 
groups. 

4.1.5. An abelian group G is divisible if and only if it is a direct sum of iso
morphic copies of Q and of quasicyclic groups. 

Proof. We saw that Q and a group of type p 0 0 are divisible. Since a sum 
of divisible groups is evidently divisible, the sufficiency of the condi t ion 
follows. 

N o w assume that G is divisible and let T be its torsion-subgroup. We 
cla im that T is divisible: for i f x e T and ra > 0, there is certainly an element 
y i n G such that my = x, and hence such that m(y + T) = 0 G / T . Bu t G/T is 
torsion-free, so y e T and T is divisible. By 4.1.1 the group T is the direct 
sum of its p r imary components, each of which , as an image of T, must be 
divisible. Moreover 4.1.3 shows T to be a direct summand of G. Conse
quently, i t is enough to prove the theorem i n two special cases: G torsion-
free and G a p-group. 

Suppose first of a l l that G is torsion-free. Let g e G and let m be a posi
tive integer; then g = mgx for some g1 i n G, and i n fact for precisely one gx 

i n G: for mgx = mg2 implies that m(g1 — g2) = 0 and hence that g1 = g2, 
because G is torsion-free. Thus i t is meaningful to define (l/m)g as this gx. 
We now have an act ion of Q on G which, i t is easy to verify, makes G in to a 
Q-module. Bu t a module over Q is s imply a ra t ional vector space and as 
such i t has a basis. Viewed as an addit ive abelian group therefore, G is a 
direct sum of copies of Q. 

N o w let G be a p-group and wri te P for G [ p ] . Then P is a module over 
the field Z/pZ by means o f the act ion x(n + pZ) = nx, (x e P, n e Z). Hence 
P is a vector space: let its dimension be c (a cardinal number). N o w form a 
direct sum G* of c groups of type p 0 0 and wri te P* = G * [ p ] . Then P* too is 
a vector space of dimension c over Z / p Z , and there is a monomorph i sm 
a: P* - • G mapping P* isomorphical ly onto P. Us ing the injectivity of G we 
can extend a to a homomorphism /?: G* G. I f Ke r were nonzero, i t wou ld 
have to conta in an element of order p and a could not be monic. I f I m j=-
G, the divisible group I m f$ w o u l d be a proper direct summand of G and i n 
that case a could no t be surjective. Hence /?: G* G is an isomorphism and 
the p r o o f is complete. • 
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Subgroups of Divisible Groups 

The reader w i l l perhaps have noticed that a subgroup of a divisible group 
need not be divisible—consider Q for example. I n fact the subgroups of 
divisible groups account for a l l abelian groups i n the sense of the fo l lowing 
result. 

4.1.6. Every abelian group is isomorphic with a subgroup of a divisible abelian 
group. 

Proof. Let F be a free abelian group. I t was shown i n 2.3.8 that F is a direct 
sum of infinite cyclic groups; hence F is i somorphic w i t h a subgroup of a 
direct sum D o f copies of Q. N o w every abelian group is an image of some 
such F and hence is isomorphic w i t h a subgroup of a quotient group of D. 
But a quot ient o f D, l ike D itself, is divisible, so we are done. • 

EXERCISES 4.1 

* 1 . Prove that a group of type p 0 0 has exactly one subgroup of each order pl and 
this is cyclic. Show also that every proper subgroup is finite. 

2. I f G is an infinite abelian group all of whose proper subgroups are finite, then G 
is of type p 0 0 for some prime p. 

3. Establish the dual of Exercise 4.1.2. I f G is an infinite abelian group all of whose 
proper quotient groups are finite, then G is infinite cyclic. 

4. Prove that an abelian group G is divisible if and only if i t has the following 
property: G ~ H < K always implies that FT is a direct summand of K. 

5. Describe the structure of the following groups: R, M*, C, C*. 

6. Let G be an abelian p-group such that G/G[p] is divisible. Prove that G is the 
direct sum of a divisible group and an elementary abelian p-group. 

4.2. Direct Sums of Cyclic and Quasicyclic Groups 

The pr inc ipa l theorems of this section describe the structure of finite abelian 
groups, abelian groups w i t h the maximal condit ion, and abelian groups w i t h 
the m i n i m a l condi t ion . A l l these groups possess direct decompositions w i t h 
cyclic or quasicyclic summands. 

Linear Independence and Rank 

Let G be an abelian group and let S be a nonempty subset of G. Then S is 
called linearly independent, or s imply independent, i f 0 ^ S and, given distinct 
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elements s 1 ? . . . , sr of S and integers m 1 ? . . . , m r , the relation m1s1 + - - + mrsr 

= 0 implies that m £s ; = 0 for a l l i. I f S is not independent, i t is of course said 
to be dependent. The defini t ion implies at once that the group G is a direct 
sum of cyclic groups i f and only i f i t is generated by an independent subset: 
such a subset is called a basis of G. 

Zorn 's L e m m a shows that every independent subset of G is contained i n 
a max ima l independent subset. Moreover , i f we restrict a t tent ion to inde
pendent subsets consisting of elements of infinite order or of elements of 
order some power of a fixed prime, we obta in max ima l independent subsets 
consisting of elements of these types. 

I f p is a pr ime and G an abelian group, the p-rank of G 

rp(G) 

is defined as the cardinal i ty of a m a x i m a l independent subset of elements of 
p-power order. Similar ly the 0-rank or torsion-free rank 

r0(G) 

is the cardinal i ty of a max ima l independent subset of elements of infinite 
order. Also impor t an t is the Prufer rank, often jus t called the rank of G, 

r(G) = r 0 ( G ) + max rp(G). 
p 

These definitions w o u l d be of very l i t t le use i f they depended on the cho
sen max ima l independent subset. Let us show that this is no t so. 

4.2.1. If G is an abelian group, two maximal independent subsets consisting of 
elements with order a power of the prime p have the same cardinality. The 
same is true of maximal independent subsets consisting of elements of infinite 
order. Thus r 0 ( G ) , rp(G), and r(G) depend only on G. 

Proof. Le t S be a max ima l independent subset of elements of p-power order. 
I f we replace each element of S w i t h order larger than p by a suitable m u l t i 
ple, we obta in an independent subset S0 consisting of elements of order p 
such that \S\ = \S0\. I f g e G [ p ] , then S u {g} is dependent and there is a 
relat ion mg + £ £ m £s £ = 0 where st e S, mh m are integers and mg # 0. Since 
pg = 0, we have £ f pm^- = 0 and pm £s £ = 0. Hence m fs f e <S 0 > and g e <S 0 >. 
Consequently G [ p ] = <S 0 > and S 0 is a basis of the vector space G [ p ] . Hence 
\S\ = d i m G [ p ] . 

N o w let S be an independent subset of elements of infinite order. I f T is 
the torsion-subgroup of G, define S = {s + T\s e S}. I n fact S is independent 
i n G/T. F o r i f £ f m^s,- + T) = 0 G / T w i t h st e S, then £ £ m £s £ e T and £ f mtnsi 
= 0 for some positive integer n; i t follows that mtnsi = 0 and mt = 0. Let U 
be an independent subset of G/T conta in ing S, and suppose that u + T e 
U\S. Then {u} u S is independent, wh ich contradicts the maximal i ty of S. 
Thus S is a max ima l independent subset of G/T, and clearly \S\ = \S\. Hence 
we can assume that T = 0 and G is torsion-free. 
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Let G* = G ® Q. Since G is torsion-free, the mapping g i—• # ® 1 is a 
monomorph i sm f rom G to G* (see Exercise 4.2.8). I f g e G, then S u { # } is 
dependent and mg e <S> for some ra > 0. Thus m(# ® 1) e <S*> where S* = 
{s ® l | s e S}. Hence S* generates G* as Q-vector space. Clearly S* is inde
pendent, so i t is a Q-basis of G* and \S\ = \S*\ = d i m G*. • 

Let us use the concept of rank to show that i f an abelian group can be 
decomposed in to a direct sum of cyclic or quasicyclic groups, the summands 
of the decomposi t ion are essentially unique. 

4.2.2. Suppose that an abelian group G can be expressed in two ways as a 
direct sum of quasicyclic groups, cyclic groups of prime-power order and infi
nite cyclic groups. Then the sets of direct summands of each isomorphism type 
in the two decompositions have the same cardinality. 

Proof. Clearly the cardinal i ty of the set of torsion-free summands i n either 
decomposi t ion equals r 0 G . T o prove the statement about p-summands we 
can assume that G is a p-group. N o w the cardinal i ty of the set of summands 
of order pn+1 i n either decomposi t ion equals that of the factor 

pnGnG[pl/pn+1GnG[pl 

which depends only on G. Clearly the summands of type p 0 0 i n either de
composi t ion generate the p-component of the max ima l divisible subgroup D 
of G and they fo rm a set o f cardinal i ty d i m ( D [ p ] ) . • 

T w o points about this result are w o r t h not ing. Fi rs t ly 4.2.2 is no t a con
sequence of the K r u l l - R e m a k - S c h m i d t theorem—why not? N o r does 4.2.2 
guarantee the uniquencess of a direct decomposit ion i n to cyclic subgroups; 
indeed Z 6 ~ Z 3 © Z 2 , so there is no uniquencess of this sort. 

Free Abelian Groups 

By defini t ion a free abelian group is a free group i n the variety o f abelian 
groups. I t was shown i n 2.3.8 that these groups are jus t direct sums of in f i 
nite cyclic groups. Whereas every abelian group is an image of a free abelian 
group, i t is an impor t an t theorem that a l l subgroups of free abelian groups 
are likewise free abelian. 

4.2.3. If F is a free abelian group on a set X and H is a subgroup of F, then H 
is free abelian on a set Y where \Y\ < \X\. 

Proof. Le t X be well-ordered i n some fashion, say as { x j a < /?} where /? 
is an ord ina l number. Define Fa = < x y | y < a>: then F a + 1 = F a © < x a > and 
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Fp = F. W r i t i n g Ha for H n F a , we have f rom the Second Isomorphism 
Theorem 

Ha+1/Ha - {HnFa+1)FJFa < F a + 1 / F a ~ <x a>. 

Thus, either Ha = Ha+1 or Ha+1/Ha is infinite cyclic. We may therefore wri te 
i f a + 1 = i f a © O a > where ya may be 0. Clearly H is the direct sum of the 
<}/ a >'s and H is free on the set Y = {ya # 0|a < ft}. • 

The Projective Property of Free Abelian Groups 

There is a dual i ty between free abelian groups and divisible abelian groups 
the nature of which is best seen by means of what is k n o w n as the projective 
property. 

A n abelian group G is said to be projective if, given an epimorphism 
s: K -• H and a homomorph i sm a: G H, for some abelian groups H and 
K, there is a homomorph i sm /?: G X such that jSe = a, that is, the fo l low
ing d iagram commutes: 

H <—?— K 

/ 
a 

/ 
G 

Observe that project ivi ty is derived f rom inject ivi ty by reversing a l l arrows 
and replacing monomorphisms by epimorphisms. I n this sense the two prop
erties are du ' i l . 

I n 4.1.2 we were able to identify the groups w i t h the injective property. 
Let us do the same for groups w i t h the projective property. 

4.2.4 (MacLane) . An abelian group G is projective if and only if it is free 
abelian. 

Proof. Firs t suppose that G is free abelian on a subset X. Let s: H 
and a: G H be given homomorphisms w i t h s surjective. Given x i n X we 
can f ind kx i n K such that (kx)s = xa. Define a homomorph i sm ($: G K 
by means of xf$ = kx. Then (x)jSe = (kx)s = xa and jSe = a. Hence G is 
projective. 

Conversely, let G be projective. By 2.3.7 there is an epimorphism e: F - • G 
w i t h F free abelian. A p p l y i n g the projective proper ty to the diagram 

G <—?— F 

i 

G 
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we obta in a homomorph i sm /?: G F such that /te = 1. Then K e r /? = 0 
and G ~ I m /? < F. N o w apply 4.2.3 to conclude that G is free abelian. • 

D u a l to 4.1.6 is the already proven fact that every abelian group is an 
image of a free abelian group. D u a l to the direct summand proper ty of d i 
visible abelian groups is the fo l lowing . 

4.2.5. If G is an abelian group and i f is a subgroup such that G/H is free 
abelian, then G = f f © K for some subgroup K. 

Proof. Let F = G/H and denote the canonical homomorph i sm f rom G to F 
by a. Then, F being projective, there is a commutat ive diagram 

F < - ^ L _ G 

F 

w i t h p a homomorph i sm: thus Pa = 1. I f g e G, we have (g — (g)aP)a = 
(g)a — (g)a = 0, so g e K e r a + I m /?; hence G = K e r a + I m /?. Moreover 
Pa = 1 implies that K e r a n I m p = 0. Hence G = K e r a © I m P: o f course 
K e r a = i f . • 

Structure of Finite Abelian Groups 

The fo l lowing result, wh ich was the first significant structure theorem to be 
obtained i n the theory of groups, classifies a l l finite abelian groups. 

4.2.6 (Frobenius-St ickelbergert) . An abelian group G is finite if and only if 
it is a direct sum of finitely many cyclic groups with prime-power orders. 

The p r o o f is based on a lemma. 

4.2.7. Let G be an abelian p-group whose elements have bounded orders and 
let g be an element of maximal order in G. Then <#> is a direct summand of 
G. 

Proof. By Zorn 's Lemma there is a subgroup M which is max ima l subject 
to M n <#> = 0. I f G = M + <#>, then G = M © <#> and the p r o o f is com
plete. Assume, therefore, that G # M + <#> and let x be an element of m i n 
i m a l order i n G \ ( M + <#>). By choice of x we have px e M + <#> and 
thus px = y + Ig where y e M. Since g has max ima l order i n G—let us say 

t Ludwig Stickelberger (1850-1936). 
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pn—we have 0 = pnx = pn~1y + pn~xlg and pn~Hg e M n <#> = 0. Conse
quently, pn divides pn~H and p divides /. N o w write / = pj, so that p(x —jg) = 
y e M , while x — jg $ M since x M + <g>. F r o m the maximal i ty of M we 
k n o w that <x — j g , M > n <g> # 0, wh ich implies that there exist integers k 
and u and an element y' of M such that 0 ^ kg = u(x — jg) + y ' . Hence 
wx e M + Suppose that p|w; then, since p(x — jg) e M, i t follows that 
u(x — jg) e M and thus kg = 0. Hence (p, u) = 1. However px e M + <#>, so 
x e M + <#>, a contradic t ion. • 

Proof of 4.2.6. This is now easy. Suppose that G is finite. By 4.1.1 we can 
assume that G is a non t r iv i a l p-group. I f g is an element of m a x i m u m order 
i n G, then G = Gx® <#> by 4.2.7. But \ GX \ < |G| , so we can apply induct ion 
on the group order to G1 and obta in the result. The converse is obvious. 

• 

Structure of Finitely Generated Abelian Groups 

A n y group, commutat ive or noncommutat ive , w i t h the max ima l condi t ion 
on subgroups is finitely generated (3.1.6): for abelian groups the converse is 
true. 

4.2.8. An abelian group G satisfies the maximal condition if it is finitely 
generated. 

Proof Let G be generated by gl9..., gn. I f n = 1, then G is cyclic and Exer
cise 1.3.6 shows that every non t r iv i a l subgroup has finite index; i n this case 
G clearly has max. I f n > 1, the subgroup H = < K g 1 , h a s max by 
induc t ion on n, as does the cyclic group G/H. F ina l ly G has max by 3.1.7. 

• 
We note another result of an elementary character. 

4.2.9. A finitely generated abelian group G is finite if it is a torsion group. 

Proof. I f G = gn} and Gt = < ^ > , then G is the sum of the finite 
groups G 1 ? . . . , G n . Hence G is finite. • 

Nex t we shall prove an impor t an t theorem that completely classifies fi
nitely generated abelian groups. 

4.2.10. An abelian group G is finitely generated if and only if it is a direct 
sum of finitely many cyclic groups of infinite or prime-power orders. 

Proof. Let G be finitely generated. Firs t of a l l suppose that G is torsion-free 
and let G = < 0 l 9 . . . , gn}: we can of course assume that n > 1. Define H to 
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be the set of a l l x i n G such that nx e (gx} for some positive integer n. We 
speedily verify f f to be a subgroup: moreover i f ra # 0 and rax 6 f f , then 
nmx e for some n > 0, wh ich shows that x e f f and G/H is torsion-free. 
Since G / f f can be generated by the n — 1 elements g2 + i f , . . . , # n + i f , i n 
duc t ion on n shows G / f f to be a direct sum of infinite cyclic groups; thus 
G / f f is free abelian. A p p l y i n g 4.2.5, we can find a subgroup K such that 
G = f f © K where X is free abelian. N o w f f /<6f 1 > is certainly a tors ion 
group. Since G has max (4.2.8), we can say that f f is finitely generated and 
i t then follows f rom 4.2.9 that f f / ^ ) is finite. Consequently there is a 
positive integer ra such that m f f < and the mapp ing x i—• mx is a 
monomorph i sm x n m x f rom f f i n to <#!> . Hence f f is infinite cyclic and 
G = f f © X is free abelian. 

I n the general case let T be the torsion-subgroup of G. By the first par t of 
the p r o o f G/T is free abelian and 4.2.5 shows that G = F © T where F is 
free abelian of finite rank. N o w T is a finitely generated tors ion group, so i t 
is finite by 4.2.9 and we may apply 4.2.6 to T to obta in the result. • 

By 4.2.10 a finitely generated abelian group may be decomposed i n a 
direct sum of l0 infinite cyclic groups and l p i cyclic groups of order p 1 (where 
p is a pr ime and i = 1, 2 , . . . ) ; moreover the nonnegative integers, / 0 , l p i con
stitute a set of invariants of G which determine the group to w i t h i n iso
morphism. Perfect classification theorems of this type are, unfortunately, a 
ra r i ty i n group theory. 

Structure of Abelian Groups with the Minimal Condition 

N o t i n g that 4.2.10 describes the abelian groups w i t h max, we tu rn to abelian 
groups w i t h m i n . 

4.2.11 (Kuros) . An abelian group G satisfies the minimal condition if and only 
if it is a direct sum of finitely many quasicyclic groups and cyclic groups of 
prime-power order. 

Proof. Assume that G has m i n . Keeping i n m i n d that any group w i t h m i n is 
a tors ion group (Exercise 3.1.7), we wri te G as the direct sum of its p r imary 
components, and we observe that a l l bu t a finite number of these compo
nents are t r iv ia l . Thus we may suppose that G is a p-group. Also, i n view of 
4.1.4 and 4.1.5, we can take G to be a reduced group; the problem before us 
now is to show that G is finite. Let us suppose that G is infinite. Then on the 
basis of the m i n i m a l cond i t ion we can find a m i n i m a l infinite subgroup f f of 
G. I f f f = pH, then f f is divisible and hence f f = 0 by reducibi l i ty of G. 
Consequently, pH < f f and pH is finite, by m i n i m a l i t y of f f . N o w H/H[p~] 
~ pH by the First Isomorphism Theorem. Hence H/H[p~] is finite and f f [ p ] 
must be infinite. Bu t f f [ p ] is a direct sum of groups of order p and m i n 
forces i t to be finite. 
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Conversely a quasicyclic group has m i n because every proper subgroup 
is finite (Exercise 4.1.1). App l i ca t ion of 3.1.7 now shows that a direct sum of 
the prescribed type has m i n . • 

The decomposi t ion of G obtained i n 4.2.11 is unique i n the sense of 4.2.2: 
thus abelian groups w i t h m i n also have a simple set of invariants. 

EXERCISES 4.2 

1. I f G is a free abelian group on a set with n elements, prove that G cannot be 
generated by fewer than n elements. 

2. I f G is an abelian group, show that r(G) is finite if and only if max{d(#)} is 
finite where H ranges over the finitely generated subgroups of G. Prove that in 
this case case r(G) = max{d(#)}. [Note: d(H) is the minimum number of gener
ators of 

*3. I f G is a finitely generated abelian group, show that d(G) = r(G). Also d(G) = r0(G) 
if and only if G is torsion-free. 

*4. I f A and B are finitely generated abelian groups and B is torsion-free, show that 
d(A ®B) = d(A) + d(B). 

5. Prove that an abelian group has rank < 1 if and only if i t is isomorphic with a 
subgroup of Q or Q/Z. 

6. A group is torsion-free abelian of rank < r i f and only if it is isomorphic with a 
subgroup of a rational vector space of dimension r. 

*7. I f H is a subgroup of an abelian group G, prove that the following are valid: 
(i) r0(H) + r0(G/H) = r0(G); 

(ii) rp(H) + rp(G/H) > rp(G\ with inequality in general. 

*8. (Dieudonne).Let \i: A -> B be a monomorphism of abelian groups and let G be 
a torsion-free abelian group. Prove that fi^: A ® z G -> B ® z G is a monomor
phism where (a^g)^^ = (a[i)®g [Hint: Reduce first to the case where G is 
finitely generated and then to the case G = Z.] 

*9. An abelian group G is free if and only if i t has the following property: i f K is 
a subgroup of an abelian group H and H/K ~ G, then K is a direct summand 
ofH. 

10. I f G is finitely generated abelian group, every surjective endomorphism of G is 
an automorphism. 

11. I f G is an abelian group with min, every injective endomorphism of G is an 
automorphism. 

12. How many isomorphism types are there of abelian groups of order pnl 

13. I f G is a finite abelian group whose order is divisible by m, prove that G has a 
subgroup and a quotient group of order m. 

14. Let G and H be two finite abelian groups. I f for every integer m they contain 
the same number of elements of order m, then G ~ H. 

*15. Prove that a finitely generated abelian group is residually finite. 
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4.3. Pure Subgroups and p-Groups 

A very impor t an t no t i on i n the theory of abelian groups is that of pur i ty . A 
subgroup f f of an abelian group G is called pure i f 

nG nH = nH 

for a l l integers n > 0; i n words, f f is pure i f every element of f f that is divis i 
ble by n i n G is divisible by n i n f f . I f G is a p-group, i t is easy to see that f f 
is pure i n G i f and only i f pmG n f f = pmH for a l l positive integers ra. 

For example, i f f f is a direct summand of G and G = f f © K, then 
nG nH = (nH + n X ) nH = nH by the modula r law. Hence every direct 
summand of G is pure. I t may be helpful for the reader to t h i n k of a pure 
subgroup as a generalization of a direct summand. 

I f f f is a subgroup of G such that G / f f is torsion-free, then clearly f f is 
pure: i n par t icular the torsion-subgroup of G is pure. This is a source of 
pure subgroups that are usually no t direct summands. 

I f f f < K < G and K is pure i n G, then obviously K/H is pure i n G/ff . I f 
f f is pure i n G, the converse of this statement is true. 

4.3.1. Let f f < K < G where G is an abelian group. If f f is pure in G and 
K/H is pure in G/H, then K is pure in G. 

Proof. Let kenGnK and write k = ng where g e G. Then k + f f = n(# + f f ) , 
whence, by pu r i t y of K/H, we have k + H = n(k' + f f ) for some /c' i n X . 
Thus h = k — nk' e H. Since h = ng — nk' = n(g — k'), the pu r i t y of f f i n G 
yields h = nh' w i t h h' i n f f ; therefore k = nh' + nk' = n(h' + fc') 6 n X . This 
proves the result. • 

I n speaking of the height of an element i n an abelian p-group G we shall 
always mean the p-height. The elements of infinite height i n G are precisely 
the elements of the subgroup f]n=ij2f... PnG. 

4.3.2. Let G be an abelian p-group. If every element of order p has infinite 
height, then G is divisible. 

Proof. I f G is no t divisible, there exists an element g o f smallest order wh ich 
is no t divisible by p. Let \g\ = p m ; by hypothesis ra > 1. N o w pm~1g has 
order p and thus has infinite height. Hence we can certainly wri te pm~1g = 
pmg1 for some gx i n G. I t follows that pm~1(g — pgx) = 0 and g2 = g — pg1 

has order at most p m _ 1 . By m i n i m a l i t y of ra i t is possible to wri te g2 = pg3 

for some g3 i n G. Therefore g = g2 + pg1 = p(g3 + gx), i n cont rad ic t ion to 
our choice of g. • 

This result may be used to establish the existence o f pure cyclic sub
groups i n groups which are not divisible. 
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4.3.3. Let G be an abelian p-group which is not divisible. Then G has a non-
trivial pure cyclic subgroup. 

Proof. By 4.3.2 there is an element g o f G [ p ] w i t h finite height, say m. Then 
g = pmh w i t h he G, and g $ p m + 1 G . W e shall prove that </z> is pure i n G. 
Since G is a p-group, i t is sufficient to establish the equality p ' G n </z> = 
p\h} for a l l i > 0. Suppose that i is the smallest positive integer for which 
this fails to ho ld . 

I n the first place p I G n < / z > is contained i n p I _ 1 G n < / z > and hence i n 
pl~\h). I f m < i - 1, then \h\ = pm+1 < p 1*" 1 and p I _ 1 < / z > = 0; i n this case 
p ' G n </z> = 0 = p\hy. I t follows that m > i - \ . Then g = p m ~ , ' + 1 ( p , ' ~ 1 ' 0 , 
whence p I _ 1 / z plG. This implies that plG n </z> must be a proper subgroup 
of p I _ 1 < / z > . Hence plG n </z> < pl(h}, a contradic t ion. • 

Basic Subgroups 

Let G be an abelian tors ion group. A subgroup B is called a foosic subgroup 
i f i t is pure i n G, i t is a direct sum of cyclic groups, and G/B is divisible. 
Such subgroups play an impor t an t role i n the theory of abelian p-groups. 
O u r first task is to prove that they are always present. 

4.3.4 ( K u l i k o v ) . Every abelian torsion group G has a basic subgroup. 

Proof. I f Bp is a basic subgroup of the p-pr imary component of G, i t is easy 
to see that B = Dvp Bp is basic i n G. Therefore we may restrict ourselves to 
the case where G is a p-group. I n addi t ion , should G be divisible, 0 w i l l 
qualify as a basic subgroup. Hence we may suppose that G is not divisible. 

Let us call a nonempty subset X pure-independent i f i t is independent and 
< X > is pure. O n the basis of 4.3.3 we may be certain that pure-independent 
subsets exist. Clearly the un ion of a chain of pure-independent subsets is 
pure-independent. Thus Zorn 's L e m m a may be invoked to provide us w i t h 
a max ima l pure-independent subset X. Let B = < X > : i f we can establish 
that G/B is divisible, i t w i l l fo l low that B is basic. Assume therefore that this 
is no t the case. 

By 4.3.3 the group G/B has a non t r iv i a l pure cyclic subgroup + B}. I f 
pdg e B, then pdg epdGnB = pdB by pu r i t y of B. Hence pdg = pdb and 
pd(g — b) = 0 for some b i n B. Since (g — b) + B = g + B , i t follows that 
g' = g — b and g' + B have the same order. N o w put Y = X u {g'}. I f Y 
were dependent, there w o u l d exist a positive integer m such that 0 ^ mg' e 
B: bu t this conflicts w i t h the fact that the orders o f g' and g' + B are equal. 
F ina l ly B is pure i n G and + B} is pure i n G/B, whence B} = < 7 > 
is pure i n G by 4.3.1. However we have shown that Y is pure-independent, 
so X is no t maximal , our final contradic t ion. • 
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Structure of Bounded Abelian Groups 

A n addit ively wr i t t en group is called bounded i f its elements have boundedly 
finite orders: o f course mul t ip l ica t ive groups w i t h this proper ty are said to 
have finite exponent but this term is less appropriate i n the context o f addi
tive groups. 

The mere existence of basic subgroups is enough to settle the structure of 
bounded abelian groups. 

4.3.5 (Priifer, Baer). An abelian group G is bounded if and only if it is a direct 
sum of cyclic groups with boundedly finite orders. 

Proof. Let G be bounded and let B be a basic subgroup. Then G/B is b o t h 
divisible and bounded. But this can only mean that G = £ , a direct sum of 
cyclic groups. The converse is clear. • 

I n general an abelian tors ion group has many basic subgroups, bu t i t is a 
remarkable fact that they are al l isomorphic. 

4.3.6 ( K u l i k o v , Fuchs). If G is an abelian torsion group, then all basic sub
groups of G are isomorphic. 

Proof. As usual we may assume that G is a p-group. Let B be a basic sub
group of G. Then G = pnG + B for a l l n > 0, by d iv is ib i l i ty of G/B. Also 
pnGnB = pnB by pur i ty of B and thus G/pnG ~ B/pnB. N o w i f k < n, the 
set of cyclic direct summands of B w i t h order pk has cardinal i ty equal to 
that o f the set of corresponding summands i n B/pnB and hence i n some 
cyclic direct decomposition of G/pnG; by 4.2.2 this depends only on G. Hence 
any two basic subgroups are isomorphic. • 

An Example 

The fo l lowing example of a basic subgroup is fundamental i n the theory of 
uncountable abelian p-groups. 

Let p be a pr ime and let H be the cartesian sum of cyclic groups Gl9 G 2 , 
. . . o f orders p, p 2 , p 3 , . . . . O f course H is an abelian group and its tors ion-
subgroup G consists o f a l l sequences ( x 2 , x 2 , . . . ) where xt e Gj and the or
ders \xt\ are bounded. Also G is a p-group. The direct sum B o f the Gi9 

consisting of a l l restricted sequences (xl9 x 2 , . . . ) w i t h xt = 0 for almost a l l i9 

is p la inly a subgroup of G. 

4.3.7. B is a basic subgroup of G. 
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Proof. Na tu ra l l y B is a direct sum of cyclic groups. I f x e pmG n B9 then x = 
pm(xl9 x 2 , . . . ) = ( j ^ , . . . , y f c , 0, 0 , . . . ) , for some xi9 yt i n Gt and k > 0. Hence 
yt = pmxt and x = (pmxl9 . . . , p m x f e , 0 , . . . ) = p m ( x 1 ? x 2 , . . . , xk9 0 , . . . ) e pmB. 
Thus B is pure i n G. Nex t let x = (xl9 x 2 , . . . ) i n G have order pm; then 
p m X j = 0 and i f i > m9 we have xt e p G t since | G f | = p\ Hence xeB + pG 
and G/B = p(G/B)9 wh ich implies that G/B is divisible. • 

The group G is an example of a torsion-complete p-group9 the torsion-
subgroup of a cartesian sum of groups Bl9 B29... where Bn is a direct sum of 
cyclic groups of order pn. I t is a fact that every abelian p-group wi thou t 
nonzero elements of infinite height is i somorphic w i t h a pure subgroup of a 
torsion-complete p-group (see Exercise 4.3.11). 

We ment ion i n passing an impor t an t theorem of Szele|: a basic subgroup 
of an abelian torsion group is an endomorphic image: for a p roo f see [ b 2 4 ] . 

Pure Bounded Subgroups 

I t has been remarked that a pure subgroup is a generalization of a direct 
summand. I t is an impor t an t fact that for bounded subgroups these con
cepts are identical. 

4.3.8. A pure bounded subgroup H of an abelian group G is a direct summand. 

Proof. Suppose that nH = 0. Let K = H + nG and consider the group G = 
G/K. We deduce f rom 4.3.5 that G is a direct sum of cyclic groups, say 
< x A + K}9 X G A . I f x A + K has order nk9 then nkxk = hk + ngk where hke H 
and gk e G. N o w nk divides n; hence hk = nk(xk — (n/nk)gk) enkGnH = nkH9 

by pu r i ty o f H. I t is therefore possible to wri te hk = nkhk w i t h hk i n H. Set
t ing yk = x k - hk9 we have nkyk = nkxk - h k = ngk. Also yk + K = xk + K. 

Define L to be the subgroup generated by nG and the yk9 X e A. O u r a im 
is to prove that G = H ® L . I f x = £ A mkyk - f ng e i f , then £ A m A ( x A + K ) = 
Z A mA(.yA + K) = 0Q9 wh ich implies that nk divides mk by independence o f 
the x A + X . But we saw that nkyk = ngk; thus x = £ A mkyk + ng enGnH = 
nH = 0. Hence HnL = 0. 

Final ly, i f g e G and gr + K = £ A / A ( j / A + K)9 one has gr - £ A / A j / A e K and 
thus g - X A ' A ^ A = + w 0 i where h e H9 gx e G. Therefore 

g = h + ng1+YJ hy^ 
A 

which belongs to f f + L . Hence G = H ® L . • 

A n impor t an t appl icat ion o f 4.3.8 is to the question: W h e n is the torsion-
subgroup a direct summand? 

t Tibor Szele (1918-1955). 
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4.3.9. Let T be the torsion-subgroup of an abelian group G. If T is the direct sum 
of a divisible group and a bounded group, then T is a direct summand of G. 

This follows easily f rom 4.1.3 and 4.3.8. Let us pause to show that the 
torsion-subgroup is no t always a direct summand. 

4.3.10. If C is the cartesian sum of cyclic groups of orders p, p2, p3,..., the 
torsion-subgroup T is not a direct summand of C. 

Proof. Le t C = C r i = 1 2 <x £ > where \xt\ = pl. Denote by y the element of 
C whose nonzero components are px2, p 2 x 4 , p 4 x 8 etc. Then y $ T and y e 
pnC + T for a l l n. Therefore y + T is a nonzero element o f infinite p-height 
i n C/T. Since C has no such elements, T cannot be a direct summand of C. 

• 
A second impor t an t appl icat ion of 4.3.8 pertains to the decomposabil i ty 

of abelian groups. 

4.3.11. If G is an abelian group which is not torsion-free, it has a nontrivial 
direct summand which is either cyclic or quasicyclic. 

Proof. Le t T be the torsion-subgroup of G. I f T is divisible, i t is a direct 
summand and G has a quasicyclic direct summand. I f T is no t divisible, i t 
has a non t r iv i a l pure cyclic subgroup by 4.3.3: applying 4.3.8 we conclude 
that this is a direct summand of G since i t is clearly pure i n G. • 

This has the immediate effect o f determining al l indecomposable abelian 
tors ion groups. 

4.3.12. An indecomposable abelian group which is not torsion-free is either a 
cyclic p-group or a quasicyclic group. 

O n the basis o f 4.3.11 we can also describe the structure o f abelian p-
groups which have finite p-rank. 

4.3.13. An abelian p-group G has finite p-rank if and only if it is a direct sum 
of finitely many cyclic and quasicyclic groups. 

Proof. I f G ^ 0 and rp(G) < oo, then G has by 4.3.11 a decomposi t ion G = 
G1® G2 where Gx is either non t r iv i a l cyclic or quasicyclic. Since rp(G) = 
r p ( G 2 ) + 1, we can apply induc t ion on the rank to G 2 and obta in the result 
required. • 

O n the basis of 4.3.13 and 4.2.11 we conclude that for an abelian p-group, 
to have finite rank is equivalent to the minimal condition. 
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Direct Sums of Cyclic p-Groups—Kulikov's Criterion 

W h e n is an abelian p-group G a direct sum of cyclic groups? I t is not hard 
to f ind a necessary condi t ion: G should have no nonzero elements of infinite 
height because f ) n = l i 2 , . . . PnD = 0 f ° r a n v direct sum D o f cyclic p-groups. 

However this cond i t ion by itself does not guarantee that G is a direct 
sum of cyclic groups. Indeed i n 4.3.7 we saw an uncountable abelian p-
group G w i t h o u t nonzero elements o f infinite height which has a countable 
basic subgroup B. Such a group could no t be a direct sum of cyclic groups: 
otherwise G w o u l d itself be basic and thus G ~ B by 4.3.6. 

K u l i k o v has shown how to strengthen the condi t ion to make i t sufficient. 

4.3.14 ( K u l i k o v ) . An abelian p-group G is a direct sum of cyclic groups if and 
only if there is an ascending chain of subgroups Gx < G2 < • • * < Gn < • • • 
whose union is G such that the height of a nonzero element of Gn cannot 
exceed some positive integer k(n). 

Proof. I f G is a direct sum of cyclic groups, define Gn to be the subgroup 
generated by al l summands o f order at most p n . Clearly no nonzero element 
of Gn can have height greater than n — 1. Hence the Gn's fo rm a chain o f the 
type i n question. 

Conversely let us assume that G has a chain { G n } w i t h the properties 
specified. N o w there is no th ing to be lost i n t ak ing k(n) to be n — 1: for we 
may add a finite number o f 0's at the beginning o f the chain, repeat any Gn a 
finite number o f times and relabel the resulting chain. O u r chain w i l l now 
have the convenient property pnG n Gn = 0 for n = 1 , 2 , . . . . 

Consider the set S of a l l chains {Hn} such that Gn < Hn and pnG nHn = 0 
for a l l n. Let S be par t ia l ly ordered according to rule {Hn} < {Kn} i f and 
only i f Hn < Kn for a l l n. We easily verify that Zorn 's Lemma is applicable 
and we use this to select a max ima l element of S, say {Hn}. 

Choose a basis Sn for the group pn~1G c\Hn\_p~]. Since pnG c\Hn[p~] = 0, 
the sets Sl9 S29... are disjoint, and also their un ion S is independent. I f s e S, 
wri te s = ph(s)g(s) where h(s) is the height o f 5 and g(s) e G. N o w consider the 
set {g(s)\s e S}. Suppose that this is dependent and £ s ms9(s) = 0 where no t 
every msg(s) is 0. There is a term i n this sum w i t h maximal order, say ms>g(s') 
w i t h order pd. Since S is independent, d > 1. Bu t YjsmsPdl9(s) = 0 a n d 
mspd~1g(s) e <s>: hence mspd~1g(s) = 0 for a l l s and \ms,g(s')\ < pd. By this 
cont radic t ion the set o f al l #(s) is independent. We shall complete the p roof 
by showing that G = T where T = (g(s)\s e S>. 

As a first step let us prove that G [ p ] < T. Should this be false, there is a 
least r for which i f r [ p ] ^ T since G r [ p ] < i f r [ p ] . Moreover r > 1 because 
S1 generates / ^ [ p ] . Choose g i n Hr[p~]\T; then g i f r _ ! by min ima l i t y of r. 
N o w p r _ 1 G n <̂ f, 7̂  0; otherwise we could replace H,^ by if r_i>, 
thereby contradic t ing the max imal i ty o f the chain {Hn} i n S. Consequently 
<0> n ( p r - 1 G + # r - i ) ^ 0; since \g\ = p, this means that g e pr~xG + Hr_1. 
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We can now wri te g = g1 + h where ^ e p r 1G and heHr_1. Then 
gx = g — h £ pr~1G n Hr9 so pgx e prG n Hr = 0, wh ich shows that 

g1epr-1GnHr[p-] = (Sr}<T. 

Also ph = p(g — gx) = 0 and thus h e Hr_1 [ p ] . M i n i m a l i t y o f r yields /z e T 
and g G T9 a contradict ion. 

F o r the final step we suppose that g is an element of m i n i m a l order i n 
G\T. By the previous paragraph \g\ = pn+1 for some n > 0 and png e T [ p ] ; 
thus we can write png = m1s1 + • • • + mfcsfc w i th sf i n S since S generates T [ p ] . 
Let these sf be so ordered that s l 5 . . . , Sj belong to S n + 1 u Sn+2 u • • • and s j + l 9 

...9sk belong to S1 u • • • u Sn: here j satisfies 0 < j < k. I f i < j 9 then m^^ = 
pnat where a£ e <#(s f)> < T. Hence 

P n ( ^ - ^1 - - aj) = Mj+iSj+i + '•' + mksk. 

But s j + l 9 . . . 9 s k belong to i f n [ p ] and this intersects pnG i n 0. Therefore 
pn(g — ax — • • • — Oy) = 0 and gf — a x — • • • — a} e T by min ima l i t y o f \g\. F i 
nal ly g e T because ate T. • 

K u l i k o v ' s cr i ter ion has several interesting applications. 

4.3.15 (Priifer). A countable abelian p-group G is a direct sum of cyclic groups 
if and only if it contains no nontrivial elements of infinite height. 

Proof. O n l y the sufficiency o f the cond i t ion is i n question; assume that G 
has no nonzero elements o f infinite height. Since G is countable, its elements 
may be wr i t t en gn,n= 1, 2 , . . . . Then Gn = (gl9 ...9gn}is finite and { G n } is 
a chain o f subgroups w i t h un ion equal to G. Since Gn is finite, its non zero 
elements have boundedly finite heights. N o w 4.3.14 gives the result at once. 

• 
I t is impor tan t to realize that a reduced countable abelian p-group may 

have nonzero elements of infinite height. A n example is the group w i t h gen
erators x l 9 x 2 9 . . . and relations 

plXi+1 = Xl9 p x x = 0 , Xt + Xj = Xj + x t 

(see Exercise 4.3.7). 

Subgroups of a Direct Sum of Cyclic Groups 

4.3.16 ( K u l i k o v ) . If G is a direct sum of cyclic groups, every subgroup of G is 
likewise a direct sum of cyclic groups. 

Proof. Let H < G. Suppose first that G is a p-group. By 4.3.14 there is an 
ascending chain o f subgroups { G n } such that G = ( J N Gn and nonzero ele-
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ments o f Gn have boundedly finite heights. Put Hn = H n G n : then {Hn} is a 
chain i n H w i t h the same properties as { G n } . Hence H is a direct sum of 
cyclic groups by 4.3.14 again. 

I n the general case denote the torsion-subgroup of G by T and let Gp be 
the p-pr imary component of G. Clearly G/T is a direct sum of infinite cyclic 
groups, that is, i t is free abelian. By 4.2.3 the group H/H n T is free abelian. 
A p p l y i n g 4.2.5 we wri te H = (H n T ) © K where K is free abelian. F ina l ly T 
is the direct sum of the G p 's, and H n T is clearly the direct sum of the 
H n G p 's. But Gp is the direct sum of those summands of G that are p-groups. 
Hence H n Gp is a direct sum of cyclic groups by the first paragraph. The 
theorem now follows. • 

I t w o u l d be a p i ty to qu i t the theory of abelian p-groups w i thou t at least 
ment ion ing Ulm's theorem. This remarkable result does no less than char
acterize countable reduced abelian p-groups i n terms o f the cardinalities o f 
certain factors, the so-called Ulm-Kaplansky invariants. T w o groups are iso
morphic precisely when they have identical invariants. Space forbids our 
presenting this theory here, but the accounts i n [ b 3 7 ] and [ b 2 5 ] are warmly 
recommended to the interested reader. 

EXERCISES 4.3 

1. I f FT is pure in K and K is pure in G, then H is pure in G. 

2. In a torsion-free abelian group the intersection of a family of pure subgroups is 
pure. However in a finite abelian group this need not be true. 

3. The pure subgroups of a divisible abelian group are just the direct summands. 

4. An abelian p-group is divisible i f and only if i t contains no nontrivial pure cyclic 
subgroups. 

*5. An abelian p-group has finitely many elements of each order i f and only if satis
fies min. Use this to characterize abelian groups which have only finitely many 
elements of each order (including oo). 

6. Every abelian p-group is an image of some direct sum of cyclic p-groups. 

7. Let G be generated by x l 9 x2,. •. subject to defining relations px1 = 0, plxi+1 = 
x1 and xt + Xj = Xj + xt. Prove that G is a countable reduced abelian p-group 
containing a nonzero element of infinite height. 

8. An abelian p-group has a bounded basic subgroup if and only if it is the direct 
sum of a divisible group and a bounded group. 

*9. Let G be an abelian group such that rp(G) < oo if p = 0 or a prime. 
(a) I f H < G, show that rp(G/H) < r 0 (G) + rp(G) for all p > 0. 
(b) Prove that G/nG is finite for all n > 0. 

10. I f G is an abelian group such that Aut G is finite, prove that G has finite torsion-
subgroup. I f End G is finite, prove that G is finite. 



114 4. Abelian Groups 

11. Let G be an abelian p-group with no nontrivial elements of infinite height. Let B 
be basic in G and write B = B1 0 B2 0 • • • where Bi is a direct sum of cyclic 
groups of order p\ Define Cn to be the subgroup generated by pnG and Bn+1, 
Bn+2i 
(a) I f g e G, prove that there exist elements bt e B{ such that 

g = /?! + ••• + b„ mod C„ for all n > 1. 

(b) Prove that the mapping 0: gr i—• (fc l9 fr2,...) is a well-defined monomorphism 
from G to the torsion-subgroup B of C r I = 1 2 t m „ B t . 

(c) Show that G 0 is pure in B. 

12. I f G and B are as in Exercise 4.3.11, prove that |G| < \B\*°. 

13. Let G = <*!> 0 <x 2 > 0 • • • where \xt\ = p"1 and n x < n 2 < • • •. Let B be the sub
group generated by all xt = xt — ptti+1~ttixi+1. Prove that B is basic in G and 
x1 B, so B # G. 

14. (Kulikov) Prove that an abelian torsion group has a unique basic subgroup if 
and only if it is divisible or bounded. [Hint: Let B be the unique basic subgroup 
of the p-group G. Write B = <x> 0 B1 and show that G = <x> 0 G1 for some 
G x . I f ae Gi and |a| < |x|, prove that the assignments x n x a and gfx i—• gl9 

(g1 e GJ , determine an automorphism of G. Deduce that a e B.] 

15. (V. Walter). Prove that an abelian group G has no quasicyclic quotients i f and 
only if there is a finitely generated subgroup H such that G/H is a direct sum of 
bounded p-groups for various primes p. [Hint: Assume that G has no quasicyclic 
quotients and show that G cannot have a free abelian subgroup with infinite 
rank. Reduce to the case where G is a torsion group and apply 4.3.4]. 

16. Let A and B be abelian torsion groups. Prove that A ® Z B is a direct sum of 
finite cyclic groups. [Hint: Use basic subgroups]. 

4.4. Torsion-Free Groups 
Torsion-free abelian groups are much harder to deal w i t h than abelian p-
groups and, except i n the case o f groups of rank 1, no really satisfactory 
classification exists. | Since a torsion-free abelian group can be embedded i n 
a torsion-free divisible abelian group (Exercise 4.2.6), that is, i n a ra t ional 
vector space, i n treat ing torsion-free abelian groups we are really w o r k i n g 
w i t h additive subgroups o f ra t iona l vector spaces. 

Height and Type 

The concept o f height provides an impor t an t way of dist inguishing between 
elements i n torsion-free abelian groups. I n the ensuing discussion we shall 
suppose that pl9 p 2 , . . . is the sequence of primes writ ten i n their natural order. 

t For a description of torsion-free abelian groups in terms of matrices see [b25]. 
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I f g is an element o f an abelian group G, the height vector o f g is h(g) = 
(hl9 h29...) where ht is the p r h e i g h t o f g i n G. Each ht is therefore oo or a 
nonnegative integer. A n y vector h w i t h components of this sort w i l l be called 
a height w i t h o u t reference to a par t icular abelian group. 

The set o f a l l heights may be par t ia l ly ordered by defining h < h' to mean 
that ht < h[ for a l l i\ here the symbol oo is subject to the usual rules. Thus 
0 = (0, 0 , . . . ) is the unique m i n i m u m height and oo = (oo, o o , . . . ) the unique 
m a x i m u m height. 

I f g is a group element w i t h p-height h9 then pg has p-height h + 1. Thus 
i f the p-height o f an element g o f G is increased for finitely many primes p, 
the resulting height w i l l be that of a mul t ip le of g. This migh t suggest that 
such heights be regarded as equivalent. 

Accordingly two heights h and h' w i l l be called equivalent i f h{ = h[ for 
almost a l l i and ht = h[ whenever ht or h[ is infinite. One readily verifies that 
this is an equivalence relat ion on the set o f heights. The equivalence classes 
are termed types. The type of a group element g is defined to be the type of 
its height vector: this w i l l be denoted by 

t(flf). 

The set o f a l l types can also be par t ia l ly ordered: we define t < t' to mean 
that h < h' where h and h' are some heights belonging to the types t and t' 
respectively. I t is easy to check the axioms for a par t ia l order. Clearly there 
is a unique m i n i m u m and a unique m a x i m u m type. 

Torsion-Free Groups of Rank 1 

Let us see how the concept o f type may be applied to torsion-free groups of 
rank 1: note that such groups are essentially subgroups of Q. 

Suppose that G is a torsion-free abelian group of rank < 1 and let gl9 g2 

be two nonzero elements of G. Then <gr1 > n < # 2 > 0 since {gl9 g2} must 
be dependent. Thus 0 ^ m1g1 = m2g2 for certain integers mt. I t follows f rom 
the defini t ion that h(gx) and h(g2) are equivalent and hence that t(gf 1) = 
t(g2). Thus al l nonzero elements of G have the same type, which is referred 
to as the type of G, i n symbols t(G). 

4.4.1 (Baer). Two torsion-free abelian groups of rank < 1 are isomorphic if 
and only if they have the same type. Moreover every type is the type of some 
torsion-free abelian group of rank 0 or 1. 

Proof. Suppose that G and H are t w o torsion-free abelian groups of rank 1 
w i t h the same type. Let O ^ a e G and 0 # b e H: then h(a) = (kl9 k29...) 
and h(b) = (ll9l29...) belong to the same type. The height vectors differ i n 
only finitely many components, say at nl9 n 2 9 . . . , ns. Let us wri te k(i) = kn. 
and l(i) = /„.; then k(i) and l(i) are unequal integers and we can wri te 
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a = p * 1 ) • • • P £ V and b = p ^ 1 } • • • p™b' for some a' i n G and V i n i f . N o w 
h(a') = h(fo'); consequently the equat ion mx = na' has a solut ion for x i n 
G i f and only i f my = nb' has a solution for y i n i f . Moreover these equations 
have a unique solut ion for given m and n i f they have any solut ion. The 
assignment x i—• y is a bijection f rom G to i f since every element of G or i f 
is realized as a solut ion o f some such equation. This bi ject ion is easily seen 
to be a homomorph i sm, so G ~ i f . 

F ina l ly let t be any type and let h = (hl9 h29 • • . ) be any height i n t. Define 
G to be the subgroup o f Q generated by the ra t iona l numbers 1/p/, i = 1, 2, 
..., j = 0, 1 , . . . , ht. Clearly 1 has height h i n G, so t(G) = t ( l ) = t and our 
theorem is proven. • 

For example Z has the type of (0, 0 , . . . ) and Q has the type of (oo, oo , . . . ) . 
The group of al l dyadic rationals m2 n , (m, n e Z), has the type of (oo, 0, 0 , . . . ) . 
I t is clear that the set o f i somorphism classes of torsion-free abelian groups 
of rank 1 has the cardinal i ty 2^° . 

Indecomposable Torsion-Free Abelian Groups 

Whereas an indecomposable abelian tors ion group is either cyclic or qua
sicyclic (4.3.12), i t is a measure o f the difficulty o f the theory o f torsion-free 
abelian groups that indecomposable groups can have rank greater than 1. 
I n fact such examples are relatively common. 

4.4.2. There exist indecomposable torsion-free abelian groups of rank 2 which 
have exactly two automorphisms. 

Proof. Le t V be a ra t ional vector space of dimension 2 and let {u9 v} be a 
basis for V. Choose three distinct primes p, q9 r and define G to be the sub
group of V generated by al l elements o f the fo rm 

p m w, qmv, rm(u + v\ 

where m assumes al l integral values. Certainly G is a torsion-free abelian 
group of rank 2. 

O u r first object is to show that the only elements w i t h infinite p-height i n 
G are ra t ional mult iples o f u. T o this end suppose that 

g = iplu + jqmv + krn(u + v) 

has infinite p-height: here i9j9 /c, /, m, n are integers. F o r any positive integer 
t there is a g i n G such that g = plg\ wri te g i n the fo rm 

iplu + jqmv + krn(u + v). 

Since u and v are independent, the coefficients o f v i n g and plg are equal; 
thus jqm + krn = p\]q™ + krn). Hence the ra t ional number ( j q m + krn)p~l 
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involves no positive power o f p i n its denominator , no matter how large t is. 
This can only mean that jqm + krn = 0, so that g = (ipl + krn)u as claimed. 
I n a similar way one proves that elements o f infinite q- or r-height are ra t io
nal mult iples o f v or u + v respectively. 

The in fo rmat ion jus t obtained can be used to identify the automorphisms 
of G. I f a G A u t G, then u and uoc have the same p-height; therefore ua = du 
where d is ra t ional . F o r similar reasons m = ev and (u + v)a = / ( M + v) w i t h 
e and / ra t ional . Bu t (u + r)a = wa + ra, so d = e = f and hence xoc = dx 
for a l l x i n G. Since du and di; have to belong to G, inspection o f the genera
tors of G reveals that d is an integer. Also a" 1 exists, so d = ± 1 . The map
p ing x i—• — x is an au tomorphism a o f G; therefore A u t G has order 2, 
being generated by this a. 

Final ly , suppose G = H ®K where f f ^ 0 and K ^ 0. The assignments 
/IK — h9k\-^k9(heH9keK)9 determine a non t r iv i a l au tomorphism of G 
that does no t equal a. By this cont radic t ion G is indecomposable. • 

I t should be apparent to the reader that by increasing the number of 
primes i n the preceding example indecomposable torsion-free abelian groups 
of a l l countable ranks may be constructed. 

Pontryagin's Criterion for Freeness 

I n certain contexts the fo l lowing cr i ter ion is useful. 

4.4.3 (Pontryagin). Let G be a countable torsion-free abelian group. Then G is 
free abelian if and only if every subgroup with finite rank is free abelian. 

Proof. Necessity of the condi t ion follows f rom 4.2.3. Assume that G is not 
free abelian but that every subgroup of finite rank is. Let {gl9 g29...} be a 
countable set of generators o f G and define Gx to consist o f a l l x i n G such 
that mx e > for some m > 0. Clearly Gx has rank 1, so i t is infinite cyclic 
by hypothesis. N o w G/Gx is torsion-free and countable. Moreover its sub
groups of finite rank are free abelian: for i f H/G1 is such a subgroup, f f has 
finite rank and is therefore free abelian and finitely generated; thus H/G1 is 
free abelian, being finitely generated and torsion-free. Consequently, G/G1 

inherits the hypothesis on G. 
I n the same way define G2/G1 to consist of al l x + G1 such that m(x + G J 

e (.02 + ^ l ) for some positive m. Then G2/G1 is infinite cyclic and G / G 2 i n 
herits the hypothesis on G. Con t inu ing i n this manner we construct a count
able ascending chain of subgroups G x < G 2 < • • • w i t h un ion G such that 
Gi+1/Gt is infinite cyclic. N o w wri te Gi+1 = Gx © < x i + 1 > . Then i t is evident 
that x l 9 x 2 9 . . . generate G and that these elements fo rm an independent set. 
Hence G is a free abelian group on {xl9 x29...}. • 
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Thus i f a countable torsion-free abelian group is no t free abelian, the 
t rouble must already occur i n a subgroup of finite rank. The same cannot 
be said of uncountable groups, as we shall soon see. 

Cartesian Sums of Infinite Cyclic Groups 

Cartesian sums of torsion-free abelian groups of rank 1 fo rm an interesting 
class of groups sometimes called vector groups. Fo r s implici ty we shall dis
cuss only cartesian sums of infinite cyclic groups. Such groups are no t free 
abelian but they come rather close to having this property. 

4.4.4 (Specker). Let G be a cartesian sum of infinitely many infinite cyclic 
groups. Then G is not expressible as a direct sum of indecomposable groups. 
In particular G is not free abelian. 

Proof. Le t G = C r A e A Xk where Xk is infinite cyclic and A is infinite. Sup
pose that G = D r l e / G, where Gt is indecomposable and non t r iv ia l . I f Kk 

denotes the kernel of the natura l project ion G -+Xk9 then f]k Kk = 0 and 
G/Kk is infinite cyclic. Hence Gt ^ Kk for some X and G^/(Gj n Kk) is infinite 
cyclic, whence Gt n Kk is a direct summand of the indecomposable group 
Gj. Thus G t n Kk = 0 and Gt is infinite cyclic. Consequently G is free abelian: 
we must show this to be impossible. By 4.2.3 subgroups of G are also free 
abelian, so we can replace A by a countably infinite subset. Henceforth as
sume that A is countable, equal to { 1 , 2 , . . . } say: note that G is uncountable 
while D = D r I = 1 2 Xt is countable. 

Let H be the subgroup consisting of a l l h i n G such that for each positive 
integer i almost a l l the components of h are divisible by 2 \ I f h e H9 then 
we can find an element d o f D such that h — d e 2H. Hence H < D + 2H 
and \H: 2H\ <\D\9 wh ich is countable. Since H is free abelian, i t is count
able. Bu t this is incorrect since H has an uncountable subgroup, namely 
C r i = 1 , 2 , . . . 2 % , • 

We show next that the group G has the remarkable proper ty that each of 
its countable subgroups is free abelian. This w i l l be an easy consequence of 
the fo l lowing result. 

4.4.5 (Specker). Let G be a cartesian sum of infinite cyclic groups. Then every 
finite subset of G is contained in a finitely generated direct summand of G 
whose direct complement is also a cartesian sum of infinite cyclic groups. 

Proof. Le t G = CrksAXk where Xk = Z , and let {g(1\ g(n)} be a finite 
subset of G. The theorem w i l l be proved by induc t ion on n. Consider first 
the case n = 1 and let g(1) ^ 0 . Define k to be the smallest absolute value of 
a non-zero component o f ^r ( 1 ). I f k = 1, then gk

1] = ± 1 for some k i n this 
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case i f Kk is the kernel of the project ion G G A , then plainly G = < g ( 1 ) > © 
Kk; o f course Kk ~ C r ^ X^. N o w let k > 1. 

W r i t e ^ (

A

1 } i n the fo rm /cgA + r A where g A , r A are integers and 0 < r A < /c, 
and define elements x,y of G by the rules x A = qk and y A = r A . Thus = 
/cx + y. N o w gr^ = ± k for some A 0 i n A; then qko = ±1 and r A o = 0, so 
that \xko\ = 1. The argument of the first paragraph shows that G = <x> © 
Kko. N o w y G Kko because r A o = 0, and clearly the smallest \yk\ is less than /c. 
Hence induc t ion on k gives K A o = L © M where L is finitely generated and 
contains y and M is a cartesian sum of infinite cyclic groups. Thus g(1) = 
kx + y e <x> © L and G = <x> © L © M . 

N o w let n > 1 and assume that g a \ ..., gin~1] are contained i n a finitely 
generated subgroup G t and that G = Gx ® G2 where G 2 is a cartesian sum 
of infinite cyclic groups. W r i t e g(n) = x + y w i t h x e G t and y e G 2 . Then y 
belongs to a finitely generated subgroup G 3 such that G 2 = G 3 © G 4 and G 4 

is a cartesian sum of infinite cyclic groups. F ina l ly G = Gx® G3® G4 and 
al l the g(i) belong to G1 ® G 3 . • 

4.4.6 (Specker). 7/ G is a cartesian sum of infinite cyclic groups, every count
able subgroup of G is free abelian. 

Proof Le t H be a countable subgroup which is no t free. By 4.4.3 there exists 
a subgroup K o f H w i t h finite rank which is no t free. Le t S be a maximal 
independent subset of K. Then S is finite and thus lies i n a finitely generated 
direct summand D o f G, by 4.4.5. I f k e K, then mk e <S> < D for some 
m > 0. Bu t G/D is torsion-free, so k e D and K < D. N o w D is free abelian, 
being finitely generated (4.2.10), so K is free abelian, a contradict ion. • 

T a k i n g 4.4.4 and 4.4.6 together we see that Pontryagin's cr i ter ion is no t 
va l id for uncountable groups. 

EXERCISES 4.4 

* 1 . (a) I f G and H are torsion-free abelian groups of rank 1, show that G is isomor
phic with a subgroup of H if and only if t(G) < t(H). 

(b) Prove that i f G is isomorphic with a subgroup of H and H is isomorphic 
with a subgroup of G, then G ~ H (where G and H are as in (a)). 

2. Show that the conclusion of Exercise 4.4.1 (b) is not valid for torsion-free abelian 
groups of rank 2. [Hint: let A and B be the additive groups of all m3n and m5M, 
(m, e Z), respectively. Consider G = i © B and H = (a + b, 2G> where a e 
^ \ 2 ^ and b e B\2B.2 

3. I f G is a torsion-free abelian group of rank 1, describe Aut G and End G in terms 
of the type of G. When is Aut G finite? 

4. Show that there exist 2 K ° torsion-free abelian groups of rank 1, say {Gk\X e A } , 
such that Hom(G A , GM) = 0 if A # 
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5. Find torsion-free abelian groups whose automorphism groups are elementary 
abelian 2-groups of cardinality 2 K ° and 2 2* 0 respectively. 

6. Construct an indecomposable torsion-free abelian group of rank r for each count
able r. 

*7. A group is called a minimax group if i t has a series of finite length whose factors 
satisfy max or min. 
(a) Prove that an abelian group G is a minimax group if and only if it has a 

finitely generated subgroup H such that G/H has min. 
(b) Show that the torsion-subgroup of an abelian minimax group has min and is 

a direct summand. 
(c) Let G be a torsion-free abelian minimax group. Prove that G has a finitely 

generated free abelian subgroup H such that G/H is a divisible group with 
min. I f K is another such subgroup, prove that H ~ K and G/H ^ G/K. 

(d) Characterize subgroups of Q that are minimax groups: hence characterize 
torsion-free abelian minimax groups. 

8. (Sasiada). Let G be a countable reduced torsion-free abelian group and let C be 
a cartesian sum of countably many infinite cyclic groups. I f a: C -> G is a homo
morphism, prove that atcc = 0 for almost all i where at is the element of C whose 
i th component is 1 and other components are 0. [Hint: Assume that a fa # 0 for 
all i. Find a sequence of integers 1 = n1 < n2 < ••• such that (n^a^a ni+1G. 
Now argue that there is an h = ( / i l 9 h2,...) # 0 in C such that ha = 0 and = 
0 or ±n f ! . Let m be the smallest integer such that hm ^ 0 and write hmam = 
/ i — (0, 0 , . . . , 0, hm+1,...).] Remark: Groups with the property just established 
for G are called slender groups. 

9. (Los). Let C and G be as in Exercise 4.4.8. Let D be the direct sum of the infinite 
cyclic groups. 
(a) I f a: C G is a homomorphism that vanishes on D, prove that a = 0. 
(b) Prove that C/D does not have G as a homomorphic image if G # 1. 
[Hint : To prove (a) suppose that xa ^ 0 where x = ( m l 9 m 2 , . . . ) . Define a homo
morphism /?: D C by the rule af/? = (0, 0 , . . . , 0, m i 9 mi+1,...). Prove that af/fa # 
0.] 



CHAPTER 5 

Soluble and Nilpotent Groups 

I n this chapter we shall study classes o f groups which can be constructed 
f rom abelian groups by repeatedly fo rming extensions, the process by which 
finite groups are bu i l t up f rom simple groups. 

5.1. Abelian and Central Series 

Definition. A group G is said to be soluble (or solvable) i f i t has an abelian 
series, by which we mean a series 1 = G 0 o Gx o • - o Gn = G i n which each 
factor Gi+1/Gt is abelian. 

Na tu ra l l y every abelian group is soluble. The first example of a non
abelian soluble group is the symmetric group S3. 

Definitions. I f G is a soluble group, the length of a shortest abelian series i n 
G is called the derived length o f G. Thus G has derived length 0 i f and only i f 
i t has order 1. Also the groups w i t h derived length at most 1 are jus t the 
abelian groups. A soluble group w i t h derived length at most 2 is said to be 
metabelian. 

We record next some of the most elementary properties of soluble groups. 

5.1.1. The class of soluble groups is closed with respect to the formation of 
subgroups, images, and extensions of its members. 

Proof. Let G be a soluble group w i t h an abelian series 1 = G 0 o Gx o • • 
o Gn = G. I f H is a subgroup of G, then by the Second Isomorphism 
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Theorem Hn Gi+1/HnG^(Hn G j + J G j / G ; < Gi+1/Gh wh ich shows that 
{H n Gt\i = 0, 1 , . . . , n} is an abelian series o f H and H is soluble. I f i V o G, 
then Gi+1N/GiN ~ Gi+1/Gi+1 n (G^iV), wh ich is an image of Gi+1/Gt. By the 
T h i r d I somorphism Theorem {GiN/N\i = 0, 1 , . . . , n } is an abelian series 
of G/N, so this is a soluble group. The t h i r d statement is obvious. • 

5.1.2. The product of two normal soluble subgroups of a group is soluble. 

Proof. Let M < G and i V o G where M and iV are soluble. Then 5.1.1 shows 
that MN/N ~ M/M nN is soluble. Hence M i V is soluble. • 

I t follows that every finite group G has a unique max ima l n o r m a l soluble 
subgroup, namely the product S o f a l l no rma l soluble subgroups, the soluble 
radical o f G. Since G/S is clearly semisimple, every finite group is an exten
sion of a soluble group by a semisimple group. 

A n abelian series of a finite group can be refined to a composi t ion series 
whose factors are abelian simple groups, and hence are of pr ime order. Thus 
a finite group is soluble if and only if it has a series whose factors are cyclic 
groups with prime orders. However, despite the fact that finite soluble groups 
can be constructed f rom such elementary groups, their structure is by no 
means obvious. 

Definitions. A group G is called nilpotent i f i t has a central series, that is, a 
n o r m a l series 1 = G 0 < G1 < • < Gn = G such that Gi+1/Gt is contained 
i n the center of G/Gt for a l l i. The length of a shortest central series o f G is 
the nilpotent class o f G. 

A ni lpotent group of class 0 has order 1 o f course, while ni lpotent groups 
of class at most 1 are abelian. Whereas ni lpotent groups are obviously solu
ble, an example of a nonni lpotent soluble group is S3 (its centre is t r iv ia l ) . 
The great source of finite n i lpotent groups is the class of groups whose or
ders are pr ime powers. 

5.1.3. A finite p-group is nilpotent. 

Proof. Let G be a finite p-group of order > 1. Then 1.6.14 shows that £G 
1. Hence G/CG is ni lpotent by induc t ion on |G| . By fo rming the preimages of 
the terms o f a central series of G/CG under the natura l homomorph i sm G 
G/CG and adjoining 1, we arrive at a central series o f G. • 

5.1.4. The class of nilpotent groups is closed under the formation of subgroups, 
images, and finite direct products. 

The p r o o f is left to the reader as an exercise. 
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Commutators 

T o make progress i n the subject i t is necessary to develop a systematic cal
culus of commutators . 

Let G be a group and let x1 ? x 2,... be elements of G. Recall that the 
commutator o f xx and x2 is 

M o r e generally, a simple commutator of weight n > 2 is defined recursively 
by the rule 

[x 1 ?..., x„] = [[x 1 ?..., x,,^], x„], 
where by convent ion [x t] = xx. A useful shorthand no ta t ion is 

[ X ny~] = [ X )^—0>]-

n 

We list now the basic properties o f commutators . 

5.1.5. Let x, y9 z be elements of a group. Then: 

(i) lx,y] = ly9xT1; 
(ii) [xy, z] = [x, zJly, z] and [x, yz] = [x, z] [x, yY; 

(iii) [x, j ; " 1 ] = ([x, j / ] ' ' 1 ) " 1 and [ x " 1 , = ([x, j ; ] * - 1 ) " 1 ; 
(iv) [x, y'1, zj[y, z \ x]z[z, x~\ yY = 1 (the Hall-Witt identity). 

Proof. The first three parts are easily checked, (iv) is most conveniently 
proved by setting u = xzx~xyx9 v = yxy~xzy9 and w = zyz~xxz9 and observing 
that [x, y~x

9 z~]y = u~xv9 [y9 z"1, x] z = v~xw and [z, x"1, yY = w~xu; the iden
t i ty is then obvious. • 

Commutator Subgroups 

I t is useful to be able to fo rm commutators of subsets as well as elements. 
Let Xl9X29... be nonempty subsets o f a group G. Define the commutator 
subgroup o f X1 and X2 to be 

[*i, * 2 ] = <[*i> *2]l*i e X 1 ? x2 G X 2>. 
M o r e generally, let 

i x l 9 . . . 9 x j = a x l 9 . . . 9 x n _ 1 i XJ 

where n > 2. Observe that [_Xl9 X2~] = [X29 X{] by 5.1.5(1). I t is sometimes 
convenient to wri te [X9 „ Y ] for [X9 Y9..., Y ] . 
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I t is na tura l to introduce an analogue o f the conjugate o f an element. 
Accordingly we define 

X ^ 2 = <^X^2 = %2^^l *̂ 2 1̂ 1 ^ *̂ 2 ^ -^2 

I f X is a subset and i f is a subgroup of a group, then X c XH^ {X, ff>. 
Thus XH = X < X , H } is precisely the n o r m a l closure of X i n < X , i f > and the 
no ta t ion is consistent w i t h that used previously for n o r m a l closures. 

5.1.6. Let X be a subset and K a subgroup of a group. 

(i) XK = (X, [ X , K ] > . 
(ii) [X, KT = [X, Kl 

(iii) If K = < 7 > , then [X, K~] = [X, 7 ] * 

Proof, (i) This follows f rom the ident i ty xk = x [ x , fc]. 
(ii) The subgroup [ X , X ] * is generated by a l l [ x , Z ^ ] * 2 , where x e l and 

kt e K. N o w 5.1.5 shows that [ x , Z ^ ] * 2 = [ x , / c 2 ] _ 1 [ x , fe1fe2], so [ x , k ^ 2 e 
[X, X ] and [ X , X ] * = [ X , X ] . 

(i i i) By (ii) i t is enough to show that [ x , k~] e [X, Y~\K for a l l x i n X 
and k i n K. N o w we may wri te k = y^yl2"' y£

r

r where yte Y and st = 
± 1. Fi rs t ly [ x , j / ^ 1 ] = ( [ x , y ^ T 1 e [ X , Y ] * , so [ x , fc] e [ X , Y ] * i f 
r = 1. Let r > 1 and put fc' = y\l • • • y^rz[. Then [ x , /c] = [ x , k'ye

r

r] = 
[*> 3 ^ ] [ X fc'Ps a product wh ich belongs to [X, Y~\K by induc t ion on r. 

• 
5.1.7. Let i f and K be subgroups of a group. If i f = < X > and K = < 7 > , then 
[if, X ] = ix, YTk. 

This follows f rom 5.1.6 (iii). 

The Derived Series 

Recall that G' is the derived subgroup of the group G, being generated by a l l 
commutators i n G: thus G' = [ G , G ] . By repeatedly fo rming derived sub
groups a descending sequence of ful ly- invar iant subgroups is generated: 

G = G ( 0 ) > G ( 1 ) > G ( 2 ) > • 

where G ( n + 1 ) = (G ( n ) ) ' . This is called the derived series o f G, a l though i t need 
not reach 1 or even terminate. O f course al l the factors G ( n ) / G ( n + 1 ) are abelian 
groups: the first of these, G/G', is of par t icular importance and is often w r i t 
ten G a b since i t is the largest abelian quot ient group of G. 

5.1.8. If 1 = G 0 o G t o o Gn = G is an abelian series of a soluble group 
G, then G ( l ) < Gn_t. In particular G ( n ) = 1. The derived length of G is equal to 
the length of the derived series of G. 
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Proof. The inclusion is certainly true i f i = 0; assume that i t is va l id for i. 
Then G(i+1) = ( G ( 0 ) ' < (Gn_J < Gn_(i+1) since Gn_JGn_{i+1) is abelian. I t fo l 
lows that no abelian series can be shorter than the derived series. • 

According to 5.1.8 a group is soluble i f and only i f its derived series reaches 
the ident i ty subgroup after a finite number of steps. By the same result every 
soluble group has a normal abelian series, that is to say, an abelian series al l 
of whose terms are no rma l subgroups, the derived series being an example. 

The Lower and Upper Central Series 

There is another na tura l way of generating a descending sequence of com
muta to r subgroups of a group, by repeatedly commut ing w i t h G. There re
sults a series 

G = y1G > y2G > • • • 

i n which yn+1G = [y„G, G ] . This is called the lower central series o f G: no
tice that ynG/yn+1G lies i n the center o f G/yn+1G and that each ynG is ful ly-
invar iant i n G. L i k e the derived series the lower central series does not i n 
general reach 1. The reader should keep i n m i n d that yxG is the first term of 
the lower central series whereas G ( 0 ) is the first te rm of the derived series. 

There is an ascending sequence o f subgroups that is dual to the lower 
central series i n the same sense that the center is dual to the commuta tor 
subgroup. This is the upper central series 

l = C 0 G<CiG<C 2 G< 
defined by £n+1G/£nG = the center of G/C„G. Each C„G is characteristic but 
not necessarily ful ly- invariant i n G. O f course £XG = £G. This series need 
not reach G, but i f G is finite, the series terminates at a subgroup called the 
hypercenter. 

The crucial properties of these central series are displayed i n the next 
result. 

5.1.9. Let 1 = G 0 < Gx < • < Gn = G be a central series in a nilpotent group 
G. Then: 

(i) ytG<Gn-i+l9sothatyn+1G=l; 
(ii) Gt < CtG, so that £nG = G; 

(iii) the nilpotent class of G = the length of the upper central series — the 
length of the lower central series. 

Proof, (i) This is clear i f i = 1. Since Gn_i+1/Gn-i lies i n the center of G/Gn_i9 

we have [ G „ _ i + 1 , G ] < Gn_t. By induc t ion yi+1G = [ytG9 G] < [ G „ _ l + 1 , G] 
< Gn_t as required. 
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(ii) The p r o o f is another easy induct ion . 
(iii) By (i) and (ii) the upper and lower central series are shortest central 

I n particular, a group is n i lpotent i f and only i f the lower central series 
reaches the ident i ty subgroup after a finite number of steps or, equivalently, 
the upper central series reaches the group itself after a finite number o f 
steps. 

5.1.10 (The Three Subgroup Lemma: Ka luzn in , P. Hal l ) . Let H, K, L , be 
subgroups of a group G. If two of the commutator subgroups [ f f , K, L ] , 
[ K , L , f f ] , [ L , i f , K ] are contained in a normal subgroup of G, then so is the 
third. 

Proof. By 5.1.7 the group [ i f , K, L ] is generated by conjugates of commuta
tors o f the fo rm [h, fe"1, / ] , he i f , ke K, I e L , w i t h similar statements for 
IK, L , i f ] and [ L , i f , K"]. The H a l l - W i t t ident i ty (5.1.5) shows that i f two of 
[h, k'1, / ] , [k, r 1 , h], [ / , / T 1 , k~] belong to a n o r m a l subgroup of G, so does 
the th i rd . This implies the result. • 

The Three Subgroup Lemma enables us to establish several useful com
muta tor properties of the upper and lower central series. 

5.1.11. Let G be any group and let i and j be positive integers. 

Proof, (i) Use induc t ion on j , the case 7 = 1 being clear. L e m m a 5.1.10 shows 
that [_ytG, yj+1G] = [y^G, G, y ,G] is contained i n the product 

by induc t ion the latter is contained i n y i + j + 1 G. 
(ii) Use induc t ion on i, the case i = 1 being obvious. Then yi+1(yjG) = 

5.1.12. If G is any group, then G ( l ) < y2iG. If G is nilpotent with positive class 
c, its derived length is at most [ l o g 2 c ] + 1. 

series o f G. 

(i) [y,-G, yjG] < yi+jG. 
(ii) 7»(7jG) < ytjG. 

(iii) ly&tjGjzZj^GifjZii. 
(iv) UG/CjG) = Ci+jG/CjG. 

[ G , yiG, y , G ] [ y , G , yfi9 G ] : 

G ] , 

• 
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Proof. The first par t follows on apply ing 5.1.11 (ii) to G ( l ) = y2(-"(y2G)-**) 
where y2 is taken i times. N o w let G be ni lpotent w i t h class c > 0 and let d 
be the derived length; then G ( l ) < y2iG < yc+1G = 1 provided 2 1 > c + 1. The 
smallest such i is [ l o g 2 c ] + 1, whence d < [ l o g 2 c ] + 1. • 

Triangular and Unitriangular Groups 

We conclude this section w i t h a we l l -known ring-theoretic source of exam
ples of n i lpotent groups. Let S be a r i ng w i t h ident i ty and let N be a subring 
of S. W r i t e N(l) for the set of a l l sums of products of i elements of N where 
i > 0; clearly N(l) is a subring. Also N(l) = 0 i f and only i f a l l products of i 
elements of N vanish. I f some N(l) equals 0, then N is said to be nilpotent. 

Assume that N(n) = 0 and let U be the set of a l l elements of the fo rm 
1 + x where xe N. Then U is a group w i t h respect to the r ing mul t ip l ica
t ion ; for 

(1 + x ) ( l + y) = 1 +(x + y + xy)eU 
and 

(1 + x )-i = 1 + ( _ x + X 2 _ ... + ( _ 1 y « - i x » - i ) e j / . 

here i t is relevant that xn = 0. Put Ut = { 1 + x | x e i V ( i ) } . We shall prove 
that 1 = Un < < • • • < U1 = U is a central series of 17. I n the first place 
Ui is a subgroup because N(i) is a subring. Let x e N(r) and y e i V ( s ) ; then 

[ 1 + x, 1 + y] = ((1 + y)(l + x r H l + x ) ( l + 

= (1 + j ; + x + y x ) - 1 ( l + x + }/ + xy) . 

Setting u = x + y + xy and i ; = j ; + x + yx, we have 

[ 1 + x, 1 + y] = (1 - v + i ; 2 - • • • + ( - l f - V ^ M l + u) 

= 1 + (1 - v + i ; 2 - • • • + ( - l ) n ~ V ~ 2 ) ( w - i;) + ( - l ) ! ; " " 1 ! ^ . 

This is i n Ur+S since vn~1ue N(n) = 0 and u — v = xy — yx e i V ( r + s ) . There
fore [£7 r , £7J < I 7 r + S and i n par t icular [£7 r, L^] < Ur+1, which shows that the 
I7r's f o r m a central series and U is n i lpotent of class <n — 1. 

F o r example, let us take S to be the r ing of a l l n x n matrices over # (a 
commutat ive r ing w i t h ident i ty) and let N be the subring o f upper zero trian
gular matrices: these are matrices w i t h 0 on and below the diagonal. By 
ma t r ix mu l t ip l i ca t ion we see that N(2) consists of a l l elements of N whose 
first superdiagonal is zero, i V ( 3 ) o f a l l elements whose first two superdiago-
nals are zero and so on: hence N(n) = 0. Here the group U is jus t U(n, R), 
the group of all n x n (upper) unitriangular matrices over R, that is matrices 
w i t h 1 on the diagonal and 0 below i t . I n fact U has ni lpotent class exactly 
n - 1 since [ 1 + E12, 1 + £ 2 3 , . . 1 + J = 1 + Eln # 1. I t follows that 
there exist n i lpotent groups of arbi t rary class. 
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Observe that U{ consists of a l l uni t r iangular matrices whose first i — 1 
superdiagonals are 0; f rom this i t is easy to see that 

Ui/Ui+1~R®--®R. 
\ _ J 

V 

n — i 

T a k i n g R = GF(p) , we find that U = U(n, p) is a finite p-group of order 
pn(n-i)/2 Q n t ^ e o t h e r hand, i f R = Z, then U is a torsion-free ni lpotent 
group: i n fact U is also finitely generated, by the 1 + E i i + 1 , i = 1, 2, 
n — 1, for example (Exercise 5.1.14). 

F ina l ly let T = T(n, R) denote the set of a l l upper triangular matrices over 
R; these are matrices w i t h 0 below the diagonal and units of R on the diag
onal. Such a ma t r ix is invert ible since its determinant is a uni t of R: clearly 
T is a subgroup of GL(n, R). We can define a funct ion 

9: T^R* x ••• x R* 

by mapp ing a ma t r ix onto its p r inc ipa l diagonal. M a t r i x mul t ip l i ca t ion 
shows that 9 is an epimorphism whose kernel is precisely U = U(n, R). Since 
[ / < T and T/U is abelian, T is a soluble group. Us ing 5.1.12 one sees that 
the derived length of T is at most [ l o g 2 ( n — 1)] + 2 i f n > 1. 

EXERCISES 5.1 

1. Prove that Sn is soluble if and only if n < 5. 

2. Prove 5.1.4. 

3. Verify the commutator identities (i)-(iii) in 5.1.5. 

*4. Show that the identity [w m , v] = [w, vj™'1 +uTn~2 + 1 holds in any group (here 
xy+z = xyxz). Deduce that if [w, v] belongs to the center of <M, V), then [w m , v] = 
[w, v]m = [fl, t?m]. 

5. I f K, L are normal subgroups of a group, then [ H K , L ] = [ # , L ] [ K , L ] . 

6. Suppose that G is a nilpotent group which is not abelian and let g e G. Show 
that the nilpotent class of (g, G') is smaller than that of G. Deduce that G can 
be expressed as a product of normal subgroups of smaller class. 

*7. I f G = HN' where H < G and i V < G , then G = H f o N ) for all i . [Hint : Use 
N = (Hn N)N'.~] 

8. A finite nilpotent group has a central series with factors of prime order. 

9. Show that the class of a nilpotent group cannot be bounded by a function 
of the derived length. 

10. Show that T(2, Z) ~ x Z 2 where is the infinite dihedral group. 
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*11. Prove that U(n,p) = U{n, GF(p)) is a Sylow p-subgroup of GL(n, p). Deduce 
that every finite p-group is isomorphic with a subgroup of some U(n, p). 

12. I f n > 1 and F is any field, the derived length of T(n, F) equals [log2(rc — 1)] + 
2. 

*13. Let R be a commutative ring with identity and put U = U(n, R). Define Ut to 
be the set of elements of U having (at least) i — 1 zero superdiagonals. Prove 
that 1 = Un < Vn-i < • • • < U1 = U is both the upper and the lower central se
ries of U. 

•14. Prove that U(n, Z) = <1 + £ 1 2 , 1 + En_ln) where n > 1. 

15. (Sherman). Let G be a nontrivial finite nilpotent group. I f c is the nilpotent 
class of G and h is its class number, prove that h > c\G\llc — c + 1. Deduce that 
|G| < eh~l where e is the base of natural logarithms. [Hint: Let Z f = £;G and 
observe that Zi+1\Zt is the union of at least \Zi+1: Zt\ — 1 conjugacy classes.] 

16. I f G = < x l 9 . . . , x„>, prove that yf(G) is generated by all conjugates of the com
mutators [ x ; i , X j . 2 where 1 < j r < n. A group G is nilpotent of class <c if 
and only if the identity [ x l 9 x 2 , . . . , x c + 1 ] = 1 holds in G. 

5.2. Nilpotent Groups 

We shall now embark on a more systematic study of ni lpotent groups, be
ginning w i t h some elementary facts wh ich are used constantly. 

5.2.1. If G is a nilpotent group and 1 / A ^ < G, then N n £G # 1. 

Proof. Since G = CCG for some c, there is a least positive integer i 
such that N n C,G # 1. N o w [ N n G ] < N n Ci-x G = 1 and N n C,G < 
N nCiG. Hence N n £XG = N n £tG j=- 1. • 

5.2.2. >1 minimal normal subgroup of a nilpotent group is contained in the 
center. 

This follows at once f rom 5.2.1. 

5.2.3. If A is a maximal normal abelian subgroup of the nilpotent group G, 
then A = CG(A). 

Proof. O f course A < C = CG(A) since A is abelian. Suppose that A # C: 
then C/A is a non t r iv i a l no rma l subgroup of the ni lpotent group G/A, and 
by 5.2.1 there is an element x,4 e (C/A) n £(G/A) w i t h x A. N o w <x, A} is 
abelian and i t is no rma l i n G because <x, A}/A < ^{G/A). Hence x e A by 
max imal i ty of A. • 
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I t should be observed that every group contains max ima l n o r m a l abelian 
subgroups, no t necessarily proper, by Zorn 's Lemma. L e m m a 5.2.3 indicates 
the degree to which such subgroups con t ro l a n i lpotent group. F o r example, 
i f A i n 5.2.3 is finite, so is A u t A and therefore G/A since A = CG(A). Thus G 
is finite. 

Characterizations of Finite Nilpotent Groups 

There are several group-theoretical properties which for finite groups are 
equivalent to nilpotence. One of these is the normalizer condition, every prop
er subgroup is properly contained i n its normalizer. Another such is the prop
erty that every max ima l subgroup is normal . Here by a maximal subgroup 
we mean a proper subgroup which is no t contained i n any larger proper 
subgroup. 

5.2.4. Let G be a finite group. Then the following properties are equivalent: 

(i) G is nilpotent; 
(ii) every subgroup of G is subnormal; 

(iii) G satisfies the normalizer condition; 
(iv) every maximal subgroup of G is normal; 
(v) G is the direct product of its Sylow subgroups. 

Proof. ( i ) - > ( i i ) . Let G be ni lpotent w i t h class c. I f f f < G, then H^G^ 
m i + 1 G since Ct+iG/dG = C(G/C,G). Hence H = H£0G^ f f ^ G - a H£CG 
= G and f f is subnormal i n G in c steps. 

(ii) (iii). Let H < G. Then f f is subnormal i n G and there is a series 
H = i fo o # i o ' ' ' o Hn = G. I f i is the least positive integer such that i f # 
i f f , then i f = i f , . ! < i Ht and Ht < NG(H). 

(iii) (iv). I f M is a max ima l subgroup of G, then M < NG(M), so by 
max imal i ty NG(M) = G and M < G. 

(iv) (v). Let P be a Sylow subgroup of G. I f P is no t no rma l i n G, then 
NG(P) is a proper subgroup of G and hence is contained i n a max ima l sub
group of G, say M . Then M < G; however this contradicts 1.6.18. Therefore 
each Sylow subgroup of G is n o r m a l and there is exactly one Sylow p-sub
group for each pr ime p since a l l such are conjugate. The product of a l l the 
Sylow subgroups is clearly direct and i t must equal G. 

(v) ->( i ) by 5.1.3 and 5.1.4. • 

F o r infinite groups the s i tuat ion is much more complicated and proper
ties ( i i ) - (v) are al l weaker than nilpotency. We shall re turn to this topic i n 
Chapter 12. 
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Tensor Products and Lower Central Factors 

O u r a im is to show that the first lower central factor G a b = G/G' exerts a 
very strong influence on subsequent lower central factors of a group G. 

Let G be a group w i t h operator domain Q and write Gt = ytG; this is fully-
invar iant , so i t is an Q-admissible subgroup. Then GJGi+1, being abelian, is 
a (right) Q-module. We ask how the Q-modules GJGi+1 are related to G a b = 
G1/G2, the derived quot ient group of G. (Keep i n m i n d that these modules 
are being wr i t t en mult ipl icat ively.) 

Let g G G and a e Gt: consider the funct ion (aGi+1, gG') i—• [a, g~]Gi+2. I n 
the first place this is well-defined; for i f x e G , then [a, gx~] = [a, x] [a, g]x 

= [a, g~] m o d G i + 2 since [Gh G ] < G i + 2 by 5.1.11; i n add i t ion [ay, g~] = 
[ A d]y[y> 0] = [ A 9] m o ( i G ;+ 2 if y e G i + 1 . O u r funct ion is also bilinear; for 
[axa2, g~] = [ax, g~] [au g, a2~\ [a2, g\ whence [axa2, g~] = [ax, g~] [a2, g~] 
m o d Gi+2 since [au g, a2~\ e G i + 2 . S imilar ly [a, gxg2~\ = [a, g r j [a, g2~] 
m o d G i + 2 since [a, gl9 g2~\ e G i + 2 . By the fundamental mapping proper ty of 
the tensor product (over Z) there is an induced homomorph i sm 

sf. (GJGi+1) ® Gab -+ Gi+1/Gi+2 

i n which (aGi+1) ® (gG) [a, g~]Gi+2. Since Gi+1 = [Gt, G ] , this is an 
epimorphism. 

N o w the lower central factors Gt/Gi+1 are r ight Q-modules and there is a 
na tura l way to make the tensor product A ® B of two such modules A and 
B i n to an Q-module, namely by diagonal action: (a ® b)03 = a03 ® bm (a e A, 
b e B, co e Q). We check that st is a h o m o m o r p h i s m of Q-modules: 

(aGi+1 ® gGT£i = {a"Gi+1 ® g»GT = Q^Gi+, = ([a, g^Gi+2T 

= (aGi+1®gGT°. 

O u r conclusions are summed up i n the fo l lowing result. 

5.2.5 (Robinson). Let G be an Q-operator group and let Ft = yiG/yi+1G. Then 
the mapping a(yi+1G) ® gG i—• [a, g^(yi+2G) is a well-defined Q-epimorphism 
fromFt®zGah toFi+1. 

I te ra t ing this result, we conclude that there is Q-epimorphism f rom 

Gah®"-® G a b 

V ) 
Y 
i 

to Ft. One w o u l d therefore expect G a b to affect greatly the structure of sub
sequent lower central factors, and even the structure o f G should i t be 
ni lpotent . 
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5.2.6. Let 0> be a group-theoretical property which is inherited by images of 
tensor products and by extensions. If G is a nilpotent group such that G a b has 
^ then G has 0>. 

Proof. Let Ft = ytG/yi+1G. Suppose Ft has 0>\ then Fi+1, being an image of 
Ft ® G a b , has 9, whence every lower central factor has 0>. Bu t some yc+1G = 
1 because G is ni lpotent . Since & is closed under fo rming extensions, G has 
9. • 

F o r example, let 0* be the proper ty o f being finite. Then we obta in the 
result: if G is a nilpotent group and G a b is finite, then G too is finite. 

The Torsion-Subgroup of a Nilpotent Group 

I f 7i is a nonempty set of primes, a n-number is a positive integer whose 
pr ime divisors belong to n. A n element of a group is called a n-element i f its 
order is a 7i-number, and should every element be a 7i-element, the group 
is called a n-group. The most impor t an t case is n = { p } , when we speak 
of p-elements and p-groups. Observe that every element of a finite group is 
a p-element i f and only i f the group order is a power of p—by Sylow's 
Theorem. Hence for finite groups this usage of the te rm "p-group" is consis
tent w i t h that employed i n Chapter 1. 

I t should be borne i n m i n d that infinite p-groups can easily have t r i v i a l 
center and therefore need not be nilpotent—see Exercise 5.2.11. 

5.2.7. Let G be a nilpotent group. Then the elements of finite order in G form 
a fully-invariant subgroup T such that G/T is torsion-free and T = D r p Tp 

where Tp is the unique maximum p-subgroup of G. 

Proof. Let n be a nonempty set of primes and let Tn denote the subgroup 
generated by al l 7i-elements of G. N o w (Tn)ah too is generated by 7i-elements 
and, being abelian, i t is certainly a 7i-group. By 5.2.6 w i t h 0> the proper ty of 
being a 7i-group, the subgroup Tn is a 7i-group. T a k i n g n to be the set of a l l 
primes we conclude that T = Tn consists o f elements of finite order, so T is 
tors ion. T a k i n g n = { p } , we see that Tp is a p-group. Clearly Tp^ G and 
T = Drp Tp. Obvious ly G/T must be torsion-free. • 

The subgroup T o f 5.2.7 is called the torsion-subgroup o f G. 

Products of Normal Nilpotent Subgroups 
I n the theory of groups a fundamental role is played by the next 
result. 
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5.2.8 (Fit t ing's Theorem). Let M and N be normal nilpotent subgroups of a 
group G. If c and d are the nilpotent classes of M and N, then L = MN is 
nilpotent of class at most c + d. 

Proof. We shall calculate the terms of the lower central series of L , showing 
by induc t ion on i that ytL is the product of a l l [ X l 5 . . . , X J w i t h Xj = M 
or N, a statement wh ich is correct for i = 1 i f [ X t ] = X1. The fundamental 
commuta tor identities show that 

[UV, W~\ = [17, [V, W~\ and [17, VW~\ = [17, 7 ] [17, W~\ 

i f U,V,W<i G. I t follows that 

yi+1L=lytL, L ] = [ytL, M ] [ y , L , i V ] 

and hence that yi+1L is the product o f a l l [ X l 5 . . . , Xi9 X i + 1 ] w i t h X,- = M 
or iV. 

T o complete the p r o o f set i = c + d + 1. Then i n [ X l 5 . . . , Xt~] either M 
occurs at least c + 1 times or iV occurs at least d + 1 times. N o w G 
always implies that [ / I , G] < A since [a, # ] = a'1 a9. Thus [ X l 5 i s 
contained i n either yc+1M or yd+1N, b o t h of which equal 1. Consequently 
[ X l 5 . . . , X J = 1 and y f L = 1, so that L is ni lpotent w i t h class at most i — 1 
= c + d. • 

The Fitting Subgroup 

The subgroup generated by al l the n o r m a l ni lpotent subgroups of a group 
G is called the Fitting subgroup o f G and w i l l be wr i t t en 

F i t G. 

I f the group G is finite (or jus t satisfies max-n), F i t G is ni lpotent , and evi
dently i t is the unique largest n o r m a l ni lpotent subgroup of G. O f course 
F i t G may be t r i v i a l — t h e finite groups w i t h this proper ty are precisely the 
semisimple groups of 3.3. O n the other hand, i f G is a non t r iv ia l soluble 
group, F i t G contains the smallest non t r iv i a l t e rm of the derived series and 
hence cannot be 1. 

F o r finite groups there is another in terpreta t ion of the F i t t i n g subgroup. 
T o describe this we need to generalize the no t i on of a centralizer. Let G be a 
group w i t h operator domain Q and let X ^ G; define the centralizer of X in 
Q to be C Q ( X ) = {co e Q | x w = x, Vx e X } . This enables us to speak of the 
centralizer i n G of a pr inc ipa l factor. 

5.2.9. If G is a finite group, then F i t G is the intersection of the centralizers of 
the principal factors of G. 
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Proof. Let 1 = G 0 < • • • < G„ = G be a pr inc ipa l series of G and let 
I be the intersection of a l l the CG(Gi+1/Gi). Then [ G £ + 1 , 7] < G f for al l i, 
whence yn+1I = 1 and I is ni lpotent : clearly 7 < i G, so 7 < F = F i t G. Con
versely, we have [ G l 5 F ] < G and [ G l 5 F ] < G x . Since G t is a m i n i m a l nor
ma l subgroup of G, either [ G l 5 F ] = 1 or [ G l 5 f 7 ] = Gx: i n the latter event 
repeated commuta t ion w i t h F yields Gx <yc+1F = 1 for some c, a contra
dic t ion. Hence F must centralizes G x . I f n > 1, i nduc t ion on n shows that 
FG1/G1, and hence F, centralizes Gi+1/Gt i f i > 1. • 

P. Hall's Criterion for Nilpotence 

A n extension of one ni lpotent group by another need not be ni lpotent—as 
S3 shows. Thus one cannot prove Fitt ing's Theorem as simply as 5.1.2. There 
is, however, an impor t an t cr i ter ion for such an extension to be ni lpotent . 

5.2.10 (P. Hal l ) . If N <3 G and N and G/N' are nilpotent, then G is nilpotent. 

Proof. Let iV and G/N' have respective ni lpotent classes c and d. Regard iV a b 

as a group w i t h operator domain G, the elements of G acting by conjuga
t ion . Since G/N' is ni lpotent , a central series of G/N' can be intersected w i t h 
iV a b to produce a G-series of iV a b whose factors are trivial G-modules, that is, 
each element of G acts l ike the ident i ty automorphism. Let us call a G-
module having a series w i t h G- t r iv ia l factors polytrivial. Let Ft = ytN/yi+1N; 
then F1 = iV a b is po ly t r iv i a l . Suppose that Ft is po ly t r iv i a l . Since Fi+1 is an 
image of Ft ® Nah, should we be able to prove that the tensor product of 
two poly t r iv ia l G-modules is poly t r iv ia l , i t w i l l fol low that Fi+1 is poly t r iv ia l . 
Therefore every lower central factor of iV w i l l be a po ly t r i v i a l G-module. I f 
we fo rm the preimage o f each te rm of a series of Ft w i t h G-t r iv ia l factors 
under the canonical h o m o m o r p h i s m ytN Ft and also preimages of terms 
of a central series of G/N under the canonical h o m o m o r p h i s m G G/N, we 
shall ob ta in a central series of G and G w i l l be ni lpotent . 

A l l that remains, then, is to establish the fo l lowing result. 

5.2.11. Let A and B be polytrivial G-modules where G is any group. Then 
A ®ZB is a polytrivial G-module. 

Proof. By hypothesis there exist G-series 0 = A0 < Ax <•- Ar = A and 0 = 
B0 < Bx < < Bs = B such that Aj+1/Aj and Bk+1/Bk are t r i v i a l G-mod
ules. We define a series i n T = A ®ZB as follows: let Tt be generated by al l 
a ® b where a e Aj9 b e Bk and j + k < i. Then 0 = T0 = Tx < T2 < • • • < 
Tr+S = T. Let g e G, ae Aj+1 and b e Bk+1: then ag = a + a' and bg = b + b' 
where a' e Aj and b' e Bk. Hence (a ® b)g = (a + a') ® (b + b') = a ® b + 
a ® b' + a' ® b + a' ® b' and (a®b)g = a®b m o d T j + k + 1 . I t follows that 
each Tt is a G-module and that T j + k + 2 / T j + k + 1 is a t r i v i a l G-module. Hence T 
is po ly t r iv i a l . • 
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The Frattinif Subgroup 

The Frattini subgroup o f an arb i t rary group G is defined to be the intersec
t i o n of a l l the max ima l subgroups, w i t h the s t ipula t ion that i t shall equal G 
i f G should prove to have no max ima l subgroups. This subgroup, which is 
evidently characteristic, is wr i t t en 

Fra t G. 

The F r a t t i n i subgroup has the remarkable proper ty that i t is the set of a l l 
nongenerators of the group; here an element g is called a nongenerator o f G 
i f G = X} always implies that G = < X > when X is a subset of G. 

5.2.12 (Frat t in i ) . In any group G the Frattini subgroup equals the set of non-
generators of G. 

Proof. Let g e Frat G and suppose that G = X} but G # < X > . Then g 
< X > , so by 3.3.14 there exists a subgroup M which is max ima l subject to 
< X > < M and g $ M. N o w i f M < i f < G, then g e H and H = G. Conse
quently M is max ima l i n G. Bu t # e Fra t G < M and consequently G = 

X > = M , a contradic t ion. Hence # is a nongenerator. 
Conversely suppose that g is a nonegnerator which does not belong to 

Fra t G, so that g M for some max ima l subgroup M of G. Then M # 
M > , whence G = M > . Bu t this implies that G = M since # is a non-

generator. • 

We collect together next a number of elementary properties of the Fra t t in i 
subgroup of a finite group. 

5.2.13. Let G be a finite group. 

(i) IfN^G,H <G and N < F ra t i f , then N < Fra t G. 
(ii) / / K < G , tfien Fra t K < Fra t G. 

(iii) If N<3 G, then Frat(G/iV) > (Frat G)N/N with equality if N < F ra t G. 
(iv) 7/ >1 is an abelian normal subgroup of G such that (Frat G)nA = 1, t/zere 

is a subgroup H such that G = HA and H nA = 1. 

Proof, (i) I f iV ^ Fra t G, then iV ^ M for some max ima l subgroup M and 
G = MN. Hence H = Hn(MN) = (HnM)iV. By 5.2.12 i t follows that i f = 
H r\M and i f < M ; but this gives the contradic t ion N < M. 

(ii) A p p l y (i) w i t h AT = Fra t K and i f = K. 
(iii) This follows at once f rom the defini t ion. 
(iv) Choose i f < G m i n i m a l subject to G = HA. N o w H nA^i H and 

also H nA<3 A since >1 is abelian: therefore H n A<3 HA = G. If H n A < 

t Giovanni Frattini (1852-1925). 
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Fra t f f , then (i) shows that f f c\A< (Frat G) n A = 1. Thus we can assume 
that i f n ,4 ^ M for some M max ima l i n i f , i n which case H = M(H n A) 
and G = HA = MA, i n cont radic t ion to the m i n i m a l i t y of f f . • 

5.2.14. If H is a finite normal subgroup of a group G and P is a Sylow p-sub
group of H, then G = NG(P)H. 

Proof. Let g e G; then P9 < H and P9 is Sylow p-subgroup of f f . Hence P9 = 
Ph for some he H by Sylow's Theorem. Consequently ghT1 e NG(P) and g e 
NG(P)H as required. • 

The p r o o f of this enormously useful result is usually referred to as the 
Frattini argument. One appl icat ion is to show that the F r a t t i n i subgroup of 
a finite group is ni lpotent , a fact first established by F r a t t i n i himself. Indeed, 
a good deal more can be proved. 

5.2.15 (Gaschiitz). Let G be a group. 

(i) If Fra t G < H < i G where H is finite and H/Frat G is nilpotent, then H is 
nilpotent. In particular F ra t G is always nilpotent if it is finite. 

(ii) Let F F r a t G be defined by F F r a t G/Frat G = F i t (G /F ra t G). If G is fi
nite, then F F r a t G = F i t G; also F F r a t G/Frat G is the product of all the 
abelian minimal normal subgroups of G/Frat G. 

Proof, (i) Let P be a Sylow p-subgroup of f f ; by 5.2.4 i t is enough to prove 
that P < G . Le t F = F ra t G and K = PF < i f . Since K/F is a Sylow p-sub
group of H/F (by 1.6.18) and H/F is ni lpotent , K/F is characteristic i n H/F, 
whence K < G . N o w apply 5.2.14 to conclude that G = NG(P)K = NG(P)F, 
which shows that G = NG(P) and P < G . 

(ii) T a k i n g i f to be F F r a t G i n (i) we deduce that f f is n i lpotent and 
f f < F i t G. Bu t the opposite inclusion is obviously true, so f f = F i t G. 

I n the final part we can assume that Frat G = 1. Wr i t e L = F i t G. By 5.2.4 
a maximal subgroup of L is normal and has prime index. Hence L < Fra t L 
< Fra t G = 1 and L is abelian. Denote by iV the product of a l l the abelian 
min ima l normal subgroups of G; then certainly iV < L . By 5.2.13 there exists 
a subgroup f f such that G = HN and H nN = 1. N o w H n L ^ H and 
H c\L<3 L since L is abelian. Thus H c\L<3 HL = G. Since ( f f nL)c\N = 1, 
the no rma l subgroup HnL cannot contain a m i n i m a l no rma l subgroup of 
G; we conclude that HnL=l and L = L n (ff iV) = iV. • 

We t u r n now to the F r a t t i n i subgroups of n i lpotent groups. Observe that 
i f a max ima l subgroup M of a group G is normal , then G / M has pr ime 
order and G < M . Thus M < i G i f and only i f G < M . A l l max ima l sub
groups o f G are no rma l i f and only i f G < Fra t G. The fo l lowing result is 
therefore an immediate consequence o f 5.2.4. 
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5.2.16 (Wielandt) . Let G be a finite group. Then G is nilpotent if and only if 
G' < F ra t G. 

Finitely Generated Nilpotent Groups 

We have seen i n 4.2.8 that finitely generated abelian groups satisfy the max
i m a l condi t ion . I n fact this result may be generalized to ni lpotent groups on 
the basis of the fo l lowing theorem. 

5.2.17 (Baer). If G is a nilpotent group and G a b is finitely generated, then G 
satisfies the maximal condition. 

Proof The tensor product o f two finitely generated abelian groups is clearly 
finitely generated. Therefore by 5.2.5 each lower central factor of G is fi
nitely generated. I t follows that such factors satisfy max. The theorem is 
now a consequence of 3.1.7. • 

5.2.18. A finitely generated nilpotent group has a central series whose factors 
are cyclic groups with prime or infinite orders. 

Proof Use 5.2.17 and refine the lower central series suitably. • 

F r o m this i t is obvious that a finitely generated nilpotent torsion group 
is finite. O f par t icular interest are finitely generated torsion-free ni lpotent 
groups, o f wh ich the uni t r iangular group U(n, Z) is an example. 

5.2.19 (Mal 'cevf) . the center of a group G is torsion-free, each upper cen
tral factor is torsion-free. 

Proof. Let £G = £XG be torsion-free; i t is enough to prove that C 2 G / d G is 
torsion-free. Suppose that x e C 2G and xm e £XG where m > 0. By Exercise 
5.1.4 we have [x, g~]m = [xm, g~] = 1 because [x, g~] e £XG. Since £XG is tor
sion-free, [x, g~] = 1 for al l g e G, and x e Ci G. • 

5.2.20. A finitely generated torsion-free nilpotent group has a central series 
with infinite cyclic factors. 

Proof. The upper central factors are torsion-free by 5.2.19 and finitely gen
erated by 5.2.17; hence they are free abelian groups w i t h finite rank. O n 
refining this series we ob ta in one of the required type. • 

The next theorem exhibits a surprising connection between finitely gener
ated torsion-free ni lpotent groups and finite p-groups, namely that the for
mer are very r ich i n finite p-images. 

t Anatoli! Ivanovic Mal'cev (1909-1967). 
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5.2.21 (Gruenberg). A finitely generated torsion-free nilpotent group G is a 
residually finite p-group for every prime p. 

I n order to prove this we need a further result. 

5.2.22. Let G be a nilpotent group. 

(i) If £G has exponent e, then G has exponent dividing ec where c is the class 
ofG. 

(ii) If G is finitely generated and infinite, then £G contains an element of 
infinite order. 

Proof, (i) Assume that G # £G. Let x e C 2 G and g e G. Then [ x , g~] e £G and 
1 = [*> aY = D*e> #]> whence xe e (XG. Thus C 2 G / d G has finite exponent 
d iv id ing e. By induc t ion G / d G has exponent d iv id ing e c _ 1 and G has expo
nent d iv id ing ec. 

(ii) I f CG is a tors ion group, i t is finite by 5 . 2 . 1 7 and 4 .2 .9. By (i) the group 
G is a tors ion group, whence i t is finite by 5 .2 .18. • 

Proof of 5.2.21. Let G # 1 and put C = CG. By 5 . 2 . 1 9 the group G / C is 
torsion-free and we can apply induc t ion on the ni lpotent class to show that 
this is a residually finite p-group. Le t 1 # g e G; we have to find a no rma l 
subgroup not containing g wh ich has index a power of p. I f g $ C, then 
gC # 1 G / C and al l is wel l by vir tue o f the residual proper ty of G /C . Assume 
therefore that geC. 

Since C is free abelian, f]i=1>2,... Cp = 1 a n d 9 $ L = Cp f ° r some i. 
Choose i V < G max ima l subject to L < N and g $ N, using max (or 3 . 3 . 1 4 ) . 
I f G/N is infinite, 5.2.22 shows that its center contains an element zN o f in f i 
nite order. Since <z, iV> < i G, max ima l i ty o f iV yields g e <z, iV> and g = 
zr m o d iV for some r # 0 . But then zr e CiV, and, C/L being finite, zs e LN = 
N for some s > 0 . This is impossible since zN has infinite order. Therefore 
G/N is finite. 

Nex t L < C n iV < C, so |CiV : N | # 1 divides \C: L | , wh ich is surely a 
power of p. I t follows that the Sylow p-subgroup P/N o f G/N is non t r iv ia l . 
I f for some q # p the Sylow ^-subgroup Q/iV were also nontr iv ia l , we should 
have g e P c\Q = N by max imal i ty of iV. Hence G/N is a finite p-group. • 

EXERCISES 5.2 

1. I f a nilpotent group has an element of prime order p, so does it center. 

*2. Let A be a nontrivial abelian group and set D = A x A. Define S e Aut D as 
follows: (au a2f = [al9 a1a1). Let G be the semidirect product <<5> x D. 
(a) Prove that G is nilpotent of class 2 and CG = G' ~ A 
(b) Prove that G is a torsion group if and only if A has finite exponent. 
(c) Deduce that even if the center of a nilpotent group is a torsion group, the 

group may contain elements of infinite order (cf. 5.2.22 (i)). 
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3. I f M and N are nontrivial normal nilpotent subgroups of a group, prove from 
first principles that C(MN) ^ 1. Hence give an alternative proof of Fitting's The
orem for finite groups. 

4. The Fitting subgroup of an infinite group need not be nilpotent. 

5. Let H and K be quasicyclic groups and write G = H^K for the standard 
wreath product. Prove that G = Frat G and deduce that the Frattini subgroup 
is not always nilpotent. 

6. A nontrivial finitely generated group cannot equal its Frattini subgroup. 

7. Let Gt = CjG and Ft = Gi+1/Gt where G is an arbitrary group. Show that there 
is a monomorphism Fi+1 -> Hom(G a b , Ft). 

8. Find an upper bound for the nilpotent class in Hall's criterion 5.2.10. (See also 
[al99].) 

9. Prove that Frat(SJ = 1. 

10. Find Frat(D 2 „) and Fra t (DJ. 

*11. There exist infinite soluble p-groups with trivial center. [Hint: Consider the 
standard wreath product Zp^E where E is an infinite elementary abelian p-
group.] 

•12. I f G = Drp Gp where Gp is a p-group and if H < G, prove that H = Dvp{H n Gp). 

13. Let G be a torsion-free nilpotent group and let H be a subgroup with finite 
index. Prove that G and H have the same nilpotent class. 

14. Let G be a finitely generated group. Prove that G has a unique maximal sub
group if and only if G is a nontrivial cyclic p-group for some prime. Also give 
an example of a noncyclic abelian p-group with a unique maximal subgroup. 

5.3. Groups of Prime-Power Order 
Fini te p-groups occupy a central pos i t ion i n the theory of groups. Since 
their structure can be extremely complex, we shall largely l i m i t ourselves to 
the investigation of special types. F i r s t ly some elementary facts about finite 
p-groups i n general. 

5.3.1. Let Gbe a group of order p m + 1 where p is a prime. 

(i) If G has nilpotent class c > 1, then G/Cc-iG is not cyclic, so its order is at 
least p2. Moreover c < m. 

(ii) If0<i<j<m+1, every subgroup of order pl is contained in some sub
group of order pj. In particular there are subgroups of every order dividing 
p m + 1 . 

Proof, (i) I f G/Cc-xG were cyclic, then G/C C _ 2 G w o u l d be abelian, which i m 
plies that Cc-i G = G and the class of G is less than c. 
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(ii) Le t i f be a subgroup of order pl. Since i f is subnormal i n G, i t is a 
term of a composi t ion series of G. Some te rm of this series w i l l have order pj 

since al l composi t ion factors are of order p. • 

5.3.2 (The Burnside Basis Theorem). Let G be a finite p-group. Then Fra t G = 
G'GP. Also, if \G: Fra t G\ = p r , every set of generators of G has a subset of r 
elements which also generates G. 

Proof. I f M is max ima l i n G, we k n o w f rom 5.2.4 that M < G and | G : M\ = 
p. Hence G'GP < Fra t G. O n the other hand G/G'GP is an elementary abelian 
p-group and such groups have t r iv ia l F ra t t in i subgroup. Therefore Fra t G = 
G'GP. 

N o w let G = < x l 5 . . . , x s > and put F = F ra t G. Then G = G/F is gener
ated by xxF,..., xsF. Since G is a vector space of dimension r over GF(p), i t 
has a basis of the f o r m {xtiF,..., xirF}. W r i t i n g Y = < x f l , . . . , x I r > , we have 
G = < Y, F > and hence G = < 7 > . ' • 

Let us use the Burnside Basis Theorem to obta in in format ion about the 
au tomorphism group of a finite p-group. 

5.3.3 (P. Hal l ) . Let G be a group of order pm and let \G: F ra t G\ = pr. Then 
the order of C A u t G ( G / F r a t G) divides p ( m _ r ) r and the order of A u t G divides 
np(m~r)r where n = | G L ( r , p)|. 

Proof. W r i t e F = F ra t G and C = CAutG(G/F). Then (Aut G)/C is isomor
phic w i t h a subgroup of G L ( r , p) since G/F is a vector space of dimension r 
over GF(p) ; thus | (Aut G ) : C\ divides n. By 5.3.2. there exist generators x l 9 

. . . , x r for G. Let us wri te x = ( x l 5 . . . , x r ) for the ordered set of r generators. 
I f f e F and yt = xtfi9 then y = (yl9..., yr) is also an ordered set of r gener
ators of G because G = < y l 5 . . . , yr, F} implies that G = ( y l 9 y r } . The 
set S of a l l ordered sets of r generators obtainable f rom x i n this manner has 
exactly | F | r = p ( m _ r ) r elements. I f y e C and y e S , define y y to be (y\9yj); 
since yj = yt m o d F9 i n fact y y e S. The funct ion y i—• y y is a permuta t ion of 
S, so we have an act ion of C on S. I f y y = y, then yj = yt for a l l i9 and since 
the y-s generate G, i t follows that y = 1. Thus each y i n S is fixed only by 1 
i n C, so that C acts semiregularly on S. Consequently each orb i t has c = \C\ 
elements. I f / is the number of orbits, then cl = p ( m _ r ) r and c divides p ( m _ r ) r . 
F ina l ly | A u t G| = | (Aut G ) : C\• |C | , wh ich divides n p ( m _ r ) r . • 

Quaternion Groups 

A n impor t an t type of finite 2-group that occurs i n many investigations is 
the generalized quaternion group Q 2 n 9 (n> 3); this is a group w i t h a presenta-
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t i o n o f the f o r m 

<x, y | x 2 n l = 1, y2 = x2n~2, y~xxy = x - 1 >. 

This group may be realized i n the fo l lowing manner. Let <w> and be 
cyclic groups of order 2n~1 and oo respectively and let G = ix <w> be 
the semidirect product where v induces the au tomorphism a i—• a'1 i n <w>. 
Let w = u2n2v~2: then wu = w = wv, so that w e £G and <w><3 G. N o w put 
Q = G/<w> and wri te u = w<vv> and v = v(w}; then u 2 n l = 1, v2 = u2n~2 

and v_1uv = M - 1 . By v o n Dyck ' s theorem (2.2.1) there is an epimorphism 
f rom Q2n to Q i n which X K M and y \-> v. N o w what is the order of Ql I n 
the first place <w> n <vv> = 1 (proof?), so u = w<vv> has order 2 n _ 1 . Also 
v2 e <w>, while v e <w> w o u l d i m p l y that v = ulwj = ui+j2n~2v~2j and 
v 1 + 2 j = ul+j2n~2 for some i and j , wh ich is impossible. Thus \ Q : <w>| = 2 and 
\Q\ = 2n. Bu t we see at once f rom the presentation that | Q 2 „ | divides 2". 
Thus Q ^ Q 2 „ and Q 2 » has order 2". 

The group Q 8 , wh ich has order 8, is best k n o w n as the group of Hamil
ton's^ quaternions: this is the group consisting of the symbols ± 1 , ±i, ±j, 
+ k where — 1 = i 2 =j2 = k2 and ij = k = —ji,jk = i = —kj, ki = j = —ik 
(see Exercise 5.3.1). 

Some Special Types of Finite p-Groups 

As our first major result on p-groups we shall classify finite p-groups which 
have a cyclic max ima l subgroup. 

5.3.4. A group of order pn has a cyclic maximal subgroup if and only if it is of 
one of the following types: 

(i) a cyclic group of order pn; 
(ii) the direct product of a cyclic group of order p n _ 1 and one of order p; 

(iii) <x, a\xp = 1 = apn~\ ax = a1+pn~2}, n > 3; 
(iv) the dihedral group D2n, n > 3; 
(v) the generalized quaternion group Q2n, n > 3; 

(vi) the semidihedral group <x, a\x2 = 1 = a2n~\ ax = a 2 " 2 ' 1 } , n > 3. 

We shall need here and elsewhere the fo l lowing elementary fact. 

5.3.5. In a nilpotent group of class at most 2 the identity (xy)m = xmym\_y, x y 2 ) 

holds. 

Proof The result is obviously true when m = 1: proceed by induc t ion on m. 
Using the induc t ion hypothesis and the fact that [ x , y'] lies i n the center, 
we ob ta in that (xy)m+1 = xm(ymx)y[y, x y 2 ) . N o w Exercise 5.1.4 shows that 

t Sir William Rowan Hamilton (1805-1865). 
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[ym, x] = [y, x ] m . Hence ymx = xym[y, x ] m and therefore 
(m+l\ 

(xy)m+1 = x m + 1 y m + ' [ ^ x ] 1 2 } 

[m + l \ (m\ 
since ( I = I I + m. • 

Proof of "5.3.4. Let |G | = p". Suppose that N = <a> is a cyclic max ima l sub
group: then N < i G and | G : N | = p. W r i t i n g G / N = < x N > , we have G = 
<x, a}: also |a| = p n _ 1 and xp e N. I f G is abelian and x p = fop where b e N, 
then (xfo - 1)* 7 = 1 and G = <x fo _ 1 > x JV; otherwise xp = a1 where (/, p) = 1, 
and G = <x>. Thus, i f G is abelian, i t is of type (i) or (ii). Henceforth we shall 
assume that G is no t abelian, so that n > 2. 

The element x induces an au tomorph ism i n N which must have order p: 
hence ax = am where mp = 1 m o d p n _ 1 and 1 < m < p n _ 1 . N o w by Fermat's 
Theorem mp~1 = 1 m o d p, so i t fol lows that m = 1 m o d p. 

For the moment assume that p is odd. Wr i t e m = 1 + kpl where (p, /c) = 1 
and, of course, 0 < i < n — 1. N o w 

m ' = ( l +kpiY = 1 + f c p * + 1 + g ^ - l f c 2 p 2 f + 1 1 } j P " 2 ) f c V < + 1 + ' • • > 
2 6 

which shows that mp = 1 + / c p I + 1 m o d p i + 2 . Bu t mp = 1 m o d p n _ 1 , so that 
/ c p l + 1 + lpi+1 = Vp"'1 w i t h integral / and /'. Since i + 1 < n - 1 and (p, fc) = 
1, i t fol lows that i + 1 = n — 1 and / = n — 2. Thus m = 1 + kpn~2: now 
there exists a /c' such that kk' = 1 m o d p and a*k = ^ 1 + / c ^ n _ 2 ) k = a1+pn~2, i n 
dicat ing that we may replace x by xk' and assume that m = 1 + pn~2. I t 
remains to discuss the posi t ion o f xp i n N. N o w (xp)x = xp implies that \xp\ 
divides pn~2 and xp e (ap}, say xp = bp where b e N. Also G is n i lpotent of 
class 2 since [a, x ] = apn'2. Hence (xfo - 1)* 7 = xpb~p = 1 by 5.3.5 since x ] p 

= 1. Replacing x by x f c - 1 , we can assume that x p = 1, so that G is of type 
( i i i ) . 

F r o m now on let p = 2. Certainly m is odd, equal to 2k + 1 say. F r o m 
m 2 = 1 m o d 2n~\ i t follows that k(k + 1) = 0 m o d 2 " " 3 and k = 0 or 
— 1 m o d 2"~ 3 . There are, therefore, two possible forms: m = 2n~2l + 1 where 
/ is odd, and m = 2n~2l — 1. I n the first case, replacing x by a suitable power, 
we may assume that m = 2n~2 + 1, while i n the second either / is even and 
m = 2 n _ 1 — 1 or / is odd and we may take m = 2n~2 — 1. There are, there
fore, three cases to examine. 

Suppose that m = 2n~1 — 1, so that ax = a'1. Since (x2)x = x 2 , the ele
ment x 2 has order 1 or 2 i n N, wh ich shows that x 2 = 1 or a2n~2 and G ^ 
D 2 „ or Q2n respectively. N o w assume that m = 2n~2 + 1. Since x 2 cannot 
generate N, we have x 2 = a2r for some r. Setting b = a r ( 2 n ~ 3 _ 1 ) , we compute 
that (xfo)2 = x 2 f o 2 [ f o , x ] = a 2 r ^ ^ I f n > 4 , this 
power of a equals 1 and G is of type (iii) . However, i f n = 3, then ax = a~x 

and x 2 = 1 or a2, so that G ^ D 8 or Q 8 . 
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Fina l ly , let m = 2n~2 - 1. I f x2 = a2r, then a2r = (a2r)x = a 2 ' ^ 2 ^ , i n 
which event 2r = 0 m o d 2n~2 and x2 = 1 or a2n~2. I f x2 # 1, then (xa'1)2 = 
a2n'2a~2a~(2n'2~2) = 1 and G is of type (vi). • 

Finite p-Groups with a Single Subgroup of Order p 

5.3.6. A finite p-group has exactly one subgroup of order p if and only if it is 
cyclic or a generalized quaternion group. 

Proof. I n the first place, cyclic p-groups and generalized quaternion groups 
have the proper ty i n question. Let G have order pn and assume that there is 
jus t one subgroup of order p. I f G is abelian, the structure o f finite abelian 
groups (4.2.6) tells us that G must be cyclic. Assume therefore that G is not 
abelian. Suppose that p is odd and let i f be a max imal subgroup of G. By 
induc t ion f f is cyclic and so G has a cyclic max imal subgroup. Examin ing 
the list of groups i n 5.3.4 we see that none of them qualify. I t follows that 
p = 2. 

Let A be a max ima l no rma l abelian subgroup of G. Then A must be 
cyclic, generated by a say. Also A = CG(A) by 5.2.3. Let xA be an element of 
G/A w i t h order 2. N o w <x, ^4> is no t abelian and i t has a cyclic subgroup of 
index 2, so by 5.3.4 i t is a generalized quaternion group, a l l the other types 
having more than one subgroup of order 2. Hence ax = a'1, wh ich estab
lishes that G/A has jus t one element of order 2. N o w G/A is isomorphic 
w i t h a subgroup of A u t A and A u t A ~ Z * m where \ A\ = 2m by 1.5.5. Hence 
G/A is abelian and therefore cyclic. But — 1 is no t a square modu lo 2 m un
less m = 1, wh ich is forbidden since i t w o u l d force A to lie i n the center o f G. 
Therefore G/A has order 2 and G is a generalized quaternion group. • 

Groups in Which Every Subgroup Is Normal 

I n Q = Q 8 , the quaternion group of order 8, there is only one element of 
order 2 and i t generates Q'. Hence 1 # f f < Q implies that Q' < H and f f < i 
Q. So every subgroup of Q is normal . O u r a im is to classify al l groups w i t h 
this property: these are k n o w n as Dedekind groups (a nonabelian Dedekind 
group is called Hamiltonian). We shall find that they are not far removed 
f rom Q8. 

5.3.7 (Dedekind, Baer). All the subgroups of a group G are normal if and only 
if G is abelian or the direct product of a quaternion group of order 8, an 
elementary abelian 2-group and an abelian group with all its elements of odd 
order. 

Proof. We assume that every subgroup of G is no rma l but G is not abelian. 
Let x and y be two noncommut ing elements and put c = [ x , y]. Since < x > < i 
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G and < y > < i G, we have c e <x> n <}/> and therefore xr = c = ys where r, 
s ^ O o r 1. W r i t i n g Q = <x, }/>, we see that c e CQ and Q = <c>; thus Q is 
ni lpotent o f class 2. Hence cr = [ x , y ] r = [ x r , y ] = [c, y ] = 1, wh ich implies 
that c, x, and y have finite orders. Consequently Q is finite. 

Let | x | = m and \y\ = n. We shall suppose x and y so chosen that m + n 
is m i n i m a l subject to c = [ x , y ] # 1. I f p is a pr ime divisor o f m, the assump
t ion of m i n i m a l i t y implies that 1 = [xp, y ] = cp and c has order p. This tells 
us that | x | and |y | are powers o f p. 

Since c is a power o f x and of y, there exist integers /c, /, r, 5 such that xkpr 

= c = ylpS and (k, p) = 1 = (/, p). N o w there are integers k\ V such that kk' 
E E 1 m o d p and //' = 1 m o d p. Setting x' = x1' and y' = yk\ we have [ x r , j ; ' ] 
= ckT; also ( x ' f = ( x p r ) r = c k T since c k ' = xkk'pr = xp\ and similarly (yY = 
ckl'. Thus, replacing x by x' and y by } / , we may assume that 

xpr = c = ypS (r, s > 0). 

Evident ly | x | = pr+1 and \y\ = ps+1. W i t h o u t loss o f generality let r > s. 
I f yx denotes x~pr'sy, then [ x , yj = [ x , y ] = c and, by min ima l i t y of 

1̂ 1 + l.y|> we must have \yx \ > \y \ = ps+1; hence y[s # 1. By 5.3.5 we have 

yPs = X-prypS[y, X~pr'Si 2 ^ = c " ^ - 1 ) / 2 . 

I f p is odd, i t divides — i p r ( p s — 1) and ypS = 1. Therefore p = 2 and 
2r~1(2s — l ) is odd, that is, r = 1. Since r > 5 , we have also 5 = 1 . The fol low
ing relations are therefore vaid, x 4 = 1, x 2 = y2 and x y = x _ 1 . Consequently 
Q = <x, y} is an image o f a quaternion group of order 8. Since Q is no t 
abelian, i t is a quaternion group of order 8. 

Nex t consider C = CG(Q) and suppose that g e G\CQ. Then g does not 
commute w i t h b o t h x and y—say y9 # y. Since \y\ = 4, we must have y9 = 
j / - 1 ; therefore gx commutes w i t h y. Thus gx cannot commute w i t h x (or else 
gx e C). The same argument shows that gxy commutes w i t h x : bu t clearly 
gxy also commutes w i t h y. so gxy e C and g e CQ. I t follows that G = CQ. 
I f g e C, then [ x , g y ] = [ x , y ] # 1 and by the first paragraph o f the p r o o f gy 
has finite order. Since g and y commute, g has finite order and G is a tors ion 
group. Next suppose that g i n C has order 4. Then [ x , gy] # 1 and (gj / ) 4 = 1, 
which implies that (gy)x = (gy)'1. Thus [gy, x ] = (gy)~2 = g~2y~2'. but also 
[0)^ * ] = * ] = J7"2* s o Q2 = 1> a contradiction. Thus we have shown that 
C has no elements of order 4. 

N o w by what we have already proved the elements i n C w i t h odd order 
commute w i t h each other and f o r m an abelian subgroup O. The elements of 
C w i t h order a power o f 2 fo rm an elementary abelian 2-group E1 and C = 
E1 x O. Hence G = CQ = (QEX) x O. Since Ex is elementary abelian, we 
can wr i te E1=(Qc\E1) x E for some subgroup E. Thus G = (QE) x O = 
Q x E x O. 

The converse is much easier. Assume that G has the prescribed fo rm 
Q x E x O and let H < G. Then by Exercise 5.2.12 we have 

H = (H n(Q x E)) x (H n O) 
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and clearly i f n 0 < G; thus we can assume that G = Q x E. I f i f n Q = 1, 
then i f lies i n the subgroup of a l l elements g o f G such that # 2 = 1: this 
subgroup lies i n £G, so i f < i G. F ina l ly i f i f n Q # 1, then H >Q = G' and 
again i f < i G. • 

Extra-Special p-Groups 

A finite p-group G is called extra-special i f G' and £G coincide and have 
order p. These groups play an impor t an t role i n some of the deeper parts of 
finite group theory. As examples one th inks of Q8 and D 8 : indeed any non
abelian group of order p 3 is extra-special (Exercise 5.3.6). 

Let G be an extra-special p-group and wri te C = £G = G'. This has order 
p, so i t is cyclic: let c be a fixed generator. I f x, g e G, then [ x , gp^ = [ x , g~\p = 
1 and gp e C. Consequently F = G/C is an elementary abelian p-group and 
may be regarded as a vector space over GF(p) . I f x, y e G, the commuta tor 
[ x , y] depends only on the cosets u = xC and v = yC, so that i t is meaning
ful to wr i te [ x , y ] = cf(u'v\ Thus f:Vx V - • GF(p) is a well-defined func
t ion . N o w [ x x l 5 y'] = [ x , y ] [ x l 5 y'] and [ x , = [y, x ] - 1 , f rom which i t fo l 
lows that / is a skew-symmetric bil inear fo rm on V. I f / (w, = 0 for a l l i ; i n 
F, then [ x , y] = 1 for a l l y i n G; i n this event u = xC = 0V. Thus / is a 
nondegenerate form. 

We shall now quote a standard theorem i n linear algebra on nondegen
erate skew-symmetric bil inear forms. There exists a direct sum decomposi
t ion V = V1®"'®Vn where Vt is a 2-dimensional subspace wi th basis {ui9 vt} 
such that f(ui9 vt) = 1, / (M, - , ^ ) = 0 i f i # j , and / ( w i 5 w7) = 0 = f(vh Vj) for a l l 
Uh 

W r i t e M F = x t C and vt = ytC. Then Gt = < x i 5 ^ > is a nonabelian group 
of order p 3 . Clearly C < G t < G and G = GXG2 Gn. I n add i t ion G/C = 
Dvt GJC and [G,-, G y ] = 1 i f f # j . The order o f G is, o f course, p 2 n + 1 . 

Central Products 

I t is na tura l to t h ink of the extra-special p-group G as a direct product of 
the groups Gt i n wh ich the centers o f the Gt are identified. O f course G f has 
order p 3 , and there are i n fact jus t t w o possible i somorphism types for G f 

(Exercise 5.3.6). 
M o r e generally a group G is said to be the central product o f its no rma l 

subgroups G l 5 G n i f G = G1G2'" Gn, [ G f , Gy] = 1 for / and Gtr\ 
n j V i G i = £G for a l l f. Since CGt < CG, i t follows that CGt- = CG. We can 
sum up our conclusions about extra-special p-groups i n terms o f central 
products. 
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5.3.8. An extra-special p-group is a central product of n nonabelian subgroups 
of order p3 and has order p2n+1. Conversely a finite central product of non
abelian groups of order p3 is an extra-special p-group. 

F o r a more precise statement see Exercise 5.3.7. 

EXERCISES 5.3 

1. Prove that Hamilton's quaternions are realized by the Pauli spin matrices 

by showing that these generate a subgroup of GL(2, C) isomorphic with Q8. 

2. A group of order p" is isomorphic with a subgroup of the standard wreath prod
uct Z p ^ • • • ^Zp (n factors). 

3. Find the upper and lower central series of Q2n. 

4. Prove that Aut g 2 „ ^ H o l ( Z 2 „ - i ) if n > 3, but that Aut Q8 ~ S4. 

*5. I f G = <x, y\x2 = 1 = y 2 ", yx = y 1 + 2 n 1 } , prove that Aut G is a 2-group. 

6. Let G be a nonabelian group of order p3. I f p is odd, prove that G is isomorphic 

Show that these groups have exponent p and p2 respectively, lip = 2, prove that 
that G ^ D8 or Q8. Note that G is always extra-special. 

7. Let G be an extra-special group of order p2n+1. 
(i) I f p = 2, prove that G is a central product of D 8 's or a central product of 

D8s and a single Q8. [Hint: Show that a central product of two <28's is a 
central product of two £>8's.] 

(ii) I f p > 2, prove that either G has exponent p or else it is a central product of 
nonabelian groups of order p 3 and exponent p and a single nonabelian group 
of order p 3 and exponent p 2 . 

(iii) Deduce that there exist two isomorphism types of extra-special groups of 
order p 2 w + 1 and give a presentation of each type. 

8. A finite p-group G will be called generalized extra-special i f £G is cyclic and G 
has order p. 

(i) Prove that G' < CG and G/CG is an elementary abelian p-group of even rank. 
(ii) Express G as a central product of groups of two types. 

(iii) Prove that there are two isomorphism types of generalized extra-special 
groups once the order and index of the centre are specified. Give presenta
tions for these types. 

9. Let G be a finite p-group. Prove that G is not abelian but every proper quotient 
group of G is abelian if and only if G is a generalized extra-special group. 

with 
<x, y\x* = 1 = yp, Ix, yY = [x, y] = [x , yY> 

or 
(x,y\xp2 = 1 = yp,xy = x1+p). 
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10. Let G be a group of order pn. I f G has a unique subgroup of order pm for all 
1 < m < n, prove that G is cyclic. 

11. I f in a finite p-group every subgroup of order p 2 is cyclic, the group is cyclic or 
generalized quaternion. 

5.4. Soluble Groups 

Let us begin by expanding our list of examples o f finite soluble groups. 

5.4.1. If p, q, r are primes, all groups of orders p m , pmq, p2q2, or pqr are 
soluble. 

Proof. O f course a group of order p m is n i lpotent and hence soluble. Let 
|G | = pmq and suppose that |G | is m i n i m a l subject to G being insoluble: thus 
p # q. I f N is a proper non t r iv i a l n o r m a l subgroup, b o t h N and G/N are 
soluble by m i n i m a l i t y of |G| : this implies that G is soluble. I t follows that G 
must be a simple group. 

Let np be the number o f Sylow p-subgroups o f G. Then np divides q, so 
that np = q: for i f np were 1, there w o u l d be a no rma l Sylow p-subgroup. Let 
I = P1nP2 be an intersection o f t w o distinct Sylow p-groups which has 
max ima l order. I f I = 1, every pair o f distinct Sylow p-subgroups intersects 
t r iv ia l ly , whence the number o f non t r iv i a l p-elements i n G is q(pm — 1) = 
pmq — q. The other elements are q i n number, so they must fo rm a unique 
Sylow g-subgroup, contradic t ing the s implici ty of G. Hence I # 1. 

N o w 5.2.4 shows that I < Nt = NPi(I), and clearly 7 < i J = (Nl9 N2}. 
I f J is a p-group, i t is contained i n some Sylow p-subgroup, say P 3 , and 
? ! n P 3 > PxnJ > N1> I , wh ich contradicts the maximal i ty of I . Thus J 
is no t a p-group and q divides | J\. I f Q is a Sylow ^-subgroup of J , then 
\QPX \ = pm

q and G = QPl9 f rom which we deduce that I G = I P l < Pl9 so 
that I G is a proper n o r m a l subgroup of G, a final contradict ion. 

Suppose G is an insoluble group of order p2q2: by the first par t we may 
assume G simple and p > q. N o w np = 1 m o d p and n p | g 2 , whence n p = q2. 
Suppose that Px and P2 are t w o distinct Sylow p-subgroups such that I = 
P 1 n P 2 / l . We note that Pt is abelian since \Pt\ = p 2 , so that 7 < i Pt and 
therefore 7 < i < P l 5 P2} = J. Hence J # G, from which we infer that \G:J\ = 
q. But 1.6.9 implies that |G | divides g!, which is impossible since p > q. Hence 
al l pairs o f distinct Sylow p-subgroups o f G intersect t r iv ia l ly . Just as i n the 
preceding case this leads to a unique Sylow ^-subgroup. 

The final part is left as an exercise for the reader. • 

M o r e generally there is a famous theorem of Burnside to the effect that a 
group of order pmqn is always soluble: this is proved i n Chapter 8. A n even 
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more remarkable theorem due to Feit and Thompson [a46] asserts that 
every group of odd order is soluble; the p r o o f is exeedingly difficult. 

The first example of an insoluble group is the alternating group A5, which 
has order 60 = 2 2 • 3 • 5 (Exercise 5.4.2). Thus groups of order p2qr need not 
be soluble and 5.4.1 cannot be extended i n this direct ion. 

Composition Factors, Principal Factors, and 
Maximal Subgroups 

I f G is a group—possibly w i t h o u t a composi t ion series—we shall extend 
our previous usage and say that H/K is a composition factor o f G i f f f is 
subnormal i n G and H/K is simple. Similar ly we shall say that H/K is a 
principal factor i f H/K is a m i n i m a l n o r m a l subgroup of G/K. 

The fol lowing easy lemma exhibits a relation between maximal subgroups 
and pr inc ipa l factors. 

5.4.2. Let G be a group. Assume that G = HA where H is a proper subgroup 
and A is an abelian normal subgroup of G. Then H is maximal in G if and 
only if A/H n A is a principal factor of G. Also \ G:H\ = \A: H n A\. 

Proof. No te first o f a l l that H c\A~^ H and also that H c\A~^ A since A is 
abelian; thus H n A < i HA = G. 

Assume that H is maximal . I f H n A < L < A and L < G, then G = HL 
because L £ H. Hence A = (HL) nA = (Hn A)L = L by the modula r law. 
Hence A/H n A is a pr inc ipa l factor. Conversely suppose that A/H n A is 
a pr inc ipa l factor. Let H < K < G. Then K = Kn(HA) = H(KnA)> H. 
Hence Hn A < Kn ,4 < i G, so that A = KnA and G = K, wh ich shows 
that H is maximal . • 

5.4.3. Let Gbe a soluble group. 

(i) A composition factor of G has prime order. 
(ii) A principal factor of G is either an elementary abelian p-group or else a 

direct product of copies of the additive group of rational numbers. 
(iii) The index of a maximal subgroup of G is either infinite or a power of a 

prime. 

Proof, (i) is clear. 
(ii) I t is enough to prove the result for H a m i n i m a l no rma l subgroup of 

G. N o w H' < i G and H' # H because H is soluble. Hence H' = 1 and H is 
abelian. I f p is a prime, then H [ p ] = {x e H\xp = 1} is a no rma l subgroup 
of G contained i n H. Hence either H [ p ] = f f , so that f f is an elementary 
abelian p-group, or f f [ p ] = 1 for a l l p, wh ich means that f f is torsion-free. 
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I n the last case one also has f P < i G; thus Hp = H and H is a divisible 
abelian group. The result now follows f rom 4.1.5. 

(iii) Let M be max ima l i n G. Since G is soluble and M # G, there is a 
largest integer i such that A = G ( I ) £ M . Then A' < M and M / , 4 ' is maximal 
i n G/A'. W i t h o u t loss of generality we can assume that A' = 1 and A is 
abelian. Since M is maximal , G = M A Then 5.4.2 shows that A is m i n i m a l 
n o r m a l i n G. Since \ G:M\ = \A\, the result follows f rom (ii). • 

The Fitting Subgroup of a Soluble Group 

The F i t t i n g subgroup of a soluble group plays a role similar to that of the 
center o f a n i lpotent group; the fo l lowing result may be compared to 5.2.1 
and 5.2.3. 

5.4.4. Let Gbe a soluble group with Fitting subgroup F. 

(i) If 1 # iV < i G, then N contains a nontrivial normal abelian subgroup of G 
and N n F # 1. 

(ii) CG(F) = CF. 

Proof, (i) Let i be the largest integer such that N n G ( 0 # 1; then (iV n G ( 0 ) ' < 
N n G ( I ' + 1 ) = 1, so that N n G ( 0 is abelian and no rma l i n G. 

(ii) Suppose that C = CG(F) is no t contained i n F. By (i) there exists 
A/F^ G/F such that F < A < CF and is abelian. Bu t A = A n (CF) = 
(A n C ) F and y3(A n C ) < [ A , C ] < [ F , C ] = 1, which shows that AnC< 
F and A = F . By this cont radic t ion C < F and hence C = CF. • 

The Nilpotent Length 

I f G is a finite group, the upper nilpotent series 1 = U0(G) < U^G) <•• 
is defined by Ui+1(G)/Ui(G) = Fi t(G/£/;(G)) . The lower nilpotent series 
G = L 0 ( G ) > L t ( G ) > L 2 ( G ) > • •• is defined dually by w r i t i n g Li+1(G) = 
f]j=i,2,.-. yj(Li(G)\ so that Li(G)/Li+1(G) is the largest n i lpotent quotient 
group of L;(G). The terms of these series are characteristic—even fully-
invar iant i n the case o f ( L f ( G ) } — a n d the factors are ni lpotent . 

5.4.5. Let 1 = G 0 < i G t < i • • • < i Gn = G be a series with nilpotent factors in a 
finite soluble group G. Then 

G, < l/,(G) and Lt(G) < G „ _ ; . 

7n particular 

17,(0) = G and L„(G) = 1. 
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The p r o o f is by induc t ion on /. N o t e that Gx < GG < U1 by 5.2.8. I t fo l 
lows immediately that the lengths o f the upper and lower ni lpotent series of 
a finite soluble group are equal: this number is called the nilpotent length. 

I t is sometimes convenient to speak of the ni lpotent length o f an infinite 
soluble group. This is best defined as the length of a shortest series w i t h 
n i lpotent factors. Groups w i t h n i lpotent length at most 2 are called meta-
nilpotent groups. 

Supersoluble Groups 

A group is said to be supersoluble (or super solvable) i f i t has a normal cyclic 
series, that is, a series o f no rma l subgroups whose factors are cyclic. Super-
soluble groups are, of course, soluble. The group A4, wh ich has no n o r m a l 
cyclic subgroups except 1, is the first example of a soluble group that is no t 
supersoluble. I t is easy to p rove—and the reader should check—that the 
class of supersoluble groups is closed with respect to forming subgroups, im
ages, and finite direct products. 

5.4.6. 

(i) Supersoluble groups satisfy the maximal condition. 
(ii) Finitely generated nilpotent groups are supersoluble. 

Proof. This follows f rom 3.1.7 and 5.2.18. • 

5.4.7. A principal factor of a supersoluble group has prime order and a maxi
mal subgroup has prime index. 

Proof Let i V b e a m i n i m a l n o r m a l subgroup of a supersoluble group G and 
let 1 = G0 < G1 < • • • < Gn = G be a n o r m a l cyclic series. N o w there is a 
least integer i that N n Gt # 1. Then N n Gf<i G, so that N n G f = N and 
N < Gt. Since N n Gt_x = 1, we ob ta in N ~ NG^JG^ < Gi/Gi_1. Hence 
N is cyclic of pr ime order. The second statement may be proved jus t l ike 
5.4.3 (iii). • 

I n fact the properties of 5.4.7 characterize finite supersoluble groups. This 
is obvious for the first property; for the second i t w i l l be proved i n Chapter 9. 

5.4.8 (Zappa). If G is a supersoluble group, there is a normal series 

1 = G 0 < G1 < • • • < Gn = G 

in which each factor is cyclic of prime or infinite order and the order of the 
factors from the left is this: odd factors in descending order of magnitude, 
infinite factors, factors of order 2. 
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Proof. By refining a no rma l cyclic series of G we obta in a no rma l cyclic 
series 1 = H0 < H1 < < Hm = G i n which each factor has pr ime or in f i 
nite order. We describe a procedure for obta in ing a new series i n which the 
factors have the stated ordering. 

Suppose that Hi+1/Ht has order p and Hi/Hi_1 has order q where q < p. 
Since \Aut(Hi/Hi_1)\ = q — 1, wh ich is not divisible by p, the factor HJHi^ 
lies i n the center o f Hi^/Hi^ and the latter is cyclic of order pq. I f HJHi^ 
is the subgroup of order p, i t is characteristic i n Hi+1/Hi_1 and Ht<a G: also 
Hi+1/Hi has order q. Replacing Ht by Ht we obta in a no rma l cyclic series of 
G i n which the p-factor n o w precedes the ^-factor. 

Nex t let Hi+1/Hi have odd pr ime order p and let HJHi^ be infinite cy
clic. Then A u t ( i f , - / / / , - - ! ) has order 2, which shows that HJHi-x lies i n the 
center o f H^/Hi^ and the latter is abelian. I f H^/Hi^ is infinite cyclic, 
s imply delete Ht f rom the series. Otherwise there is a subgroup HJH^^ o f 
order p; then Ht^ G and Hi+1/Ht is infinite cyclic. Replacing i f £ by i f f , we 
cause the p-factor to precede the infinite factor. 

F ina l ly suppose that Hi+1/Ht is infinite and HJHi^ has order 2. Then 
Hi+JHi-! ~ Z 2 0 Z and = {H^JH^f is infinite cyclic. Also f / f < i 

G and | f / i + 1 _ : H; ! = 4. By 5.4.7 there exists ^ < G such that Ht < Ht < Hi+1 

and \Hi+1: H t | = 2 = \Ht: Delete and insert Ht and Thus, at the 
expense of adding a factor o f order 2 on the r ight , we may move an infinite 
factor to the left past one of order 2. 

By repeated use of these techniques a series of the type sought is obtained. 

• 
5.4.9. The elements of odd order in a supersoluble group form a characteristic 
subgroup. 

This follows directly f rom 5.4.8. Not ice however that since the infinite 
dihedral group is generated by elements of order 2, the elements of finite 
order i n a supersoluble group do not i n general fo rm a subgroup. 

Fina l ly , we prove a result showing that the F i t t i n g subgroup of a super-
soluble group is relatively large. 

5.4.10. / / G is a supersoluble group, then F i t G is nilpotent and G/Fi t G is a 
finite abelian group. In particular, G' is nilpotent. 

Proof Let F = F i t G. By 5.4.6 the group G satisfies the max ima l condi t ion 
and F is finitely generated. Hence F is a product of finitely many n i lpotent 
n o r m a l subgroups and so i t is ni lpotent by Fit t ing 's theorem (5.2.8). Let 
1 = G 0 < Gx < • • < Gn = G be a n o r m a l cyclic series. Set Ft = Gi+1/Gt and 
C = p);=i,...,n C G ( F f ) . N o w A u t Ft is finite and abelian, which shows that 
G/C is finite and abelian. Also [ G l + 1 n C, C ] < Gt n C, whence the Gt n C 
fo rm a central series of C and C is ni lpotent . Hence C < F and G/F is finite 
and abelian. • 
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A discussion of the deeper properties o f finite soluble groups is deferred 
u n t i l Chapter 9. I n the remainder of this chapter we shall be concerned w i t h 
certain impor t an t classes of infinite soluble groups. 

Infinite Soluble Groups 

We begin w i t h a simple but frequently used fact. 

5.4.11. A finitely generated soluble torsion group is finite. 

Proof. Let G be the group i n question and let d denote its derived length. I f 
d = 0, there is no th ing to prove. So let d > 0 and put A = Gid~1}. Then by 
induc t ion on d the quotient group G/A is finite, wh ich by 1.6.11 implies that 
A is finitely generated. We now use 4.2.9 to show that A is finite, f rom which 
i t follows that G is finite. • 

Polycyclic Groups 

One of the most impor t an t classes of infinite soluble groups is the class of 
polycyclic groups. Recall that a group G is said to be polycyclic i f i t has a 
cyclic series, by which we mean of course a series w i t h cyclic factors. I t is 
clear that polycyclic groups are soluble and that every supersoluble group is 
polycyclic. Moreover the class of polycyclic groups is closed w i t h respect to 
forming subgroups, images, and extensions. M o s t o f the results that fo l low 
are due to K . A . Hi rsch who in i t ia ted the study of polycyclic groups i n 1938. 

5.4.12. A group is polycyclic if and only if it is soluble and satisfies the maxi
mal condition. 

Proof. Every cyclic group satisfies the maximal condi t ion and the latter prop
erty is closed under fo rming extensions (3.1.7); hence every polycyclic group 
has max. Conversely, suppose that G is a soluble group w i t h max. Then the 
factors of the derived series are finitely generated abelian groups. By refining 
this series we obta in one w i t h cyclic factors, thus showing that G is poly
cyclic. • 

5.4.13. In a polycyclic group G the number of infinite factors in a cyclic series 
is independent of the series and hence is an invariant of G (known as the 
Hirsch length). 

Proof. Suppose that we have a cyclic series o f G: then a refinement o f this 
series is also cyclic and i t w i l l have the same number o f infinite factors. The 
reason is that i f H/K is an infinite cyclic factor and K < K* < H* < H, 
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then one o f K*/K, H*/K*, and H/H* is infinite cyclic while the others are 
finite. Since any two cyclic series have isomorphic refinements, they must 
have the same number o f infinite cyclic factors. • 

5.4.14. A group is polycyclic if and only if it has a normal series each factor 
of which is either free abelian of finite rank or finite elementary abelian. 

We leave the easy p r o o f as an exercise. 

Poly-Infinite Cyclic Groups 
Extending our use o f the prefix "poly ," let us call a group poly-infinite cyclic 
i f i t has a series w i t h infinite cyclic factors. Obvious ly every poly-infini te 
cyclic group is torsion-free and polycyclic, bu t the converse is false (see Ex
ercise 5.4.15). Nevertheless general polycyclic groups are quite close to being 
poly-inf ini te cyclic, as the fo l lowing theorem shows. 

5.4.15. 

(i) Every polycyclic group has a normal poly-infinite cyclic subgroup of finite 
index. 

(ii) An infinite polycyclic group contains a nontrivial torsion-free abelian nor
mal subgroup. 

Proof, (i) Let 1 = G 0 < G t < • • • < G„ = G be a cyclic series i n a polycyclic 
group G. I f n < 1, then G is cyclic and the result is obvious. Let n > 1 and 
put N = Gn-X. By induc t ion on n there is a no rma l subgroup M of N such 
that M is poly-inf ini te cyclic and N/M is finite. N o w N/MG is finite because 
i t is a finitely generated tors ion group (see 5.4.11), and MG is poly-infini te 
cyclic. Thus no th ing is lost i f we assume that M < 3 G. I f G/N is finite, so is 
G / M and we are finished. Assume therefore that G/N is infinite cyclic, gen
erated by xN say. 

There is a positive integer r for which xr centralizes N/M. Set L = 
< x r , M > . Then i t is clear that L < i <x, iV> = G Moreover G / L is finite be
cause i t is the product o f the finite subgroups <x, L > / L and NL/L. Since no 
positive power of x can belong to N, the factor L/M is infinite cyclic and L 
is poly-inf ini te cyclic. 

(ii) I f G is infinite, then L ^ 1 and the smallest non t r iv i a l te rm of the 
derived series of L is a subgroup of the type sought. • 

We shall establish next an interesting proper ty o f subgroups o f polycyclic 
groups. 

5.4.16 (Mal 'cev). Let H be a subgroup of a polycyclic group G. Then H equals 
the intersection of all the subgroups of finite index in G that contain H. 
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Proof (J.S. Wilson) . We begin w i t h the remark that a l l is wel l i f G is abelian. 
For then f f < i G and G/H, being a finitely generated abelian group, is resid
ually finite by Exercise 4.2.15; this gives the desired result. 

I n the general case let / be the Hi r sch length of G. Should / = 0, the 
group w i l l be finite and there is no th ing to prove. Assume therefore that 
/ > 0 and proceed by induc t ion on /. Accord ing to 5.4.15 there is a tors ion-
free abelian no rma l subgroup A 1. Since the Hi r sch length of G/A is less 
than /, the theorem is true for G/A. 

Let g e G\H; i t suffices to find a subgroup K such that H < K, \G: K\ < 
oo and g £ K. I f g £ HA, the existence o f such a K may be inferred f rom the 
t r u t h of the theorem for G/A. Assume therefore that g e HA. Then g = ha 
where he H and a e A; notice that a£ H nA since g £ H. 

By the abelian case there is a subgroup B o f A such that H nA < B, 
\A: B\ < oo and a£B. Clearly Am < B for some m > 0, and \A: Am\ < oo. 
By induc t ion on / the theorem is true for G/A"1, so we can assume that 
g G HAm, say g = h1a1, where hxe H and ax e Am. Hence ha = hxax, so that 
aa\l = h~xhx e H n A < B. Since ax e Am < B, we reach the cont radic t ion 
aeB. • 

Specializing to the case i f = 1 we obta in 

5.4.17 (Hirsch). A polycyclic group is residually finite. 

A n arbi t rary group G can be made in to a topological group by declaring 
the collection o f a l l subgroups of finite index to be a base of neighborhoods 
of the identity. The resulting topology is k n o w n as the profinite topology: i t 
is Hausdorff precisely when G is residually finite. Mal 'cev's theorem may be 
reformulated by saying that every subgroup of a polycyclic group is closed in 
the profinite topology. 

We give next a further appl icat ion o f 5.4.15. 

5.4.18 (Hirsch). If a polycyclic group G is not nilpotent, then it must have a 
finite nonnilpotent image. 

Proof. Let G be a counterexample w i t h m i n i m a l Hi r sch length. Certainly G 
w i l l be infinite, so 5.4.15 provides us w i t h a non t r iv i a l torsion-free abelian 
n o r m a l subgroup A. O f course A is free abelian; let r be its rank. 

I f p is any prime, G/Ap has smaller Hi r sch length than G, so by m i n i 
ma l i ty G/Ap is ni lpotent . N o w A/Ap is elementary abelian o f order pr; thus 
by 5.2. l i t lies i n £r(G/Ap) and 

B = [A, G,...,G]<AP. 

r 

But f]p Ap = 1 because A is free abelian. Hence B = 1 and A < £rG. This 
shows that G is ni lpotent , a contradic t ion. • 
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This result is very useful i n transferring properties of finite groups to poly-
cyclic groups. Here are some examples due to Hi r sch and I t o . 

5.4.19. The Frattini subgroup of a poly cyclic group is nilpotent. 

Proof Let F = Fra t G where G is polycyclic. I f F is not nilpotent, then some 
finite F/N is not ni lpotent . Replacing N by its core i n G, we can suppose 
that i V < i G. Bu t F ra t (G /N) = F/N and a finite F r a t t i n i subgroup is always 
ni lpotent by 5.2.15 (i). This is a contradict ion. • 

5.4.20. / / G is a polycyclic and G' < F ra t G, then G is nilpotent. 

Proof I f G is not ni lpotent , i t has a finite nonni lpotent image H. Bu t HF < 
Fra t H is clearly va l id and by 5.2.16 this implies that H is ni lpotent . • 

F o r a detailed study o f polycyclic groups the reader should consult the 
book by Segal [ b 6 1 ] . 

Finitely Generated Soluble Groups 

These fo rm a much wider class o f groups than do polycyclic groups. A n 
example of a finitely generated soluble group that is not polycyclic is the 
semidirect product 

G = X ix A 

where A is the additive group of dyadic rationals m2 n , m, n e Z, and X = 
<x> is an infinite cyclic group acting on A via mul t ip l i ca t ion by 2: thus 
ax = 2a. This group is generated by x and the integer 1: also i t is metabelian. 
However G is not polycyclic because A is no t finitely generated. 

Soluble groups w i t h the maximal condition on normal subgroups, max-n, 
are intermediate between polycyclic groups and finitely generated soluble 
groups, as we now show. 

5.4.21. A soluble group G with the maximal condition on normal subgroups is 
finitely generated. 

Proof Let d denote the derived length of G. I f d < 1, then G is abelian and 
the assertion is obvious. Let d > 1 and put A = G ( d _ 1 ) . By induc t ion on d 
there is a finite set of generators xxA,..., xmA for G/A. N o w A satifies max-
G since G satisfies max-n. Hence A = af • • • aG for some finite set of elements 
av Bu t since A is abelian, af = afXu""Xrn}. Therefore G is generated by al9 

..., an, x±,..., xm. n 

M u c h more w i l l be said o f f initely generated soluble groups i n Chap
ter 15. 
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Soluble Groups with the Minimal Condition 

Since polycyclic groups have been identified as the soluble groups w i t h max, 
i t is na tura l to ask about the dual class, soluble groups w i t h m i n . I f G is a 
soluble group w i t h m i n , each factor o f an abelian series has m i n and so by 
4.2.11 is a direct product of finitely many cyclic and quasicyclic groups. Thus 
the soluble groups with min are exactly the poly-(finite cyclic or quasicyclic) 
groups. 

Basic i n the study of the m i n i m a l condi t ion is 

5.4.22. Let the group G satisfy the minimal condition on normal subgroups. 
Then G possesses a unique minimal subgroup of finite index (called the finite 
residual). This subgroup is characteristic in G. 

Proof. The m i n i m a l condi t ion on n o r m a l subgroups guarantees the exis
tence of a smallest normal subgroup of finite index, say F. Let i f be any 
subgroup of finite index. By 1.6.9 the core HG has finite index, so by 1.3.12 
we have |G: HGn F\ < oo. Hence HGnF = F and F < i f , showing that F is 
contained i n every subgroup w i t h finite index i n G. • 

We come now to the structure theorem for soluble groups w i t h m i n . 

5.4.23 (Cernikov). A soluble group satisfies the minimal condition if and only 
if it is an extension of a direct product of finitely many quasicyclic groups by 
a finite group. 

Proof. Let G be a soluble group w i t h m i n and let F be its finite residual (see 
5.4.22). Then we can assume that F 1 since G/F is finite. Therefore F con
tains a non t r iv i a l n o r m a l abelian subgroup of G, say A, by 5.4.4. Let 1 ^ a e 
A. Clearly conjugates o f a have the same order as a and belong to A. N o w 
according to Exercise 4.3.5 i n an abelian group w i t h m i n there are only 
finitely many elements of each prescribed order. Hence | G : CG(a)\ < oo. By 
defini t ion of F we have F < CG(a) and consequently ae^F and ( i 7 ^ 1. 

I f F = £F, then F is abelian w i t h m i n and has no proper subgroups o f 
finite index: therefore F is a direct product of finitely many quasicyclic groups 
by 4.2.11, and G has the required structure. Thus we can assume that ( i 7 < 
F. N o w G, so the preceding argument may be applied to the group 
G/£F (which has finite residual F/£F) to show that ( i 7 = ( i f 7 < ( 2 ^ - Let z e 
£2F\£1F and let x e F; then zx = zz1 where zx e CiF. N o w the m i n i m a l con
d i t i o n implies that G is a tors ion group; hence \zx\ divides \z\. Since ( F 
has m i n , for a given z there are only finitely many possibilities for zx i n £XF 
and hence for zx where x e F. Thus \F : CF(z)\ < oo, wh ich implies that F = 
CF(z) and z e C X F, a contradic t ion. 

The converse follows f rom the fact that a quasicyclic group satisfies m i n 
and m i n is closed under extensions (3.1.7). • 
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A group which is an extension of a finite direct product of quasicyclic 
groups by a finite group is called a Cernikov group. Such groups arise rather 
frequently i n infinite group theory. Indeed u n t i l very recently they were the 
only k n o w n examples of groups w i t h m i n . I n this connection see 14.4. 

EXERCISES 5.4 

1. Let p, q, r be primes. Prove that a group of order pgr is soluble. 

2. I f G is an insoluble group of order at most 200, prove that |G| = 60, 120, 168, or 
180. 

3. Give examples of insoluble groups of orders 60, 120, 168, and 180. 

4. A group is called perfect if it equals its derived subgroup. 
(a) Prove that every group G has a unique maximal perfect subgroup R and R 

is fully-invariant in G. 
(b) I f G is finite, then R is the smallest term of the derived series. 
(c) I f G is perfect but not simple and 1 < |G| < 200, show that |G| = 120 or 180. 
(d) Find a perfect nonsimple group of order 120 (in fact there are no perfect 

groups of order 180—see Exercise 10.1.5). 

5. The class of supersoluble groups is closed with respect to forming subgroups, 
images, and finite direct products. 

*6. The product of two normal supersoluble subgroups need not be supersoluble. 
[Hint: Let X be the subgroup of GL(2, 3) generated by 

thus X ~ D 8 . Let X act in the natural way on A = Z 3 0 Z 3 and write G = 
X K A. Show that G is not supersoluble. Let L and M be distinct Klein 4-sub-
groups of X and consider H = LA and K = MA.~] 

1. I f N is a normal nilpotent subgroup of G and G/N' is supersoluble, then G is 
supersoluble. 

8. I f R = Z or Zp, prove that the group of triangular matrices T(n, R) is super-
soluble. 

9. I f N is a normal subgroup of a polycyclic group G, prove that h(G) = h(N) + 
h(G/N) where h(X) denotes the Hirsch length of X. Deduce that h(G) = h(G/N) if 
and only if N is finite. 

10. I f H is a subgroup of a polycyclic group G, prove that h(G) = h(H) if and only if 
\G:H\ is finite. 

11. A group is said to be poly-(cyclic or finite) if it has a series whose factors are 
cyclic or finite. Prove that a group is poly-(cyclic or finite) if and only if it has a 
normal polycyclic subgroup of finite index. 

12. Prove that 5.4.15-5.4.20 are valid for poly-(cyclic or finite) groups. 
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13. (Seksenbaev). I f a polycyclic group G is a residually finite p-group for infinitely 
many primes p, then it is a finitely generated torsion-free nilpotent group (cf. 
5.2.21). [Hint: Assume that G is not nilpotent. Show that ytG/yi+1G is finite for 
some i. Now argue that \ytG : yi+1 G\ is divisible by infinitely many primes.] 

14. (Smelkin). Let G be a polycyclic group and p any prime. Then G has a normal 
subgroup of finite index which is a residually finite p-group. [Hint: Argue by 
induction on the length of a cyclic series.] 

15. (Hirsch). Let G be the group with generators x, y, z and defining relations x z — 
y z = V - 1 and [x, y ] = z 4 . Prove that G is a torsion-free polycyclic group 

with h(G) — 3. Show also that G a b is finite, so that G is not poly-infinite cyclic. 

16. I f G is a finitely generated nilpotent group, prove that G is isomorphic with a 
subgroup of the direct product of a finite nilpotent group and a finitely gener
ated torsion-free nilpotent group. 

17. A group is poly-(quasicyclic or finite) precisely when it is a Cernikov group. 

18. (M.F. Newman). Let G be an infinite Cernikov p-group. Assume that G is not 
abelian but every proper quotient group of G is abelian (see Exercise 5.3.9). 

(i) Show that G is nilpotent of class 2. 
(ii) Show that CG is of type p 0 0 and |G' | = p. 

(iii) Prove that G/CG is an elementary abelian p-group of order p2n for some 
positive n. 

(iv) Find a presentation for G. 
(v) Show that G is determined up to isomorphism by p and n. 

19. Show that a maximal subgroup of a polycyclic group has finite index. 

20. (Kegel). Let G be a polycyclic group and let H be a subgroup of G such that 
HN is subnormal in G for every i V < G with G/N finite. Prove that H is subnor
mal in G. [Hint: Let i < G where A is free abelian with positive rank r. Argue 
that one can assume A/H n A to be torsion-free. I f p is a prime, then HAP is 
subnormal in G]. 

21. Let G be a polycyclic group given by a finite presentation with generators xl9 

. . . , x„. Show that there is an algorithm which, when words w, w l 9 . . . , wm in the 
x f are given, decides whether w e ( w 1 , w 2 , . . . , w m ) in G. (Then the generalized 
word problem is said to be soluble for G.) [Hint: Use 5.4.16 and imitate the proof 
of 2.2.5.] 



CHAPTER 6 

Free Groups and Free Products 

6.1. Further Properties of Free Groups 

A m o n g the basic properties of free groups established i n Chapter 2 was the 
fact that every group is isomorphic w i t h a quotient group of a free group, a 
fundamental result that demonstrates clearly the significance of free groups. 
Thus the quot ient groups of free groups account essentially for a l l groups. 
By contrast subgroups of free groups are very restricted; i n fact they too are 
free. This impor t an t fact, first proved i n 1921 by Nielsen i n the case of 
finitely generated free groups, is the pr inc ipa l result of the first section. 

Subgroups of Free Groups 

6.1.1 (The Nielsen-Schreier t Theorem). If W is a subgroup of a free group 
F, then W is a free group. Moreover, if W has finite index m in F, the rank of 
W is precisely nm + 1 — m where n is the rank of F (which may be infinite). 

O f the many approaches to this theorem we have chosen one due to A.J. 
Weir; this is entirely algebraic i n nature, the crucial idea being the in t roduc
t i o n of certain functions called coset maps. The no ta t ion that follows w i l l 
remain fixed th roughout the p roof of the Nielsen-Schreier Theorem. 

Let F be a free group on a set X; let W be an arbi t rary subgroup of F. 
The r ight cosets of W i n F are to be labeled by means of an index set / 
conta ining the symbol 1, 

{Wt\iel}9 

t Otto Schreier (1901-1929). 

159 
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w i t h the convent ion that W1 = W. We choose a r ight transversal to W i n F , 
the representative of the coset Wt being wr i t t en 

wh 

w i t h the s t ipula t ion that W = 1. 
Hue F , the elements Wtu and J^u belong to the same r ight coset Wtu, so 

that 
W ^ u - 1 e W. 

The idea behind the p roo f is to f ind a transversal T such that the non t r iv i a l 
elements W J M J ^ I T 1 , ue T9i e 7, constitute a set of free generators of W. 

W i t h this a im i n m i n d we associate w i t h each i i n I and x i n X a symbol 
y i 3 C , denoting by 

F 

the free group on the set of a l l yix. The assignment yix^WiXW^1 deter
mines a h o m o m o r p h i s m 

T:F-*W. 

The first step is to show that T is surjective. 

Coset Maps 
T o each u i n F and i i n I we shall associate an element uWi of F , referring to 
the mapping u\-+uWi as a coset map. (Note: uWi does not mean a no rma l 
closure i n this chapter.) 

Define 
1 * = 1, xw> = y u , and ( x " T < = ( x ^ 1 ) " 1 , 

i f x e X. Generally, i f u = vy i n reduced fo rm w i t h y e X \j X " 1 , define uWi 

by induc t ion on the length of u by means of the equation 

W W W v 
u 1 = v ly 1 . 

I t is impor t an t to k n o w h o w a coset map affects products and inverses. 

6.1.2. If u and v belong to F , then (uv)w* = uWivw<u and ( i T 1 ) ^ = ( M ^ " 1 ) " 1 . 

Proof. Consider the product formula . This certainly holds i f v = 1. Suppose 
that v e X u X ' 1 . I f the last symbol of u is no t i T 1 , the formula is true by 
defini t ion. Otherwise u = uxv~x in reduced form and uv = ux. Thus (uv)Wi = 
u^. Bu t uw* = K i T 1 ) ^ = u r V T ' " 1 and ( i T 1 ) * ^ = ( i ^ i " " 1 ) - 1 = ( i ; ^ " ) " 1 

by defini t ion. Hence uY* = uWivW{U as required. 
Assume now that the length of v (as a reduced w o r d i n X) exceeds 1. 

W r i t e v = vxy i n reduced fo rm w i t h y e l u l - 1 . By induc t ion on the 
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length of v 
(uv)Wi = ((uvjy)"* = (uvx)Wiyw^ 

= uwivTiU)yWiUVl 

= uw*vw*u. 

T o prove the formula for (u~l)Wi apply the product rule to u~lu. • 

N o w let us compute the composite o f a coset map w i t h z:F -+W. 

6.1.3. IfueF and i e / , then (uWi)x = W^W^T1. 

Proof. Induc t on the length of u; the equation is true by defini t ion i f u = 1 
o r « e I u X - 1 . W r i t e u = uxu2 where ux and u2 have smaller length than u. 
Then by the product rule 

{uw>y = {(uiU2)w>y = {uY'uY>»*y 

= WIU1WIU1~1WIU1U2WIU1U2~1 

= WtuWiU-\ 

as required. • 

Nex t we consider the restr ict ion of the coset map UW to W; call this 

ij/: W-+F. 

N o w 6.1.2 shows that (uv)w = u w v w i f u9 v e W; thus ^ is a homomor 
phism. Also_by 6.1.3 we have (u*) T = (uw)x = WuWxT1 =u i f ueW; for 
W = 1 = Wu. Consequently 

l//T = 1. 

I t follows that ij/ is injective and x is surjective. Therefore T is a presentation 
of W i n the yix; we seek now a set of defining relators for T, that is, a subset 
whose n o r m a l closure i n F equals K e r T. W r i t e 

an endomorphism of F. 

6.1.4. 77ie group W has a presentation x:F-*W with generators yix and 
defining relators y^x yfx9 (i e / , x e X). 

Proof. Let N be the n o r m a l closure i n F of the set of a l l yjx

lyfx. Not ice that 
K = K e r T equals K e r x because if/ is injective. Since ij/x = 1, we have x2 = 
T ( ^ T ) ^ = x, wh ich shows that (y^yfxY = 1. Hence N < K. Conversely, let 
ke K; then k is expressible i n terms of the yix. N o w y £ = yix m o d AT, so 
kx = k m o d AT because % is a homomorph i sm. Hence ke N and K = N. • 
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We pass now to a more economical set of relators associated w i t h 
elements of the transversal. 

6.1.5. If u denotes a nontrivial element of the transversal, then the elements 
u w form a set of defining relators for the presentation T: F -> W. 

Proof. I f u is a transversal element, (uw)x = \VuWu~1 = uu~l = 1 by 6.1.3. 
Thus u w G K = K e r T. Let N be the n o r m a l closure of the set of a l l uw; 
then N < K. T o prove the reverse inclusion i t suffices to show that yfx = 
yix m o d N; this is because of 6.1.4. We find, using 6.1.2 and 6.1.3, that 

yfx = (yiyr = (W^W^T1)" = W ^ x ^ W ^ T 1 ) ^ . 

N o w WWt = Wi9 while (V^x'1)^^ = ( W ^ ) - 1 by 6.1.2. Hence 

yfx = W ^ x ^ i ^ r 1 = yix m o d N 

since xWi = yix and a l l u w are i n N. • 

Schreier Transversals 

So far we have constructed a presentation of W for each r ight transversal. 
The t ime has come to make a special choice of transversal wh ich w i l l 
furnish a presentation of W mak ing the structure of that subgroup clear. 

A subset S o f F is said to have the Schreier property i f v e S whenever 
vy e S; here y e X \j X~x and vy is i n reduced form. Thus S contains al l 
i n i t i a l parts of its members. W h a t we require is a transversal to W wh ich 
has the Schreier property. However i t is no t obvious that such a transversal 
exists and this must first be established. 

6.1.6. There exists a right Schreier transversal to W in F. 

Proof. Define the length of a coset to be the m i n i m u m length of a w o r d i n 
that coset. The only coset of length 0 is W: to this the representative 1 is 
assigned. Let Wt be a coset of length / > 0 and assume that coset representa
tives have been assigned to al l cosets of length less than / i n such a way that 
the Schreier property holds. There is an element u o f length / i n Wt; wr i te 
u = vy where y e l u l - 1 and v has length / — 1. Then Wv has already been 
assigned; we define Wt to be Wvy, observing that i n i t i a l parts of this Wt are 
i n the transversal. I n this way a Schreier transversal can be constructed. 

• 
The Nielsen-Schreier Theorem can now be proved. 

Proof of 6.1.1. Choose a Schreier transversal to W i n F. As usual wr i te K = 
K e r r = K e r x- We k n o w f rom 6.1.5 that K is the n o r m a l closure of the u w 
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where u is a non t r iv i a l element of the transversal. W r i t e u = vxE where x e 
X, e= ±1 and v has shorter length than u. Then u w = vw(xE)Wv. N o w 
x W v = yix where Wt = Wv; also ( x - 1 ) ^ = yjx where Wj = Wvx~l. Therefore 

for some fe. N o w v belongs to the transversal by the Schreier property, so v w 

as wel l as u w is i n K. Hence ykx e K. I t follows f rom (1) that each u w is 
expressible i n terms of certain ykx wh ich themselves belong to K. 

We conclude f rom the last paragraph that K is the n o r m a l closure i n F 
of certain free generators ykx. I t follows that W is a free group (see Exercise 

N o w suppose that \F: W\ = m is finite. The rank of F is nm. I f we can 
show that exactly m — 1 of the yixs belong to K, i t w i l l fol low that W has 
rank equal to nm — (m — 1) = nm + 1 — m. 

I n the first place yix e K i f and only i f Wtx = Wtx. Take any coset Wt 

other than W. Delete the final symbol of Wt ( in reduced form) to obta in 
another transversal element, say Wy, then Wt = WjXE and Wt = WjXE for 
some x e X , s = ± 1. I f s = 1, then WJxWJx - 1 = 1 and y j x e K. I f 8 = — 1, 
then J ^ x J ^ x - 1 = 1 and yix e K. Thus each of the m — 1 cosets Wt ^ W fur
nishes a y I X i n K; clearly al l these yix are different. Conversely let yix e K, 
so that Wtx = W^x: let Wj = Wtx. The either Wt ^ W or Wj ^ W; hence yix 

arises f rom either Wt or Wj. Thus al l the y i x i n K are obtained i n this man
ner: they are exactly m — 1 i n number. • 

As an i l lus t ra t ion of the procedure for f inding a set of free generators for 
a subgroup let us consider the case of the derived subgroup. 

6.1.7. / / F is a noncyclic free group, then Fr is a free group of infinite rank. 

Proof. Let F be free on the set { x j a < /?} where a, j? are ordinals. By 2.3.8 
the group FjF' is a free abelian group w i t h the set { x a F ' | a < /?} as a basis. 
Thus each element of F can be wr i t t en uniquely i n the fo rm cxl

a\xl

a\-• • x^ 
where a f < a I + 1 , c e FF and lt is a nonzero integer. The elements xl

a\xl

a\ '"Xl

a

k

k 

can be used to f o r m a transversal to F' since no two lie i n the same coset. 
Clearly this is a Schreier transversal. The Schreier method yields a set of 
free generators of F'. I f a x < a 2 , the free generators include 

(i) 

2.1.5). 

x a 2 x a i ( F x a 2 x a i ) — x a 2 x a i ( x a i x a 2 ) — x a 2 x a i x a 2 x a i 

and these are al l different. Hence F' has infinite rank. • 
The Reidemeister-Schreier Theorem 

The Nielsen-Schreier me thod has many applications. One of these is a 
method of w r i t i n g d o w n a presentation of a subgroup when a presentation 
of the group is k n o w n . 
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6.1.8 (Reidemeister-Schreier). Let G be a group and H a subgroup of G. Sup
pose that (p: F -> G is a presentation of G with generators X and relators S. 
Let W be the preimage of H under (p. Then with the above notation: 

(i) T(p: F -> H is a presentation of H with generators yix and defining relators 
sWi

9 u w where ie I 9 seS9 and u is a nontrivial element of a transversal to 
W in F. 

(ii) If \G:H\ = m is finite and G is an n-generator group, then H can be 
generated by nm + 1 — m elements. 

Proof, (i) Clearly K e r xcp equals the preimage of K e r (p = K under T. Denote 
by N the n o r m a l closure i n F of a l l the sWi and u w . Let se S. Since S ^ K < 
W9 we have Wts = Wt for a l l i. Hence (sWi)x = W^Wr^An_addition (uw)x = 1 
by 6.1.5; thus Nx is the no rma l closure i n W o f a l l W^W^1, wh ich implies 
that NX = SF = K e r q> = K. Hence K e r xq> = AT(Ker r ) = N. 

(ii) This follows f rom 6.1.1 since \F : W\ = \ G: H\ = m. • 

Residual Finiteness of Free Groups 

Since every finite group is an image of a free group, free groups must have 
"many" finite quot ient groups. This is true i n the fo l lowing very strong 
sense. 

6.1.9 (Iwasawa). If p is any prime and F any free group, then F is a residually 
finite p-group. 

Proof. Let 1 ^ / e F. We need to f ind a homomorph i sm 8 f rom F to a finite 
p-group such that f6 ^ 1. Supposing F to be free on a set X, we may wri te / 
i n no rma l fo rm 

where xt e X, mt ^ 0, and iu ^ i u + 1 . Let q be the largest of the positive inte
gers i l 9 i l 9 . . . 9 i r . 

Choose a positive integer n such that pn does no t divide m1m2'-mr. 
W r i t i n g Euv for the elementary (r + 1) x (r + 1) ma t r ix over Zpn w i t h 1 i n 
posi t ion (w, v) and 0 elsewhere, we define 

g j = n + (2) 
iu=J 

for 1 < j < q9 w i t h the convent ion gj = 1 should no iu equal j . Then gj is an 
element of the group G of al l (r + l ) -by-(r + 1) upper uni t r iangular matrices 
over Zpn. By a remark at the end of 5.1 the group G is a finite p-group. 

Since F is free on X9 we are at l iber ty to define a h o m o m o r p h i s m 
6: F -> G by means of the rule xfu = giu i f 1 < u < r, and x6 = 1 for all other x 
i n X. Thus f6 = g™1 • • • g™r: we shall show that this element is not 1. Keep i n 
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m i n d that EUVEVW = Euw while other products of E's vanish. N o w the factors 
of the product (2) commute: for iu and i u + 1 cannot b o t h equal j . Expansion 
of the product gives gj = 1 + lY,iu=jEuu+i- M u l t i p l y i n g the g1^ together one 
sees that the term E l r + 1 occurs i n f6 w i t h coefficient m1m2--mr, which is 
not zero i n Zpn. So fe ^ 1 and the theorem is proved. • 

I f F/N is a finite p-group, i t is ni lpotent , so that ytF < N for some i. Since 
the intersection of a l l such N is t r i v i a l by 6.1.9, we conclude that the inter
section of the ytF is t r iv ia l . This allows us to state an impor t an t result. 

6.1.10 (Magnus). If F is a free group, the intersection of all the terms of the 
lower central series of F is trivial, that is, G is residually nilpotent. 

A notewor thy proper ty of the lower central series of a free group that 
w i l l no t be proved here is that a l l the factors are free abelian groups. A 
p roof together w i t h a formula for the ranks of the factors may be found i n 
[ b 3 1 ] . 

Hopficity 

A group G is said to be hopfian (after H . Hopfj*) i f i t is not isomorphic w i t h 
a proper quot ient group, or, equivalently, i f every surjective endomorphism 
is an automorphism. F o r example, a l l finite groups and al l simple groups 
are hopfian, whereas a free abelian group of infinite rank is not . 

The or ig ina l question posed by H o p f i n 1932 was: is every finitely gener
ated group hopfian? I t is now k n o w n that the answer is negative (see Exer
cise 6.1.16). However there remains the fo l lowing useful fact. 

6.1.11 (Mal 'cev). A finitely generated residually finite group G is hopfian. 

Proof. Suppose that the surjective endomorphism 6: G -> G is not an isomor
phism: let 1 ^ x e K e r 8. By residual finiteness there is a no rma l subgroup 
M of finite index not containing x. N o w since G is finitely generated, there 
are only finitely many ways—let us say n—of mapping G homomorphica l ly 
to Q = G/M. Le t v: G -> G/Ker 8 be the natura l homomorph i sm and 8: 
G/Ker 8 -> G the i somorphism #(Ker 8)h-»g6. I f q>l9..., (pn are the n distinct 
homomorphisms f rom G to Q, the v8(pi are distinct, so they constitute al l the 
homomorphisms f rom G to Q; i n every case x maps to the identi ty. H o w 
ever i n the na tura l h o m o m o r p h i s m G -> Q the element x does not map to 
the identi ty. So there are n + 1 homomorphisms f rom G to Q. • 

C o m b i n i n g 6.1.9 and 6.1.11 we ob ta in an interesting result. 

t Heinz Hopf (1894-1971). 
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6.1.12 (Nielsen). A free group of finite rank is hopfian. 

This has a useful corol lary. 

6.1.13. Let F be a free group with finite rank n. If X is a subset of n elements 
that generates F , then F is free on X. 

Proof. Suppose that F is free on {yl9 y2,..., yn}; let X = {xl9 x 2 9 . . . , xn}. 
The assignments y^Xi determine an endomorphism 9: F -> F wh ich is 
clearly surjective. The hopfian proper ty of F shows that 9 is an automor
phism of F. I f some reduced w o r d i n the x t 's were t r iv ia l , the corresponding 
reduced w o r d i n the y f 's w o u l d be t r iv ia l , wh ich cannot be true. By 2.1.3 the 
group F is free on X. • 

EXERCISES 6.1 

1. I f F is a free group and 1 ^ x e F, then CG(x) is cyclic. 

2. Prove that a free group satisfies the maximal condition on centralizers of sub
groups. 

3. Every free group is (directly) indecomposable. 

4. Prove that a group which has the projective property is free (see 2.1.6). 

5. Show that GL(2, Z) has free subgroups of all countable ranks. 

6. Let G be a group which has a presentation with n generators and r relators. I f 
H is a subgroup with finite index m, show that H has a presentation with nm 
generators and rm — 1 + m relators. Deduce that a subgroup of finite index in 
a finitely presented group is finitely presented. 

7. Let F be a free group of finite rank n. Find the rank of F2 as a free group. 

8. (G. Baumslag). I f G is a finitely generated residually finite group, then Aut G 
is residually finite. Deduce that the automorphism group of a free group of 
finite rank is residually finite. [Hint: Let 1 ^ a e Aut G; then ga ^ g for some 
g e G and g~1ga $ N where G/N is finite. Put M = f]peAutGNp and consider 
C A u t G ( G / M ) . ] 

9. A group is said to be locally free i f every finite subset is contained in a free 
subgroup. Prove that a group is locally free exactly when its finitely generated 
subgroups are free. 

10. There exist nontrivial locally free groups that are perfect (cf. 6.1.10). [Hint: Let 
Fn be free of rank 2 and consider embeddings Fn -> F^ + 1 . ] 

11. There exist nontrivial locally free groups that have no proper subgroups of 
finite index (see 6.1.9). 

12. An abelian group of finite Priifer rank is hopfian if and only if its torsion-
subgroup is reduced. 
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13. A free group which is hopfian must have finite rank. 

*14. Let F be a free group on a set {xl9 . . . , x „ } . Then F ' / [F ' , F ] is free abelian 
on the set of [xi9 Xj] [F ' , F ] where i <j = 1, 2 , . . . , n [Hint: I f n = 2, show that 
F/ [F ' , F ] ~ 1/(3, Z) and deduce the result. In the general case assume a relation 
holds between the generators and apply a suitable endomorphism of F.] 

15. Let F be the free group on {x, w}, and let W = <x 2 , u 2 , [x, w]> F. Show that F/W 
is a Klein 4-group, and then find a set of five free generators for N. [Hint: 
Choose the Schreier transversal { 1 , x, w, xw}.] 

16. (P. Hall). There exists a finitely generated soluble group G which is not hopfian. 
[Hint: Let N = U(3, Q2) where Q2 is the ring of rational numbers of the form 
m2 n, (m, n e Z). Let t be the diagonal matrix with diagonal entries, 1, 2, 1 
and put H = <t, iV>. Denote by (a, b, c) the unitriangular matrix 1 + aE12 + 
bE23 + cE13 and write u = (1, 0, 0), v = (0, 1, 0), w = (0, 0, 1). Prove that H = 
<£, w, vy. Show also that the assignments (a, fr, c) i—• (a, 2/?, 2c) and tt-+t deter
mine an automorphism of H; hence show that #/<w> ^ H/(w2y. Put G = 
# /<w 2 >. ] 

6.2. Free Products of Groups 

Let there be given a nonempty set of groups {Gk\X e A } . By a /ree product of 
the G A we mean a group G and a collection of homomorphisms ik: Gk -> G 
w i t h the fo l lowing mapping property. Given a set of homomorphisms 
<Px: G A -> H in to some group H9 there is a unique homomorph i sm (p: G -> H 
such that zA(p = (px, that is, mak ing al l the diagrams below commute. 

H 

I t is customary to suppress ment ion of the zA, speaking of "the free p rod
uct G." 

F r o m the category-theoretic po in t of view a free product is simply 
a coproduct i n the category of groups (the product being the cartesian 
product—see Exercise 1.4.9). 

Not ice that the ix are injective: this follows on tak ing H to be G A and (pk 

to be the ident i ty funct ion w i t h cp^ = 0 i f p ^ A. We shall shortly see that the 
images of the ik generate G. I n a certain sense a free product is the "largest" 
group that can be generated by isomorphic copies of the G A (see Exercise 
6.2.2). 

The existence of free products is demonstrated by a construct ion similar 
to that used for free groups i n Chapter 2. Before embarking on the con
struct ion we observe that free products, i f they exist, are unique. 
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6.2.1. If G and G are free products of a set of groups {Gk\X e A } , then G and 
G are isomorphic. 

The proof, which is similar to that of 2.1.4, is left to the reader as an 
exercise. 

Construction of the Free Product 

6.2.2. To every nonempty set of groups [Gk\Xe A } there corresponds a free 
product. 

Proof. There is no loss of generality i n assuming that G A n G^ = 0 i f X ^ H 
since G A can, i f necessary, be replaced by an isomorphic copy. Let U be the 
un ion of a l l the G A , X e A . Consider the set S of al l words i n 17, that is, al l 
finite sequences 

9 = QiQi'-Qr 

where gt e G A . and Xt e A . The empty word 1 is al lowed, corresponding to the 
case r = 0. The product gh of two words is defined by jux tapos i t ion , w i t h the 
convent ion that gl = g = lg. The inverse of g = gig2"'Qr i s defined to be 
Gr1''' Q^Qi1* w ^ h the convent ion that l - 1 = 1. 

We define an equivalence re la t ion ~ on S i n the fo l lowing way: g ~ h 
means that i t is possible to pass f rom g to h by means of a finite sequence of 
operations of the fo l lowing types: 

(a) insert ion of an ident i ty element (of one of the groups GA); 
(b) deletion of an ident i ty element; 
(c) contract ion: replacement of t w o consecutive elements belonging to the 

same GA by their product; 
(d) expansion: replacement of an element belonging to a G A by two elements 

of G A of wh ich i t is the product . 

I t should be clear that the relat ion ~ is indeed an equivalence relation. Let 
G denote the set of a l l equivalence classes, the class containing g being w r i t 
ten lg]. 

One sees at once that g ~ g' and h ~ h' i m p l y that gh ~ g'h' and g 1 ~ 
(g'y1. This permits us to give G the structure of a group by defining 

Lg]VQ = lgK] and [ f l ] " 1 = [ f l " 1 ] : 

the ident i ty element is, of course, [ 1 ] , I t is very easy to verify that the group 
axioms ho ld . The homomorph i sm ik: G A - > G is defined by the rule xlk = 
[ x ] , x G G A . 

Let us show that G and the ix constitute a free product of the groups G A . 
T o this end suppose we are given homomorphisms (px: Gx -> H i n to some 
group H. O u r task is to find a h o m o m o r p h i s m (p: G -> H such that ix(p = 
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(px; there is a na tura l candidate, 

where g = gx--- gn and e G A . . T o see that (p is well-defined observe that 
appl icat ion of one of the operations (a)-(d) to g has no effect whatever on 
QiXl"'QrXr- This po in t being settled, i t is obvious that (p is a homomor 
phism. I f x e G A , then xlx<p = [ x ] ^ = x ^ by defini t ion of q>; thus zA(p = (px. 

Fina l ly suppose that q>': G -> H is another homomorph i sm w i t h the pro
perty ix(pF = (px. Then zA(p = ix(p\ so (p and q>' agree on I m zA. Bu t the I m ix 

generate G; for ifg = g1g2'~gr w i t h ^ f e G A . , then 

M = [01H02] •••[&] = g\19lI'"Glr 

where zk = zA k. Hence (p = cp'. • 

Notation. The free product G of the set o f groups {GJA e A } w i l l be wr i t t en 

G = F r Gx. 
Ae A 

By 6.2.1 this is unique up to isomorphism. The Gx are called the free factors 
of G. I f A is a finite set {ku . . . , i t is usual to wri te 

G = GXi*GXi*-'* GXn. 

Reduced Words 

Let us re turn to the construct ion of the free product described i n 6.2.2, w i t h 
the object of obta in ing a clearer picture of the fo rm of its elements. 

Let G = F r A e A Gx. Ca l l a w o r d i n ( J X e A Gx reduced i f none of its symbols 
is an ident i ty and no two consecutive symbols belong to the same Gx. I t is 
agreed that the empty w o r d 1 is reduced. 

Start ing w i t h any w o r d g, we can find by a canonical process a reduced 
w o r d i n the same equivalence class. Firs t delete al l ident i ty elements oc
curr ing i n g to ob ta in an equivalent w o r d g'. N o w consider a segment of g\ 
by which is meant a subsequence of consecutive elements a l l belonging to 
the same Gx wh ich is no t part of a longer subsequence of the same type. 
Replace each segment by the product of its elements to obta in a w o r d g" 
equivalent to g. The number of symbols of g" is less than that of g unless 
g was reduced to begin w i t h . The same procedure may be applied to g". 
After a finite number of steps we reach a reduced w o r d that is equivalent to 
g> say g*. 

Suppose that g and h are equivalent reduced words; we cla im that g = h. 
T o see this we introduce an act ion of the free product G on the set R of 
al l reduced words. Let u e Gx; we define a permuta t ion u' o f R. I f u = 1 G a , 
then u' = 1. Otherwise define u' by (xx • • • x r _ 1 x r ) w / = xx • • • x r _ 1 x r w or xx ••• 
x r _ 1 ( x r w ) according as I ^ K or I = A r , w i t h the s t ipulat ion that xru is to be 
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deleted i f i t equals \ G x . Here of course xl ••• xr e R and x f e G A . . Clearly 
u\-±u' is a h o m o m o r p h i s m f rom Gx to Sym(i^). By the defining proper ty of 
free products these homomorphisms extend to a h o m o m o r p h i s m 6: G -> 
Sym(R). Let 0 = > v • y s where ^ e G v Then [ # ] = [ y j • • • [ y j and [g~]6 = 
y[ '"y's. Thus [g']6 sends the empty w o r d 1 to g. Similar ly [K]6 sends 1 to h; 
hence g = h. 

We have jus t proved the fo l lowing basic result. 

6.2.3. Each equivalence class of words contains exactly one reduced word. 

Normal Form 
Every element of the free product G = F r A e A G A is of the f o r m [ g ] where g is 
a uniquely determined reduced w o r d , say g = g1g2"'Qr w i t h 1 ^ gt e G A . . 
Then At ^ and 

[ f f ] = [ f f i ] [ » 2 ] - [ f f J - (3) 

Let G A be the subgroup of al l [ # ] where g e G A . Clearly G A ~ G A . Then i n (3) 
we have [g J e G A . . Every element of G has a unique expression as a product 
of elements of G A , namely (3). This is called the normal form of g. 

T o achieve greater s implici ty of no ta t ion i t is usual to identify an x i n G A 

w i t h [ x ] i n G A , so that G A becomes a subgroup of the free product . W i t h this 
convent ion each element g of F r A e A G A can be uniquely wr i t t en i n the fo rm 

9 = 0i02-"^ (r ^ 0), 
where I ^ gte Gx. and ^ ^ ki+1; the case r = 0 is interpreted as g = 1. Ca l l 
the #j the syllables of # and r the /engt/z of g as an element of the free p rod 
uct. Not ice that G A n <GJ A # / i e A ) = 1. 

The existence of a n o r m a l f o r m is typical of free products i n the fo l lowing 
sense. 

6.2.4. Let G be a group generated by subgroups Gx, l e A . Suppose that every 
element of G has a unique expression of the form gxg2 "' gr where r > 0, 1 ^ 
gt G G A . , k{ ^ k i + 1 . Then G is the free product of the Gxs. 

This is easy to prove using the mapping proper ty of the free product . 

Examples of Free Products 
E X A M P L E I . / / Fk is a free group of rank rx, then F = F r A e A F A is a free group 
of rank Y,xeArx- In particular, if each Fk is infinite cyclic, F has rank | A | . 

F o r let Fx be free on Xx where the Xx are disjoint sets. By 2.1.3 and the 
n o r m a l f o r m i n free products, F is free on[J X e A X x . 



6.2. Free Products of Groups 171 

E X A M P L E I I . The free product of two groups of order 2 is an infinite dihedral 
group. 

Let G = <x> * <y> where | x | = 2 = \y\. W r i t e z = xy. Then G = <x, z> 
and zx = z" 1 . Hence G is an image of an infinite dihedral group (by 2.2.1). 
N o w a proper image of is finite. O n the other hand z has infinite order 
because z, z 2 , z3,... are dist inct elements by uniqueness of no rma l form. 
Thus G is infinite dihedral . 

A less obvious example of a free product is the projective special linear 
group PSL(2, Z) (see 3.2). 

E X A M P L E I I I . The group PSL(2, Z) is the free product of a group of order 2 
and a group of order 3. 

This result marked the first appearance of free products i n the literature. 
I t occurs w i t h a geometric p roo f i n w o r k of Fricke and K l e i n [ b 2 3 ] . Free 
products were in t roduced as objects of study i n group theory by Schreier i n 
1927. 

Proof. Consider the elements 

- i oj a n d B = {i 1 

of SL(2, Z). Let H = {A, B}. We show first that H = SL(2, Z). I f this is false, 
choose an element of SL(2, Z)\H 

w i t h \a\ + \c\ m in ima l . Fo r the moment suppose that a ^ 0 and c ^ 0. N o w 

AB=(!O ! ) A N D 

(ABfX = ( a +

c

r C " + / ) * H . 

I f \a\ > \c\, the integer r can be chosen so that \a + rc\ < \a\; then \a + rc\ + 
| c | < | a | + |c|, contradict ing the choice of X. Hence \a\ < \c\. I n this case an 
integer s can be found such that \sa + c\ < \c\; however 

{BA)-'X = ( ° 
\sa + c so + dj 

Therefore a = 0 or c = 0. I n the first case X = ( ^ \ ) or f ^ / 

\ — 1 dj \1 d 
and B~XX equals A2(AB)~d~1 or ( A B ) d _ 1 respectively. I f c = 0, then X = 
(AB)b or A2(AB)~b, a f inal contradic t ion. Hence A and 5 generate SL(2, Z). 
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Let A and B be the images of A and B under the na tura l h o m o m o r p h i s m 
SL(2, Z) -> PSL(2, Z). Since A2 = -1= B3, we see that \A\ = 2 and \B\ = 3. 
Let <a> and <fc> be groups of order 2 and 3 respectively and wri te G = 
<a> * <b>. By the mapping proper ty of the free product , the assignments 
a\-+A9 bt-+B determine a surjective h o m o m o r p h i s m (p: G -> PSL(2, Z). T o 
complete the p roo f one shows that K e r (p = 1. 

Let x G K e r (p. Then we can assume that x is a product of ab's and afc _ 1 's 
w i t h a possible in i t i a l fc±1 or a final a (but no t both). However 

(ABY = (^ and ( A B _ 1 ) S = ( - l ) s ^ 

where r, s > 0. Thus a nonempty product of such elements cannot contain 
b o t h positive and negative entries, and therefore cannot equal ±A or 
±B±X. I t follows that x = 1. • 

Elementary Properties of Free Products 

Elements of finite order i n a free product are subject to severe restrictions. 

6.2.5. Let G = F r A e A Gk. 

(i) Let g1g2 "' gn be the normal form of an element g of G. / / the syllables 
gx and gn belong to different free factors, then g has infinite order. 

(ii) / / at least Wo free factors are nontrivial, then G contains an element of 
infinite order. 

(iii) An element of G with finite order is conjugate to an element in one of the 
free factors. 

Proof, (i) By uniqueness of no rma l fo rm gm cannot equal 1 for any m > 0. 
(ii) This follows f rom (i). 
(i i i) Suppose that g has finite order and let g = gxg2 • *'gn be the no rma l 

form. Certainly we can assume that n > 1. Then gx and gn must b o t h 
belong to the same free factor G A by (i), and n > 2. Bu t the element g9~* = 
{QnQi)Qi'"Qn-i a l s o has finite order. I n view of (i) this is a contradic t ion. 

• 
I n part icular a free product of torsion-free groups is torsion-free. 

6.2.6. Let G = F r A e A Gk. If I ^ g e Gk, then CG(g) is contained in Gk. 

Proof. Let x e CG(g) and wri te x = x 1 x 2 - • xn, the no rma l form. I f x x and xn 

b o t h belong to Gk, replace x by x ^ 1 , wh ich belongs to CG(gx^). So we can 
assume that xl and xn do no t b o t h belong to Gk. Bu t then gx1x2--xn = 
x i x i ' " x n Q > wh ich can only mean that n = 1 and x = xx e Gk. • 
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A n immediate consequence is that the center of a free product is trivial if 
at least two of the free factors are nontrivial. 

6.2.7. Let G = F r A e A G A and H = FrXeAHx be free products. Let there be 
given homomorphisms (px: G A -> Hx. Then there is a unique homomorphism (p: 
G -> H whose restriction to Gx is (px. Furthermore the kernel of (p is the nor
mal closure in G of ( J ^ A ^ e r (px. 

Proof. The existence and uniqueness of (p fo l low f rom the mapping property 
of the free product . Let N denote the n o r m a l closure of ( J A e A K e r (px and 
wri te K = K e r (p. Since (px is the restr ict ion of (p to G A , we have N < K. 
Suppose that g is an element of shortest length i n K\N. Let g = g1g2'"Gr 

be the n o r m a l fo rm w i t h g{ e Gx.. N o w 1 = g* = G X ^ G V " 1 " ' G*kr and gfXi e 
Hx.. By uniqueness of no rma l f o r m i n H some gfki = 1 and gt e N. Hence 
Gi'" Gi-iGt+i "'Gre ^ W , i n cont radic t ion to the choice of g. • 

EXERCISES 6 .2 

1. Prove 6.2.1 (the uniqueness of free products). 

2. I f a group G is generated by subgroups GA, l e A , then G is an image of 
F r A e A G A . 

3. Given a family of groups {GX\X e A } , find a natural epimorphism from F r A e A Gx 

to D r A e A GA and identify its kernel. 

4. Prove that ( F r A e A G A ) a b ~ D r A e A ( G A ) a b . 

*5. Let AA<3 GA and write N for normal closure of {JxeANx in G = F r A e A G A . Prove 
that G/N * FvXeA(GJNx). 

6. Let G = F r A e A G A and let Hx be a subgroup of Gx. I f H is the subgroup of G 
generated by the Hx, show that H ~ FrXeAHx. 

1. Let G = H*K where H ^ 1 and K ^ 1. Prove that K] is a free group on 
the set of elements [h, k~] where 1 ^ he H and 1 ^ ke K. What is the rank of 
[H, KJl [HinV. Let w = xfl • • • xf; be a reduced word in some set X. Let w' be the 
element of G obtained when xtj is replaced by [fy, /c,-] where the (fy, kj) are dis
tinct pairs of nontrivial elements from H and K. Show by induction on r that 
the normal form of w' ends in hrkr or /c r/i r.] 

8. Prove that PSL(2, Z)' is a free group of rank 2. 

9. Let G = <x, y\xr = 1 = y s > where r, 5 > 0. I f G = <(x ' f , y> where g e G and t is 
positive integer, show that g has the form xkyl. 

10. Let G = <x, y\xr = 1 = y s > where r ^ 5. I f y e Aut G, prove that xy = (x1)9 and 
yy _ Y where G G and (i, r) = 1 = (7, 5). [Hint : Use 6.2.5(iii) and the preced
ing exercise.] Deduce that Out G ~ Z* x Z*. 

11. Prove that Aut(PSL(2, Z)) ^ PGL(2, Z). 
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12. Let G = <x, y\xr = 1 = yr). I f y e Aut G, prove that either xy = (xj and yy = 
(y l > or x y = (yj)g and y y = where g e G and (i, r) = 1 = (j, r). Deduce that 
O u t G ~ Z r * ^ Z 2 . 

13. Prove 6.2.4 (the existence of a normal form characterizes free products). 

6.3. Subgroups of Free Products 

There is a famous and fundamental theorem of K u r o s wh ich describes the 
structure of subgroups of a free product . 

6.3.1 (The K u r o s Subgroup Theorem). Let H be a subgroup of the free prod
uct G = F r A e A Gk. Then H is a free product of the form 

H = H0*FvHn{dkGkdi1\ 

where H0 is a free group, dk varies over a set of (H, Gk)-double coset represen
tatives and X varies over A . 

Furthermore, if H has finite index m in G, the rank of the free group H0 

is X A E A O ™ —
 mx) + 1 — w where mk is the number of (H, Gk)-double cosets 

in G. 

Let us examine the statement of this theorem i n the case where each Gk 

is infinite cyclic, so that G is a free group. The first assertion is that any 
subgroup H is free. Suppose that \G:H\ = m is finite; thus so is mk. Let 
Gk = <x A > and let dk be an (H, G A )-double coset representative. Fo r a fixed 
X a l l the cosets Hdkxk cannot be distinct. Hence Hdk = Hdkxk for some 
r > 0. Thus dkx\ = hdk where he H, f rom which i t follows that 1 ^ he 
H n ^ G ^ 1 ) ; the latter group is therefore infinite cyclic. Hence the rank 
of H is equal to that of H0 plus e A rnk, wh ich equals nm + 1 — m where 
n = | A | . Thus the Nielsen-Schreier Theorem is a consequence of the 
K u r o s Subgroup Theorem. 

I n p rov ing 6.3.1 we fol low once again the method of A.J. Weir , m a k i n g 
use of coset maps. I t is impor t an t to realize that the p roo f is basically s imi
lar to that of the Nielsen-Schreier Theorem, a l though the details are neces
sarily more complicated. 

Consider the s i tuat ion of 6.3.1. F o r each X i n A choose a presentation 
(pk: Fk Gk w i t h Fk free. By 6.2.7 the cpk determine an epimorphism (p f rom 
F = FvkeAFk to G = F r A e A G A . Let W be the preimage of H under (p. I f a 
presentation of W is given, composi t ion w i t h cp yields a presentation of H. I t 
w i l l t u r n out that such a presentation of W can be found which elucidates 
the structure of H as a free product . I t is for this reason that we begin by 
investigating subgroups of F. 
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Subgroups of Free Products of Free Groups 

Let F be the free product of free groups 

F = FT FK9 

A e A 

F X being free on a set Xx. Let W be a subgroup of F 9 which w i l l be fixed 
f rom now on. The r ight cosets of W are labeled by an index set / containing 
the symbol 1, 

where W = Wi. 
F o r each X i n A we choose a r ight transversal to W i n F 9 the A-represen-

tative of the coset Wt being wr i t t en 

A t present we require only that XW = 1 for a l l X. A more careful choice of 
transversals w i l l be made later. 

O u r immediate object is to construct a presentation of W. W i t h each i i n 
/ and x i n [JXeAXx

 w e associate a symbol yix. The idea is to assign to yix 

the element A J ^ x ( A J ^ x ) - 1 of W. However the free group on the set of yixs 
is no t large enough to present W9 as i t turns out; so we add some more 
symbols. 

Choose any element of A and call i t 1: i t is to remain fixed throughout 
the proof. W i t h each pair (i9 X) where 1 ^ ie I and 1 ^ X e A we associate a 
symbol ziX. N o w define 

F 

to be the free group on the set of a l l yix and ziX. 
We construct a homomorph i sm 

T : F - W 
by means of the assignments 

yix n-> xWtx( and ziX n-> xWt(1W?)"1, 

where x e Xx. I t w i l l be shown that T is an epimorphism; thus T leads to a 
presentation of W i n the yix and z l A . 

T o save endless qual if icat ion let us agree that 

* I A = 1 = z a 

for a l l X and f. 

Coset Maps 
F o r each u i n F and i i n / we define an element uWi of F recursively by 
induc t ion on the length of u as a reduced w o r d i n [jXeAXx. I n the first 
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place 
1 ^ = 1, xw* = yix9 and (x'1)^ = (x^''1)'1 

i f x e [j A e A Xx. Le t u = vy where v ^ 1 and y e l ^ u X ' 1 is the final symbol 
of u i n the no rma l form: then we define 

Uw> = VW<(znzJ-i)y^, 

where Wj = Wtv and the f inal syllable of v belongs to Fk. (The last statement 
w i l l henceforth be rendered v ends in k\ s imilar ly v begins in v i f the first 
syllable of v belongs to Fv.) The mapp ing 

ut-+uWi (u e F)9 

is called a coset map. A p a r t f rom the factor z z - 1 , the defini t ion is the same 
as i n the p roo f of the Nielsen-Schreier Theorem. 

We proceed to compute the effect of a coset map on products and 
inverses. 

6.3.2. Let u and v be elements of F. 

(i) If neither u nor v cancels completely in the product uv9 then 

(uvr< = uw>zjXz^v^, 

where Wj = Wtu9 u ends in A, and v beings in p. 
(ii) (u'T1 = (uWiU'Y^ 

Proof. Wr i t e v as a reduced w o r d i n [JxeAXx. The p roof of (i) is by induc
t i on on /, the length of v as a reduced w o r d : note that / > 0, otherwise we 
consider v to have canceled. I f / = 1, then v e Xx u X^1 for some X and (i) is 
true by definit ion. Assume that / > 1 and wri te v = vxy where j ; e l v u X ' 1 

is the final symbol of v. Then uv = (uv^y. Observe that u does not cancel 
completely i n uvx; assume that vl does not cancel completely either. By 
defini t ion 

where Wk = Wiuv1 and uvx ends i n p: thus v1 ends i n p. By induc t ion on / 

( u V i r = u^z}XzrHT'. 
Hence 

{uvr = {u^zjkzr^v^){zkpz-k^ 

= u ^ z j X z ^ v i y r s 

= u"<zjxz?v">. 

I n part icular the product rule holds i f no cancellation between u and v 
occurs'. Us ing this fact i t is easy to prove (ii) by induc t ion on the length of u. 

N o w suppose that vl cancels completely muv1. Then the final par t of u is 
Vi1 and u = u1v±1 for some ux (wi thou t cancellation). No te that y does no t 



6.3. Subgroups of Free Products 177 

cancel i n uv = uxy. Also u ^ 1, otherwise u w o u l d cancel completely. Hence 

(uvr< = (uiyr> = u?>zlaz;:yw', (4) 

where Wx = W{ux and ux ends i n a. The product rule holds for u = u ^ 1 by 
what has already been proved. Thus 

u ^ = < ^ z r > r T < , (5) 

where vl ends i n p. By (ii) we have (v^)Wl = (v^1')'1 = (v^)'1 since 
W ^ i 1 = Wtu = Wj. Substitute for uY* i n (4) using (5): we obta in 

= uw*(viy)w' = uw*vw>9 

the correct answer because k = \i when cancellation occurs between u and v. 

• 
Simple examples show that the product rule does no t h o l d i n general 

(Exercise 6.3.9), a fact that complicates some proofs. T w o further instances 
when the rule is va l id are useful. 

6.3.3. 

(i) / / u, v e F and uv e W, then (uv)w = u w zikz^vWi where Wx = Wu, u ends 
in A, and v begins in fi. 

(ii) Ifu9ve Fk, then (uv)Wi = uWivWiU. 

Proof, (i) I f neither u nor v cancels completely, the equation is already 
k n o w n . Suppose that v cancels completely and u = uxv~x i n reduced form. 
Then uv = ul e W and (uv)w = u^. F r o m u = uxv~x and 6.3.2 we obta in 
u w = uY(y~l)w since Wux = W and z l v = 1 for a l l v. Hence u^ = 
uw((v-1)wy1 = u w v W i since Wv'1 = Wu = Wt. Thus (uv)w = u w v w \ wh ich 
is correct because X = \i i n this case. I f u cancels completely, the argument is 
similar. 

(ii) W e leave the p roo f as an exercise. • 

I f w, v e W9 then 6.3.3(i) yields (uv)w = u w v w since z l k = 1 = zlfl. Hence 
the mapp ing u h-» u w is a homomorph i sm; we shall call this 

ij/: W-+F. 

We investigate next the effect of composing if/ w i t h x. 

6.3.4. If 1 ^ u e F, then (uWi)x = xWiu(flWiuy1 where u begins in k and ends in 

Proof. Le t u = vy i n reduced fo rm where y e X^u X ' 1 . We can also assume 
v ^ 1; otherwise the result follows f rom the definitions of yWi and (y~l)Wi. 
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By 6.3.2 

where Wj = Wtv and v ends i n v. By induc t ion on the length of u as a w o r d 

(uWi)x = ^W^WjY1 • vWj1 Wf1 • ("Wj1 Wj-1)-1 • ^Wjy^Wy)-1, 

which becomes after cancellation 

(uWi)x = ^WiVy^W^u)-1 = ^W^W^u)-1. • 

I f u e W and i = 1, the formula of 6.3.4 yields (w^) T = W M ( W ) - 1 = u. 
Therefore 

IAT = 1. 

I t follows that if/ is injective and x surjective. W r i t e 

1 = T*A> 

which is an endomorphism of F satisfying %2 = %. 
We proceed to find a set of generators and relators for the presentation 

x:F-+W. 

6.3.5. The group W has a presentation x: F W with generators yix9 ziX and 
relators 

yix yfx ^d zrfzfr, 

where i e / , X e A , x e {Jke\Xx. 

Proof. Let K = K e r x. Since x = X\\J and \j/ is injective, K = K e r Le t N 
denote the normal closure i n F of the set of al l y^xyfx and zjkzfk. Then, since 
1 = X2> w e have N < K. O n the other hand, any k i n K is expressible i n 
terms of yix and zik9 so 1 = kx = k m o d N. Therefore k e N and N = K. • 

Kuros Systems of Transversals 

The t ime has come to make a careful choice of transversals. I t is convenient 
to do this i n the more general context of a subgroup H of an arb i t rary free 
product G = F r A e A G A . A set of A-transversals to H9 say { A i J f | f e / } , l e A , 
w i t h r ight cosets Ht of H9 is called a Kuros system of transversals i f there 
exists for each I a set of (H9 G A )-double coset representatives dx such that 
the fo l lowing ho ld : 

K ( i ) dx is an element of shortest length (in the free product) i n its (H9 Gx)-
double coset D. 

K ( i i ) If Ht ^D, then %edxGx. _ 
K ( i i i ) I f dx ends i n \i9 then p ^ X and ^Hdx = dx. 
K ( i v ) kHdx = dx. 
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We shall see i n 6.3.6 that such a set of transversals always exists. By 
choosing a K u r o s set of transversals a more economical set of relators is 
obtained. Not ice the s imi lar i ty of K ( i i ) to the Schreier property. 

Let us now establish the existence of a set of transversals w i t h the K u r o s 
properties. 

6.3.6. Corresponding to any subgroup H of a free product G = F r A e A Gk there 
exists a Kuros system of transversals. 

Proof. Let 1 be the representative of the double coset HGX. I f Ht c HGX, 
choose for xHt an element of G A . So far a l l condit ions have been met. Let 
D be an (H, G A )-double coset of length /, that is to say, / is the length of 
a shortest element d' of D. Assume that coset representatives have been 
chosen appropriately for a l l double cosets of length less than / and that 
transversal elements have been assigned to cosets of H contained i n such 
double cosets. N o w D = Hd'Gx and d' cannot end i n I by min ima l i t y of 
length—suppose that d' ends i n \i. Then Hd'G^ has length less than /, so its 
representative d'\ as wel l as ^Hd\ has already been assigned: pu t d = ^Hd'. 
N o w the length of d" is at most / — 1. I n addi t ion de d"G^ by K ( i i ) , so the 
length of d is at most / (and hence equals / ) . Choose this d to be the repre
sentative of D , no t ing that K ( i ) and K ( i i i ) ho ld . I f Hi is contained i n D, we 
simply define the kH{ so as to satisfy K ( i i ) and K ( i v ) . I n this way we con
struct recursively a K u r o s system of transversals. • 

Reassured that such sets of transversals always exist, we re turn to the 
subgroup W of F = F r A e A F A . 

6.3.7. / / a Kuros system of transversals to W is chosen, the following elements 
constitute a set of relators for T: F W: the u w where u is a nontrivial ele
ment of a transversal and the z j x z j ^ where xWj = ^Wj. 

Proof. Let K = K e r T and denote by N the no rma l closure i n F o f the set of 
potent ia l relators. We show first that N < K. Let u = XW( and suppose that 
Wt= Wu c D = WdFk where d is the representative of D. Then by 6.3.4 

(uwy = "Wu^wuy1 = ucwjr1 

where u begins i n v and ends i n \i. I f \i = I , then u = ^W^ I f \i ^ A, then, 
since u e dFx by K ( i i ) , we have u = d: note that d does not end i n L Thus 

= *w& = d by K ( i i i ) . Hence i n b o t h cases u = llWi and (uwf = 1. 
Next , i f Zjkzjp is one of the specified relators, 

( z j X z ^ y = (*Wj 'Wf^Wj 'Wf1)-1 = 'Wj'Wr1 = 1. 

Hence N < K. 
I t remains to show that K < N or, equivalently, that yfx = yix m o d N 

and zfk = z a m o d N (by 6.3.5). 
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Firs t of a l l consider 

yfx = {^Wix A ^ x _ 1 ) w = (uxv'1 ) w (6) 

where x e Xx, u = xWh and v = xWtx. N o w Wt c WdFx for some double 
coset representative d. Thus u e dFx and v e dFx by K ( i i ) , and we may wri te 
u = df and v = dg where f g e Fx. Therefore, by the product rule, (6) 
becomes 

yfx = (d{fxg-')d-')w 

where Wj = Wd = Wdfxg'1 and d ends i n p; here we have assumed that 
fxg'1 ^ 1. N o w kWj = d = »Wj by K ( i i i ) and K ( i v ) . Hence 

yfx = W ) W j m o d AT. 

Not ice that this is true even i f fxg'1 = 1. Nex t using 6.3.3(h) we obta in 

yfx^f^x^ig^T1 m o d AT. 

Since yix = x w \ i t is enough to show that fWj and gWj e N. Assume that 
/ V I : then we deduce f rom u = df that = dwij^zf^fw>, wh ich implies 
that / ^ G N. S imilar ly gwJ e N. 

The relator z^xzfx is handled i n a similar way; the details are left as an 
exercise for the reader. • 

We shall now pa r t i t i on the yix i n a manner corresponding to the decom
posi t ion of F i n to double cosets. Let l e A and let d be the representative of 
a (W, F A )-double coset D. Define 

FXd = (yix\Wi^D,xeXx>. 

Each yix belongs to exactly one FXd. I f Z is the subgroup generated by al l 
the z a , then 

F = Z * Fr Fx (7) 

here dx ranges over a l l (W, F A )-double coset representatives and A e A . We 
shall find a set of relators for r . F W each of which belongs to a free 
factor of (7). 

6.3.8. The presentation T: F W has a set of defining relators consisting of 
the elements of FXdx n K e r x and all Zj^J1 where XW} = ^Wj. 

Proof. Let N be the no rma l closure i n F o f the specified set of elements. 
Then N < K = K e r x by 6.3.7. Fur thermore by the same result i t is enough 
to prove that u w e N where u is a A-transversal element. Assuming this to 
be false, we can find a (W, F A )-double coset D of m i n i m a l length subject to 
the existence of a coset Wt contained i n D whose representative u = kWt does 
not satisfy u w e N. 
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By K ( i i ) we may wri te u = df where / e Fx and d is a double coset repre
sentative of D. Then 

u" = d"{zJltzj?)r> (8) 

where Wj = Wd and d ends i n p ^ X. The length of the double coset WdF ^ is 
less than that of d; hence i t is less than the length of D = WdFk by K ( i ) . Also 
*Wd = d by K ( i i i ) , so dw e N by min ima l i ty . N o w *Wd = kWd by K ( i i i ) and 
K ( i v ) ; hence zjtlzjk e N and i t suffices to deal w i t h fwK By (8) we have f w J e 
K. Thus i t is enough to prove the fo l lowing statement: i f / e Fk, then 

fWleFkd (9) 

whenever Wl c WdFk. I f / e Xk, then = yif, wh ich belongs to F A d by def
in i t i on : i f / e l ^ 1 , then fWl = y~j~i e Fkd where Wm = WJ'1. I n the general 
case wr i te / as a reduced w o r d i n Xk and induct on its length. • 

This set of relators enables us to recognize the free product structure 
oiW. 

6.3.9. Let W be a subgroup of F = FrkeAFk, the Fk being free groups. Then 
there exists for each k in A a set of (W, Fk)-double coset representatives{dk} 
such that there is a free product decomposition 

W= W0*Fr Wnid.F.d,1) 

where W0 is a free group and the free product is formed over all double cosets 
WdkFk and all X in A . Furthermore, should \F: W\ = m be finite, the rank of 
the free group W0 is 

^ (m — mk) + 1 — m 
A e A 

where mk is the number of (W, Fk)-double cosets in F. 

Proof. We assume of course that a K u r o s system of transversals and double 
coset representatives for W has been selected. Accord ing to 6.3.8 the presen
ta t ion T: F W has a set of defining relators each of which belongs to Z = 
(Zik\i e I , X G A > or to one of the Fkd, that is, to one of the free factors i n (7). 
By Exercise 6.2.5 the subgroup W is the free product of W0 = Z T and the 
Fkd. We cla im that 

Fld=Wn(dFkd~1). (10) 

T o see this take any yix i n Fkd, then yr

ix = A P ^ x ( A I ^ x ) - 1 where x e Xk. 
N o w Wt c WdFk by defini t ion of Fkd, so xWt = df for some / e Fk: also 
Wtx c WdFk and kWtx = dg where g e Fk. Hence 

yjx = (df)x(dg)-1 = difxg^d'1 e WnidF.d'1). 

Thus F\d < WnidFJ'1). 
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T o establish the converse we choose w ^ 1 f rom W n ( d F A d - 1 ) . Since w = 
w ^ T = (ww)\ i t w i l l suffice to prove that ww e FkdK, where as usual K = 
K e r r. W r i t e w = dfd'1 w i t h 1 ^ f e Fk. No te that d ends i n some fi ^ X. 
Also Wtf/ = Wd = Wj say. By the product rule 

ww = (d/d-T = d w z ^ r ^ ( d - ' ) w K 

Since (d'1)^ = (dw)~\ i t follows that 

ww = f w J m o d K . 

Bu t fWj G F A d by (9), so ww e FkdK as required. 
I t remains to discuss W0 = Z\ The relators which affect Z are the z^z^ 1 , 

j ^ 1 ,1 / each of wh ich eliminates one of the z's. Hence W0 is free. N o w 
let \F : W\ = m be finite; the rank of W0 has to be computed. 

A n element zjkzj^ belongs to K i f and only i f XW} = *Wy Choose a double 
coset WdkFk other than WFk. Suppose that dk ends i n fi. I f Wj = Wdk, then 
xWj = dk = ^Wp so that K contains zjkz]^, ( j ^ 1, X ^ Conversely, let 
z ^ z r 1 G K where j' ^ 1 and X ^ /x. Then AWJ- = ^W} = u say. N o w c 
WdkFk n Wd^F^ for some d A , Then w G d A F A n so that either u = dk 

ends i n /x or u = d^ ends i n X. I n this way one sees that there is a bi ject ion 
between relators of the fo rm zjkzj^ (j ^ 1, X ^ fi) and double cosets no t of 
the fo rm WFk. The number of relators is therefore X A E A O ^ A — 1). I f | A | = w, 
the number of free generators zjk o f Z is (ra — l ) ( n — 1). Each relator re
moves one zjk. Hence the rank of W0 is 

(m — l)(n — 1) — ^ ( M A ~ ~ 1) = YJ (m — mx) + 1 — m - • 
A e A A e A 

Proof of the Subgroup Theorem (Concluded) 

Let H be any subgroup of G = F r A e A Gk. Choose presentations (pk: Fk-+ Gk 

where Fk is free, and let F be the free product F r A e A F A . Then the cpk extend 
to a unique surjective h o m o m o r p h i s m (p: F G. Let W be the preimage of 
H under (p and put R = K e r (p. 

Let a K u r o s system of transversals and double coset representatives for 
H be chosen. I f gke G A , we choose an fix an element fk e Fk such that / / = 
gk. lfg = gXl'~gkk is the reduced fo rm of g i n G, wri te f = f X l ~ ' / A f c , wh ich 
is the reduced fo rm of / i n F . Thus = g. I n this way we ob ta in elements 
of F that map to the double coset representatives and transversal elements 
of H i n G. I t is easy to see that these elements of F fo rm a K u r o s system of 
transversals for W i n F . 

Us ing this system of transversals, we obta in a set of relators for T: F W 
as i n 6.3.8. N o w T(p: F / J is an epimorphism whose kernel is obviously the 
preimage of R under T. Also is the n o r m a l closure i n F of ( J A e A K e r (pA 

(by 6.2.7). Let r be a relator for cpk. Since r e R < W and R<\ F , we have 
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Wtr = W{ for a l l i. Hence by 6.3.4 

(rWi)x = ^rCWi)'1 e R. 

This shows that the preimage of R under x is the no rma l closure i n F o f al l 
the rWi and of K = K e r x. Thus we obta in a set of relators for xcp: F H by 
adding to those for x the elements r w \ where r is a relator for (px. 

Hence every defining relator of xcp belongs to a free factor of F. Conse
quently H is the free product of H0 = ZX(p and the {Fkd)xq> = {WndF^f = 
H n d^G^Y1 (by (10)). Since the relators i n Z are the zjkzj*9 the subgroup 
H0 is i somorphic w i t h W0 = Z T . A p p l y i n g 6.3.9 we obta in the formula for 
the rank of H0. • 

The Subgroup Theorem has many applications. Here is an example. 

6.3.10 ( B a e r - L e v i t ) . A group cannot be expressed in a nontrivial way as both 
a free product and a direct product. 

Proof. Let G = A* B = C x D where A9 B, C, D are non t r iv i a l groups. I f 
AnC^Y then CG(A n C) < A by 6.2.6; therefore D < A. Hence CG(D) < A 
by 6.2.6 again, which means that C < A and A = G, a contradict ion. Thus 
AnC= 1. F o r similar reasons i n D , 5 n C , and BnD are al l t r iv ia l . 
Since C and D are no rma l i n G, they intersect conjugates of A and B 
t r iv ia l ly . A p p l y i n g 6.3.1 we conclude that C and D are free groups. N o w 
A ^ AC/C < G/C ^ D. Therefore A is free by the Nielsen-Schreier Theo
rem. Similar ly B is free, so that G = A * B is free. Let 1 ^ c e C and 1 ^ 
d e D; then <c, d> is abelian. Bu t <c, d> is also a free group, so i t must be 
infinite cyclic; this is impossible i n view of <c> n <d> = 1. • 

The Grushko-Neumann Theorem 

We ment ion w i t h o u t p roo f another very impor t an t theorem about free 
products, the G r u s h k o - N e u m a n n Theorem. 

If F is a finitely generated free group and (p is a homomorphism from F onto 
a free product G = F r A e A G A , then F is a free product of groups F A , A e A , 
such that Fl = Gx. 

One of the most useful consequences of this theorem is the fol lowing. Let 
G = G1*---*G„ and let d{Gt) be the m i n i m u m number of generators of the 
finitely generated group Gt. Then d(G) = d(G1) + ••• + d(Gn) (see Exercise 
6.3.11). 

A geometrical approach to the G r u s h k o - N e u m a n n Theorem, as well as 
to the K u r o s Subgroup Theorem, can be found i n b43] . 

t Friedrich Wilhelm Levi (1888-1966). 
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EXERCISES 6.3 

1. Describe the structure of subgroups of PSL(2, Z). 

2. Which soluble groups can be embedded in a free product of cyclic groups? 

3. A subgroup of a free product of abelian groups is also a free product of abelian 
groups. 

4. A group is called freely indecomposable if it cannot be expressed as a free 
product of nontrivial groups. Let G = {A, B) where A and B are freely inde
composable and A n B ^ 1. Prove that G is freely indecomposable. 

5. Let G = F r A e A G A = F r M e M # M where the Gx and are freely indecomposable. 
Prove that |A | = | M | and that, with suitable relabeling, GX~HX. I f GA is not 
infinite cyclic, show that GA and Hx are conjugate. 

6. Prove that the following pairs of groups are not isomorphic; 
(a) <x, y, z\x2 = y 3 = z 4 = 1> and <w, v, w\u2 = v3 = w 4 = 1, uv = vu}; 
(b) <x, y, z\x2 = y 3 = (xy) 2 = z2 = 1> and <w, w\u2 = v3 = w2 = 1, uv = vu}; 
(c) <x, y, z, £|xy = yx, zt = tz} and <s, w, w|sw2 = u 2s, = wu>. 

7. Every nontrivial direct product is freely indecomposable. Every nontrivial free 
product is directly indecomposable. 

8. Prove 6.3.3(H), that (uv)Wi = uWivWiU tfu,ve Fx. 

9. Prove that the product rule (6.3.2) is not always valid. [Hint: Consider (xy'1 • y)w 

where x e Fx, y e F^ and X ^ /z.] 

10. Complete the proof of 6.3.7 by showing that zfx = ziX mod N. 

11. I f G = Gl * G 2 * • * * * Gn is a finitely generated group, prove that d(G) = d(G1) + 
d(G2) + * • • + d{Gn) by applying the Grushko-Neumann Theorem. 

12. Prove that every finitely generated group can be expressed as a free product of 
finitely many freely indecomposable groups. Show also that this decomposition 
is unique up to order. 

13. Let G be the group with the presentation < x l 9 . . . , x„\[_xl, x 2 ] = [ x 2 , x 3 ] = • • • = 
x„] = 1>. Prove that G is freely indecomposable. [Hint: Assume that 

G = H*K where H G and K G. Let C = C G ( x x ) and apply 6.3.1 and 6.2.6 
to show t h a t C = 1.] 

6.4. Generalized Free Products 

Let there be given a nonempty set of groups {Gx\XeA}, together w i t h a 
group H wh ich is isomorphic w i t h a subgroup Hx o f Gx by means of a 
m o n o m o r p h i s m 

cpx:H^Gx ( A e A ) . 

There is an exceedingly useful object k n o w n as the free product of the Gxs 
with the amalgamated subgroup H. Roughly speaking this is the largest 
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group generated by the GA's i n which the subgroups Hx are identified by 
means of the (px. Generically such groups are k n o w n as generalized free 
products. 

The precise defini t ion follows. Let there be given groups Gx and mono
morph i sm (px: H Gx as before. Define F to be the free product F r A e A G A 

and let N be the n o r m a l closure i n F o f the subset 

{{h^y'h^fieA^heH}. 

The free product of the Gx with amalgamated subgroup H (wi th respect to the 
(px) is defined to be the group 

G = F/N. 

The po in t here is that h** = h9* m o d AT, so that a l l the subgroups H^'N/N 
are equal i n G. I n general G w i l l depend on the part icular cpx chosen, no t 
merely on the subgroups Hx—see Exercise 6.4.9. O f course when H = 1, the 
generalized free product reduces to the free product . 

The case which is most commonly encountered is when there are two 
groups Gl9 G2 w i t h subgroups Hl9 H2 that are isomorphic via (p: H1 H2; 
this arises when H = Hx and the monomorphisms i n the defini t ion are 
cp1 = 1 and q>2 = (p. 

An Example 

Let A = {a} and B = <fc> be cyclic groups of orders 4 and 6 respectively. 
The free product A*B has the presentation <<s, b\aA = 1 = b6}. Since a2 

and b3 b o t h have order 2, the subgroups <<s2> and <fc3> are isomorphic; we 
may therefore fo rm the free product G w i t h an amalgamation determined 
by the i somorphism <a 2 > <b 3 >. This amounts to identifying a2 and b3. 
Thus G has the presentation 

(a9b\aA= l9a2 = b3}. 

Here we have not t roubled to change the names of the generators. 
The element h = a2 = b3 commutes w i t h a and fc, so i t belongs to the 

center of G. Therefore every element of G can be wr i t t en i n the fo rm 

hiaHk*aS2bk>'~aJ>-bk>-9 (r > 0), 

where i and j s = 0 or 1 and ks = 0, 1, or 2. I t is reasonable to ask whether 
the above expression is unique, at least i f ident i ty elements are deleted and 
consecutive terms lie i n different factors. 

One way to see that this is true is to map G homomorph ica l ly onto 
the group L = <w> * <i;> where u and v have orders 2 and 3 respectively. 
This can be done by means of the assignments a i—• u and b h-• v using v o n 
Dyck ' s Theorem (2.2.1). I f an element of G had two expressions of the above 
type, some element of L w o u l d have two no rma l forms, which is k n o w n to 
be impossible. Therefore every element of G has a unique expression. 

Guided by this example we proceed to the general case. 
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Normal Form in Generalized Free Products 

Let G be the free product of groups G A , A e A , w i t h a subgroup amalgam
ated according to monomorphisms (px: H Gx: wri te Hx for I m cpx. I f F = 
F r A e A Gx and N is the n o r m a l closure i n F o f the set of a l l ( / z ^ ) " 1 / ^ , /z e H, 
A, /x e A , then G = F/AT. 

F o r each A e A we choose and fix a r ight transversal to Hx = H(Px i n G A , 
w r i t i n g g for the representative of the coset Hxg; of course we choose 1 = 1. 
Consider an element f of F wr i t t en i n the no rma l fo rm for the free product , 
/ = u1u2'"UR where ut e Gx.. F o r convenience put Gt = Gx. and q>t = (px.. 
We shall define certain elements gt i n G A . , s tart ing w i t h gr = ur. W r i t e gr = 
Kr9r where hr e H. Since h?r = h?*-1 m o d AT, we have gr = h^r~xgr m o d N. 
O n substi tut ing for gr = ur i n / , we obta in 

f= u1--ur_2gr_1gr m o d N 

where gr_y = i / r _ 1 / z r * V l e G r _ x . Aga in gr_y = h ^ g r ^ m o d AT for some hr_x 

i n Hence 
f= u1'-ur_3gr_2gr_1gr m o d AT 

where # r _ 2 = ur_2h?r1

2 e G r _ 2 . 
After r — 2 further applications of this technique we obta in an expression 

f = h ^ g ± - g r m o d N (11) 

where he H. Here /z^1 = h** m o d A for al l i. This indicates what type of 
no rma l fo rm is to be expected i n a generalized free product . 

Definition. Let f e F = F r A e A G A . A normal form o f / w i t h respect to the 
monomorphisms (px: H Gx and the chosen transversals is a formal expres
sion 

h9i92"'9r> (r ^ 0), 

w i t h the property / = h<p^g1 - -gr m o d N: here he H, gte Gx. and we stipu
late that gt ^ 1 and At- ^ A m . 

The foregoing considerations demonstrate that each element of F has a 
n o r m a l fo rm obtainable by the canonical process that led to (11). Bu t the 
really impor t an t po in t remains to be settled, the uniqueness of the no rma l 
form. 

6.4.1. Each element of F = F r A g A Gx has a unique normal form with respect to 

the monomorphisms (px: H Gx and the fixed transversals to Hx = I m cpx in 

Gx-

Proof. Since a direct p r o o f of uniqueness w o u l d be technically very compl i 
cated, we adopt a different approach. 
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Let M denote the set of a l l n o r m a l forms of elements of F. Associate 
w i t h each x i n Gk a permuta t ion x* of M defined i n the fo l lowing manner: 
(hg1

m"gr)x* is the no rma l fo rm of the element h<Px^g1" -grx which results 
on applying the canonical procedure described above. I n what follows we 
wri te (pt for (pk{. 

We claim that 
(xy)* = x*y* 

for a l l x and y i n Gk. This is quite s t ra ightforward to prove but i t does 
require some case distinctions. 

Consider the n o r m a l fo rm hgx "-gn; assume that l n ^ A, so gn <fc Gk. A p 
p ly ing our procedure for constructing a no rma l fo rm to h<Plg1 •• -gnx, we 
obta in 

(hg, • • • gn)x* = ( h h ^ h t ' ' ' GnKlix (12) 

where hte H, x = h ^ x , and g{hpx = hpgthfll9 except that x must be de
leted i f x e Hk. N o w apply y*: we ob ta in elements kt of H such that 

(hg,'• • gH)x*y* = (hhxK)g,(h2k2)^ • • • gn(hn+1kn+1)^xy (13) 

where xy = k^xy and gM^k^ = kpg^h^k^Y1: here xy is to be de
leted i f xy G Hk. Replacing x by xy i n (12), we obta in elements lt of H such 
that 

Qtii'' • gn)(xy)* = ( M i t e l IV' • • gjftixy 

where xy = and g ^ i = Ipgilf+i- F r o m the equations support ing 
(12) and (13) we find that xy = (hn+1kn+1)(Pxxy, and also g~i(hi+1ki+1)(Pi = 
(hiki)*igi(hi+1ki+1)<Pi. Hence li = hiki and feV,l"JW* = i r , ^ V ) 

by induc t ion on n + 1 — i. The case l n = X is handled i n a similar fashion. 
I t follows that x \-+ x* is a homomorph i sm 0A f rom Gk to Sym M . Hence 

there is a homomorph i sm 6: F Sym M which induces 0A i n Gk. Since 
(h**)'1 h*" G A , the permuta t ion of M that corresponds to this element is the 
identi ty. Thus 8 maps al l elements of N to the identi ty. 

I f hg1 • • -gn is a no rma l fo rm of / , then by defini t ion 

f = h^g^'-gn m o d N. 

Hence fe = h ^ ^ g * w h i c h maps the no rma l fo rm 1 to hg1---gn. I t 
follows that / cannot have two n o r m a l forms. • 

I t is now possible to elucidate the structure of generalized free products. 

6.4.2. Let G be the free product of the groups Gk with a subgroup H amalgam
ated via monomorphisms (pk\ H Gk. Then there exist subgroups H and Gk of 
G isomorphic with H and Gk respectively such that G = (Gk\Xe A > . More
over H is the intersection of Gk and < G J / J e A , p ^ Xy. 

Proof. Let F = F r A E A G A and let N denote the no rma l closure of the set of 
al l (f t**)" 1 ft*" (h G H, X,p G A) . Thus G = F/N. Put H = H^N/N, which is 
independent of A, and Gk = GkN/N. Then Wx n N = 1 and Gk n N = 1 by 
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uniqueness of the n o r m a l form. Hence H ~ H and Gx~ Gx. Also 

GXN n (G^N\fi e A , j« ^ 2 ) = HN 

by uniqueness of no rma l fo rm again. F ina l ly the Gx generate G because the 
Gx generate F. • 

I n order to simplify the no ta t ion we shall identify the subgroups Gx and 
G A , and likewise H and H. Thus the Gx are actually subgroups of their gen
eralized free product G, which they also generate: also Gx n GM = H i f k ^ fi. 
A n element of G may now be identified w i t h its unique n o r m a l fo rm 

9 = hg1"-gr (r > 0), 

he H, gte GX\H, kt ^ k i + 1 . Bear i n m i n d that this expression is dependent 
on the choice of transversal to H i n Gx. 

Just as i n free products, uniqueness of the n o r m a l fo rm is useful i n 
locat ing elements of finite order. 

6.4.3. Let G be a generalized free product of groups Gx, ke A, in which H is 
amalgamated. 

(i) If g = hg1 • • • gn is the normal form of g (with respect to some set of 
transversals) and gx and gn belong to different factors GXi and GXn, then g 
has infinite order. 

(ii) If there are at least two Gxs not equal to H, then G has an element of 
infinite order. 

(iii) An element of G which has finite order is conjugate to an element of some 

Proof, (i) Let us examine the n o r m a l fo rm of powers of g. For example, 
consider g2 = hg1-' gn-1(gnh)g1 ~-gn. Us ing expressions such as gnh = h'g'n 

(hf e i f , 1 ^ g'n e G A J , we can move the h to the left, obta in ing a no rma l 
fo rm w i t h 2n factors gt or g[\ thus g2 ^ 1. Similar ly gm ^ 1 i f m > 2. 

(ii) This follows f rom (i). 
(iii) Suppose that gm = 1 but g is no t conjugate to any element of Gx. 

W r i t e g = hg1 - -gn, the n o r m a l form, w i t h gt e GX{. Then n > 1; for other
wise g e GXi. I t follows f rom (i) that kx = kn and n > 2. N o w g' = gngg~l has 
the no rma l fo rm hfg[g2 • • • gn-i where h' e H and g[ e GXi. We deduce f rom 
(i) that n = 2, a contradict ion. • 

6.4.4. A generalized free product of torsion-free groups is torsion-free. 

This is an immediate corol lary of 6.4.3. 

Embedding Theorems 

One of the great uses of generalized free products is to embed a given group 
i n a group w i t h prescribed properties. I n this subject the fo l lowing theorem 
is basic. 



6.4. Generalized Free Products 189 

6.4.5 (G. H i g m a n , B . H . Neumann , H . Neumann! ) . Let H and K be sub
groups of a group G and let 9: H K be an isomorphism. Then G can be 
embedded in a group G* such that 9 is induced by an inner automorphism of 
G*. What is more, if G is torsion-free, then so is G*. 

Proof. Let <w> and <r> be infinite cyclic groups. F o r m the free products 
X = G* <w> and Y = G* (v}. N o w let L = <G, Hu} and M = <G, Kv}. 
Then L = G*HU since there can be no non t r iv i a l re lat ion of the form 
g1hu

1g2hu

2• • • gnhu

n = 1 w i t h gt e G and ht e H. Similar ly M = G*KV. Conse
quently there is a homomorph i sm (p.L-+M such that g* = g and (h14)9 = 
(he)v, (g e G,he H). Clearly (p is an isomorphism. 

Consider the generalized free product G* of X and Y i n which L and M 
are amalgamated by means of (p: L M . Thus x* = x for x i n L , and G is a 
subgroup of G*. If he H, then hu = {huf = (he)v, so that he = h u v l and 9 
is induced by conjugation by the element uv'1 of G*. Not ice that i f G is 
torsion-free, so are X, Y, and G* by 6.4.4. • 

W r i t e t for the element uv'1 of G* that induces 9; then £ w i l l have infinite 
order by 6.4.3. The group <£, G> is called an HNN-extension of G (after 
H i g m a n , Neumann, and Neumann) . I t may be thought of as the group gen
erated by G and t subject to the relations x r = xe, (x e H). 

HNN-extens ions play an impor t an t part i n modern combinator ia l group 
theory (see [ b 4 3 ] for a detailed account). 

The fo l lowing embedding theorems illustrate the power of 6.4.5. 

6.4.6 (Higman, Neumann , and Neumann) . A torsion-free group G can be em
bedded in a group U in which all nontrivial elements are conjugate. In particu
lar U is torsion-free and simple. 

Proof. As a first step we embed G i n a group G* such that a l l non t r iv i a l 
elements of G are conjugate i n G*. T o achieve this, well-order the non t r iv ia l 
elements of G, say as {gJO < a < y} for some ord ina l y. A chain of tors ion-
free groups { G a | l < a < y } such that G < G a and al l the gp w i t h < oc are 
conjugate i n G a w i l l be constructed. Le t G x = G; suppose that Gp has been 
suitably constructed for al l < a. I f a is a l i m i t ordinal , s imply define G a to 
be the un ion of al l the Gp w i t h < a. Suppose that a is no t a l i m i t ordinal , 
so that G a _ x has already been constructed. N o w < # 0 > and < g a _ i > are 
isomorphic subgroups of G a _ x since b o t h are infinite cyclic. A p p l y i n g 6.4.5 
we embed G a _ x i n a torsion-free group G a i n such a way that g0 and ga^ are 
conjugate i n G a . A l l the gp, 0 < jl < oc, are now conjugate i n G a . Thus our 
chain has been constructed. Denote the un ion of the G a , 1 < oc < y, by G*. 
A l l non t r iv i a l elements of G are conjugate i n G*. 

t Hanna Neumann (1914-1971). 
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The p roo f is now easy. Define G(0) = G and G(i + 1) = (G(/))*. This 
defines recursively a countable chain of groups G = G(0) < G ( l ) < • • • . Let 
U be the un ion of this chain. A n y two non t r iv i a l elements of U belong to 
some G(i), so they are conjugate i n G(i + 1) and hence i n G. • 

O n the basis of 6.4.6 we can assert that there exist groups of arbi t rary 
infinite cardinal i ty w i t h jus t two conjugacy classes (cf. Exercise 1.6.8). 

T o conclude this chapter we shall prove what is probably the most 
famous of a l l embedding theorems. 

6.4.7 (Higman, Neumann, and Neumann) . Every countable group can be em
bedded in a group which is generated by two elements of infinite order. 

Proof. Let G = { 1 = g0, gl9 g2'••} be any countable group and let F be the 
free group on a two-element set {a, b). We consider two subgroups of the 
free product H = G*F, 

A = <a, a\ ah\ ...> and B = (bg0, bagu ba2g2,...}. 

I t is easy to see that a non t r iv i a l reduced w o r d i n a, ab, ab2,... cannot equal 
1. Hence A is freely generated by a, ab, a b 2 , f o r the same reason B is 
freely generated by bg0,bag1,ba2g2,.... Hence there is an i somorphism 
(p: A B i n which abl is mapped to balgt. 

By 6.4.5 we can find an HNN-ex t ens ion K = t} such that (abl)1 = 
balgt. The subgroup <a, t} contains a1 = b and therefore (a f e l ) r = balgt. Con
sequently <a, t} contains each gh and therefore equals K. O f course G is a 
subgroup of X . 

I t is obvious that a has infinite order. By a remark fo l lowing 6.4.5 the 
order of t is also infinite. • 

EXERCISES 6.4 

1. Identify each of the following groups as a generalized free product, describing 
the factors and the amalgamated subgroups: 
(a) <x, y\x3 = y 3 , y 6 = 1>; and 
(b) < x , y | x 3 0 = 1 = y 7 0 , x 3 = y 5 >. 

2. Express SL(2, Z) as a generalized free product. 

3. Write in normal form the elements xyx3y2 and y 5 x 2 y x 3 y 3 x of the group 
0 , v | x 4 = l = y 6 , x 2 = y 3 >. 

4. Show that the braid group on three strings G = <x, y |xyx = yxy> is a generalized 
free product of two infinite cyclic groups. Deduce that G is torsion-free. [Hint: 
Let u — xy and v = xyx.] 

5. Find a mapping property which characterizes generalized free products. 

6. Complete the proof of uniqueness of the normal form (6.4.1, case Xn = X). 
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7. Let G be generated by subgroups GA, X e A, and let H <GX for all A. Assume 
that there exist transversals to H in the G A such that each element of G admits a 
unique expression of the form hg^ --gn where he H, gte G A . \ H , Xt # and 
is the coset representative of Hgt in GA.. Prove that G is a free product of the GA's 
with H amalgamated. 

8. (a) Let G be a generalized free product of groups GA, X e A, with a proper amal
gamated subgroup. Prove that the center of G equals P)A6AC(GA)-

(b) Locate the center of the group 

<x, y, z, t\xy = yx, x6 = z 3, x 4 = t 5 >. 

9. Show that the generalized free product depends on the amalgamating mono
morphisms as follows. Let Gt = {ahbt\af = 1 = bf, b^a^ = a f 1 )* * = 1» 2, be 
two dihedral groups of order 8. Let Ht be an elementary abelian subgroup of Gt 

with order 4. Find two isomorphisms between Hx and H2 that lead to two non
isomorphic generalized products of G X and G 2 with Hx and H 2 amalgamated. 

10. Let G = <x, y | x 2 = y 2 >. Prove that G is an extension of its center by an infinite 
dihedral group. Show that G is supersoluble and G' is cyclic. 

11. A group is said to be radicable i f every element is an nth power for all positive 
integers n. Using generalized free products, prove that every group can be em
bedded in a radicable group. (Note: For additive groups the term divisible is 
used instead of radicable.) 

12. There exists a 2-generator group containing an isomorphic copy of every count
able abelian group. 

13. Prove that any group G can be embedded in a group G* in which all elements of 
the same order are conjugate. Also if G is countable, then G* can be assumed to 
be countable. 

14. Prove that any countable group G can be embedded in a countable radicable 
simple group. [Hint: Embed G in group G X which contains elements of all possi
ble orders and then embed G X in G 2 = G X * <x> where |x| = oo. Now embed G 2 

in a group G 3 with two generators of infinite order. Finally embed G 3 in a group 
G 4 in which all elements of equal order are conjugate.] 

15. Exhibit G. Higman's group (see Exercise 3.2.9) 

G = (bu b2j b3J bM4 = bl b>> = bl bfr = bl bp = bly 

as a generalized free product of torsion-free groups. Deduce that G is nontrivial 
and torsion-free. [Hint: Let Ht = (ah bt\bfl = b?>, i = 1, 2, 3, 4. Let Kl2 and X 3 4 

be the generalized free products of H± and H2 and of H3 and H 4 in which bx = 
a2 and b3 = aA respectively. Show that G is a generalized free product of K12 

and X 3 4 . ] 



CHAPTER 7 

Finite Permutation Groups 

The theory of finite permuta t ion groups is the oldest branch of group 
theory, many parts of i t having been developed i n the nineteenth century. 
However, despite its ant iqui ty , the subject continues to be an active field of 
investigation. 

I f G is a permuta t ion group on a set X, i t w i l l be understood th roughout 
this chapter that G and X are finite. Frequently i t is convenient to take X to 
be the set { 1 , 2 , . . . , n}9 so that G < Sym X = Sn. There is no real loss of 
generality here since we are only interested i n permuta t ion groups up to 
similari ty. 

I f Y is a subset of X, the (pointwise) stabilizer S t G ( T ) of Y i n G is often 
wr i t t en simply 

i n permuta t ion group theory. We shall use this no ta t ion when i t is no t mis
leading. The elementary properties of permuta t ion groups were developed 
i n 1.6. 

7.1. Multiple Transitivity 

Suppose that G is a permuta t ion group on a set X containing n elements. I f 
1 < k < n, we shall wr i te 

for the set of a l l ordered /c-tuples (al9 a 2 , a k ) consisting of distinct ele
ments at o f X. The group G acts i n a very na tura l way on X[k\ namely, 

192 
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componentwise. Thus, i f n e G, 

(al9..., ak)% = ( a ^ , a k n ) (1) 

and we have a permuta t ion representation of G on Xlk\ 
I f G acts transit ively on X[k\ then G is said to be k-transitive as a permu

ta t ion group on X. Thus 1-transitivity is simply transi t ivi ty, and, i n fact, the 
strength of the proper ty "/c-transitive" increases w i t h k. Suppose that G acts 
on X w i t h o u t actually being a group of permutat ions of X; then we shall 
say that G is k-transitive on X i f G acts transit ively on X[k] by means of the 
rule (1). 

The fo l lowing result is fundamental and is the basis of many induc t ion 
arguments. 

7.1.1. Let G be a transitive permutation group on a set X. Suppose that k > 1 
and a is a fixed element of X. Then G is k-transitive if and only if Ga is 
(k — l)-transitive on X\{a}. 

Proof. Suppose first that G is /c-transitive on X and let ( a l 9 a k - x ) and 
(a'l9tffc-i) belong to Y[k~1] where Y = X\{a}. Then a t ^ a ^ a[ and by 
/c-transitivity there is a permuta t ion n i n G mapping (al9 ...9 ak-l9 a) to 
( a ' l 9 a ' k - l 9 a); now n fixes a and maps (al9..., ak_x) to ( a i , . . . , ak-i)9 

which shows that Ga acts (/c — In t rans i t ive ly on Y. 
Conversely suppose that Ga is (k — In t rans i t ive on Y. Let (al9..., a k ) and 

(al9..., a k ) belong to Since G is transitive on X , we can find 7r and fi i n 
G such that a1n = a and a x = an. Moreover there exists a <r i n Ga mapping 
(a2n,..., akn) to (a2n~1,..., akn~l) by (fe — l ) - t rans i t iv i ty of Ga. Thus we 
have atnG = a{K~x or aiTian = at for i = 2 , . . . , /c. Also a^nan = aan = an = 
a x since tx G Ga. Hence the element nan o f G maps ( a 1 ? . . . , ak) to (al9..., ak) 
and G is /c-transitive on X. • 

Not ice the immediate consequence: (k + \)-transitivity implies k-tran-
sitivity. 

I f X has n elements, the number of elements i n X[k] equals 

n(n — l)"(n — k + 1), 

the number of permutat ions of n objects taken k at a time. Us ing 1.6.1 we 
deduce at once the fo l lowing impor t an t result. 

7.1.2. / / G is a k-transitive permutation group of degree n, the order of G is 
divisible by n(n — 1) • • • (n — k + 1). 

Sharply /c-Transitive Permutation Groups 

Let G be a permuta t ion group on a set X. I f G acts regularly on X[k\ then G 
is said to be sharply k-transitive on X. W h a t this means is that, given two 
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/c-tuples i n X[k\ there exists a unique pe rmuta t ion i n G mapping one /c-tuple 
to the other. Clearly sharp 1-transitivity is the same as regularity. By 1.6.1 
we have at once 

7.1.3. A k-transitive permutation group G with degree n is sharply k-transitive 
if and only if the order of G equals n(n — 1) • • • (n — k + 1). 

The easiest examples of m u l t i p l y transitive permuta t ion groups are the 
symmetric and al ternating groups. 

7.1.4. 

(i) The symmetric group Sn is sharply n-transitive. 
(ii) If n> 2, the alternating group An is sharply (n — 2)-transitive. 

(iii) Up to similarity Sn and An are the only (n — 2)-transitive groups of degree 
n and Sn is the only (n — l)-transitive group of degree n. 

Proof, (i) This is obvious. 
(ii) I n the first place i t is easy to see that An is transitive. Since A3 is 

generated by (1 , 2, 3), i t is regular and hence sharply 1-transitive: thus the 
statement is true when n = 3. Let n > 3 and define H to be the stabilizer of 
n i n An. Then H acts on the set { 1 , 2 , . . . , n — 1} to produce a l l even permu
tations. By induc t ion H is (n — 3)-transitive on { 1 , 2 , n — 1}, so An is 
(n — 2)-transitive by 7.1.1. Since \An\ = ^(n\) = n(n — 1)-• • 3, we see f rom 
7.1.3 that this is sharp (n — 2)-transit ivity. 

(iii) Suppose that G < Sn. I f G is (n — 2)-transitive, then n(n — 1) --3 = 
^(nl) divides |G | and \Sn: G| = 1 or 2. Hence G<a Sn, wh ich implies that G = 
An or Sn (by 3.2.3 and a direct argument when n = 4). O f course i f G is 
(n — Intransi t ive, then G = Sn. • 

Examples of Sharply 2- and 3-Transitive Permutation Groups 

We shall now discuss certain impor t an t types of sharply 2-transitive and 
3-transitive permuta t ion groups that are not of al ternating or symmetric 
type. 

Let F be a Galois field GF(q) where q = pm and p is prime. We adjoin to 
F the symbol oo: i t may be helpful for the reader to t h ink of the resulting set 

X = F u {oo} 

as the projective line consisting of q + 1 points. Define 

L(Q) 

to be the set of a l l functions a: X -• X of the fo rm 

(2) 
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where a, b, c, d belong to F and ad — be ^ 0. (Such a function is called a 
/mear fractional transformation.) Here i t is understood that the symbol oo is 
subject to such formal ar i thmetic rules as x + oo = oo, oo/oo = 1, etc. 

I t is easy to verify that L(q) is a group w i t h respect to functional compo
sit ion: indeed L(q) is i somorphic w i t h the projective general linear group 
P G L ( 2 , q)—see Exercise 3.2.3. I n the present context i t is the natura l action 
of L(q) on X that concerns us. The stabilizer of oo i n L(q) is easily seen to be 
the subgroup 

H{q) 

of a l l functions x\-±ax + fc, (a ^ 0). Concerning the groups H(q) and L(q) 
we shall prove the fo l lowing. 

7.1.5. The group H(q) is sharply 2-transitive on F = GF(q) with degree q. The 
group L(q) is sharply 3-transitive on F u {oo} with degree q + 1. 

Proof. I n the first place H(q) acts 2-transitively on F. For , given x, y, x', y' 
i n F w i t h x ^ y, x' ^ y\ we can solve the equations x' = ax + b and y' = 
ay + b for a, i n F w i t h a ^ 0. Consequently there is a 7r i n H (q) mapping 
(x, to (x ' , y'). 

Nex t L(g) is transitive o n I = F u { o o } because H(q) is transitive on F 
and the funct ion X K 1 / X sends oo to 0. By 7.1.1 we conclude that L(q) is 
3-transitive on X. The order of H(q) is clearly q(q — 1), so H(q) is sharply 
2-transitive on F. Also \L(q): (<?)| = \X\=q + 1; thus 

\L(q)\=(q+l)q(q-l) 

and the group L(q) is sharply 3-transitive on X. • 

I t is clear that H(q) is not regular, but a nont r iv ia l element of H(q) cannot 
fix more than one po in t of GF(q), by sharp 2-transit ivity. A transitive per
mu ta t i on group w i t h these properties is called a Frobenius group: more w i l l 
be said of this impor t an t type of group i n Chapters 8 and 10. 

There is a second family of sharply 3-transitive permuta t ion groups act
ing on the projective line. As before let F = GF(g) and X = F u {oo} where 
now q = p2m and p > 2. The mapping O.F-+F given by xa = xpm is an 
au tomorphism of the field F w i t h order 2 since x p 2 m = x. Extend a to X by 
le t t ing a fix oo. 

Using this function a: X -• X we define 

M(q) 

to be the set of a l l functions a: X -• X wh ich are of the fo rm 

ax + b 
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where ad — be is a nonzero square i n F , or of the fo rm 

axa + b 

where ad — be is no t a square i n F. A simple direct computa t ion shows that 
M(q) is a group w i t h respect to funct ional composi t ion. (Note: the product 
of two nonsquares is a square.) 

Thus M(q) is a pe rmuta t ion group on X. The stabilizer of oo i n M(q) is 
the subgroup S(q) o f a l l functions x ^ a x + fc w i t h a a nonzero square i n F 
and x K a x f f + fc where a is no t a square i n F . 

Let us establish the mul t ip le t ransivi ty of M(q) and S(q). 

7.1.6. The group S(q) is sharply 2-transitive on F = GF(q) and the group M(q) 
is sharply 3-transitive on F u {oo}. 

Proof. B o t h the mappings x f - ^ a x + fc and x\-*axa + b send (0,1) to 
(b, a + b) and one of them must belong to S(q). Thus S(q) is 2-transitive on 
F. We must calculate the order of S(q). N o w X K X 2 is an endomorphism of 
the mul t ip l ica t ive group of F whose kernel < — 1> has order 2. Hence, by the 
Firs t I somorphism Theorem, there are exactly \(q — 1) nonzero squares i n 
F. The number of nonsquares is therefore also \(q — 1). I t follows that the 
order of S(q) is 2(j(q — l)-q) = q(q — 1). Hence S(q) is sharply 2-transitive 
on F. Nex t x f - ^ - l / x belongs to M(q) and maps oo to 0, wh ich shows that 
M(q) is transitive on X. A p p l y i n g 7.1.1 we conclude that M(q) is 3-transitive 
on X. Also \M(q): S(q)\ = q + 1 by t ransi t iv i ty of M(q); thus 

\M(q)\ = (q+l)q(q-l) 

and M(q) is sharply 3-transitive. • 

I t can be shown that the groups L(q) and M(q) are no t isomorphic, 
so that we have two infinite families of sharply 3-transitive groups. The 
significance of these groups may be gauged f rom the theorem of Zassenhaus 
( [ b 5 0 ] ) that every sharply 3-transitive permuta t ion group is similar to ei
ther L(q) or M(q). 

I n 7.4 we shall construct sharply 4-transitive and 5-transitive groups 
which are no t symmetric or al ternating groups. However, i f k > 6, no exam
ples of /c-transitive permuta t ion groups which are no t of symmetric or alter
nat ing type are k n o w n . Indeed according to the classification of finite 
simple groups no such examples exist (see [a22] ) . 

EXERCISES 7.1 

1. Using only the definition prove that a (k + Intransitive group is /c-transitive. 

2. A permutation group G of degree n is sharply /c-transitive and sharply /-transitive 
where k < I i f and only if k = n — 1, / = n, and G = Sn. 
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3. I f G is /c-transitive but not (k + Intransitive, is it true that G is sharply 
/c-transitive? 

4. List all similarity types of transitive permutation group of degree < 5. Give in 
each case the maximum degree of transitivity and say whether it is sharp or not. 

5. Prove that a 3-transitive group G of degree 6 is similar to A6, S6, or L(5). [Hint: 
Reduce to the case where |G| = 120 and G acts on GF(5) u {oo} with G^ = H(5). 
Show that G^ is maximal in G and consider the cycle type of elements in 
G\H(5).] 

6. Let G be a permutation group on a set X. I f \X\ > 1, then G is called {-transitive 
i f |G| ^ 1 and all G-orbits have the same length. (If \X\ = 1, then G is considered 
as being ^-transitive.) Also, if 1 < k < n, the group G is said to be (k + {^-transi
tive i f G is transitive and Ga is (k — j)-transitive for some (and hence all) a in X. 
(a) Prove that (k + ^-transitivity implies /c-transitivity and /c-transitivity implies 

(k — ^-transitivity. 
(b) I f G is transitive and 1 ^ N <i G, prove that N is ̂ -transitive. 

7. Let G be a permutation group on a set X . I f H is a transitive subgroup of G, then 
G = GaH for all a e l Deduce that Frat G is never transitive if |G| > 1. 

8. Let F = GF(q) where q = pm and p is prime. A semilinear transformation of F is a 
mapping of the form x^-+axa + b where a, b e F, a ^ 0, and o- is a field automor
phism of F. 
(a) Show that T(q), the set of all semilinear transformations of F, is a soluble 

group of order mq(q — 1). 
(b) Prove that T(q) is 2-transitive. 
(c) Prove that T(q) is 3-transitive if and only if q = 3 or 4, when T(q) is similar to 

S3 or S 4 respectively. 
(d) Prove that T(q) is f-transitive if and only if q = 3 or q = 2m where m is prime. 

[Hint: G = T(q) is f-transitive if and only if G{ 0 , i } is ^-transitive on F \ { 0 , 1}, 
and G | 0 ] 1 j is the group of field automorphisms.] 

7.2. Primitive Permutation Groups 
Let G be a transitive permuta t ion group on a set X. A proper subset Y of X 
w i t h at least two elements is called a domain of imprimitivity of G if, for each 
permuta t ion n i n G, either Y — Yn or Y n Yn = 0 . The group G is then 
said to be imprimitive. O n the other hand, should G possess no domain of 
i m p r i m i t i v i t y , i t is called primitive. F o r example, one quick ly verifies that Sn 

is p r imi t ive for a l l n > 1. 
The essential po in t about an impr imi t i ve group is that the permuted set 

has a pa r t i t i on the members of which are permuted under the act ion of the 
group. M o r e precisely the fo l lowing holds. 

7.2.1. Let G be a transitive permutation group on X. Let Y be a domain of 
imprimitivity of G and denote by H the subgroup of all n in G such that 
Yn — Y. Choose a right transversal T to H in G. 
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(i) The subsets YT, T G T, form a partition of X. 
(ii) In the natural action G permutes the subsets YT in the same way as it does 

the right cosets of H, namely by right multiplication. 
(iii) \X\ = | Y\ • | T\, so that | Y\ divides\X\. 

Proof. Let ae X and b e Y. O n account of the t ransi t iv i ty of G there is a n 
i n G such that a = b7L W r i t i n g n — ox w i t h a in H and T i n T, we have a = 
(fc(j)T G YT, SO that X is certainly the un ion of the YT, T G T. Next , i f 
Y r n Y r ' ^ 0 , then YnYr'T'1 ^ 0 . Hence Y = Y T ' T - 1 and T ' T ^ G H 
because 7 is a domain of i m p r i m i t i v i t y . Since T and T' are members of a 
transversal, T = T'. Thus (i) has been established, (iii) follows at once because 
\Yx\ = \Y\. 

I f T G T and n e G, then /JTTC = / J T ' where HT H-> / J T ' is a permuta t ion of 
the set of r ight cosets of H. Thus (Yr )7r = YT' , wh ich proves (ii). • 

O n the basis of this result we can state 

7.2.2. A transitive permutation group of prime degree is primitive. 

The next result is a valuable cr i ter ion for p r im i t i v i t y . 

7.2.3. Let G be a transitive permutation group on a set X and let aeX. Then 
G is primitive if and only if Ga is a maximal subgroup of G. 

Proof. Assume that Ga is no t maximal , so that there is an H satisfying Ga < 
H < G. Define Y to consist of a l l aa where a e H. Then | Y\ > 2 since H > 
Ga. Suppose that Y — X. Then for any n i n G one can wri te an — aa for 
some a i n H; thus na'1 e G a , wh ich gives n e H and G = H. F inal ly , i f 
Yn Yn ^ 0 and aa1 = aa2n w i t h at i n H, then G2

N(J\L e Ga < H and n e H, 
which implies that Y = Yn. Consequently Y is a system of i m p r i m i t i v i t y and 
G is impr imi t ive . 

Conversely suppose that Y is a system of i m p r i m i t i v i t y of G: notice 
that we may assume a to be i n Y i n view of the t ransi t iv i ty of G. Define 
H — {n e G\Yn = Y}; then H < G. N o w H acts transit ively on Y; for i f fc, 
c e 7, there is a n i n G such that bn = c; but then c e Y n Yn, so Y = Yn and 
n e H. Hence | Y\ — \ H : H A \ . I f n e G a , then a = an e 7 n Yn, whence Y — 
Yn and n e H; this shows that Ga < H and Ga = H A . F ina l ly we have \X\ = 
|G : GJ and 17| = | i f : H J - | i f : GJ, so that Ga< H < G and G a is no t max
i m a l i n G. • 

The 2-transitive groups constitute a frequently encountered source of 
pr imi t ive groups. 

7.2.4. Every 2-transitive permutation group is primitive. 

Proof. Let G be a 2-transitive permuta t ion group on a set X and suppose 
that Y is a domain of i m p r i m i t i v i t y of G. Then two distinct elements a and b 
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can be found i n Y and also an element c i n X\Y. By 2-transi t ivi ty there is a 
n i n G such that (a, b)n — (a, c). Then a e Y n Yn, whence Y — Yn; but this 
implies that c = bn e Y,a contradict ion. • 

Soluble Primitive Permutation Groups 

Before discussing groups of the above type we take note of an impor tan t 
proper ty of n o r m a l subgroups of p r imi t ive groups. 

7.2.5. / / N is a nontrivial normal subgroup of a primitive permutation group G 
on X, then N is transitive on X. 

Proof. Let Y be an AT-orbit o f X and let aeY. Thus Y = {aa\(j e N}. I f 
n e G and a e N, then (aa)n — (an)a71 and a71 e N; thus we recognize Yn to 
be the AT-orbit containing an. Hence either Y — Yn or Y n Yn — 0 . Bu t Y 
cannot be a domain of i m p r i m i t i v i t y since G is pr imi t ive . Hence either Y = 
X, and N is transitive, or every AT-orbit has just one element and N — 1. 

• 
7.2.6. Let G be a primitive permutation group on a set X and suppose that G 
has a minimal normal subgroup N which is abelian. Then N is an elementary 
abelian p-group of order pm for some prime p. Also N = CG(N) and N is the 
unique minimal normal subgroup of G. Moreover H = GaN and Gar\N — 1 
for any a in X. The degree of G is pm. 

Proof. By 7.2.5 the abelian subgroup N is transitive and by 1.6.3 i t is regu
lar. Hence \X\ = \N\; moreover | iV| = pm for some pr ime p since N must be 
elementary abelian, being abelian and m i n i m a l no rma l i n G. Regulari ty also 
implies that GanN — 1 for any a i n X. N o w Ga is max ima l i n G by 7.2.3, so 
G = GaN. Hence CG(N) = CGa(N)N. I f n e CGa(N) and a e N, then aan = 
ana = ao. Since N is transitive, i t follows that n = 1; therefore CGa(N) = 1 
and CG(N) — N. F inal ly , i f AT is a m i n i m a l no rma l subgroup of G other than 
N, then N n N = 1 and [AT, AT] = 1; by our previous conclusion N < N and 
N = 1, wh ich is impossible. • 

This result applies i n part icular to soluble p r imi t ive permuta t ion groups 
because a m i n i m a l no rma l subgroup of soluble group is abelian. Thus a 
soluble p r imi t ive permuta t ion group must have prime-power degree. 

The Affine Group 

The groups of 7.2.6 may be realized as subgroups of the affine group of a 
vector space. Let V be a vector space over a field F and regard the group 
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G = GL(V) of a l l linear transformations of V as a permuta t ion group on V. 
Another group of permutat ions of V is relevant here, the group of transla
tions of V. If v e V, the associated translation v* is the permuta t ion of V 
mapping x to x + v; this is a pe rmuta t ion since ( — v)* is obviously the 
inverse of v*. The mapping v\-+v* is a m o n o m o r p h i s m f rom the addit ive 
group of V i n to Sym V, the image V* being the translation group of K 

The affine group of F is now defined to be the subgroup of Sym V gener
ated by G and V*: 

A = Af f (F ) = <G, F*>. 

Let us elucidate the structure of this group. I f x, v e V and y e G, then 
maps x to ( x y - 1 + v)y = x + iry; therefore 

— (iry)*. (3) 

This equat ion implies that F*<3 A and ^ = GF*. Clearly the stabilizer i n A 
of the zero vector is G since no non t r iv i a l element of F * fixes this vector; 
thus G n F* = 1. I n summary, A is the semidirect product of F * by G where 
the act ion of G on F * is described by (3). 

7.2.7. The group G of 7.2.6 is similar to a subgroup of Af f (F ) containing the 
translation group where V is a vector space with dimension m over GF(p) . 

Proof. G acts on a set X where \X\ = pm — \N\ by 7.2.6. Let V be a vector 
space of dimension m over G F ( p ) and let i ^ : AT F be any Z - i somorphism. 
I f b e X, we can wri te b — ao w i t h a unique a i n AT since N is regular. The 
rule b(p — defines a bijection q>: X V. We use this to produce a homo
morph i sm d>: G ^ = Af f (F ) as follows: i f a e AT, let (7° = (<r*)* and i f 7r e 
G a , let 7r° = il/^n'ij/ where 7r' is conjugation i n N by 7L I t is rout ine to verify 
that is an isomorphism. Moreover and q> constitute a similari ty between 
G and a subgroup of A containing AT° = V*: to see this one checks that 
(p7r° — ncp when n e N or Ga. • 

C o m b i n i n g 7.2.6 and 7.2.7 we come to the conslusion that a l l soluble 
p r imi t ive permuta t ion groups are to be found among the subgroups of 
Af f (F ) that contain V*. 

Regular Normal Subgroups 

We wish to study regular no rma l subgroups of m u l t i p l y transitive groups 
and to show that such no rma l subgroups are subject to strong restrictions. 
The key to this theory is an examinat ion of the au tomorphism group of a 
group F regarded as a permuta t ion group on the set F \ l . 

7.2.8. Let F be a nontrivial finite group and let G = A u t F act on F\l in the 
natural way. 
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(i) / / G is transitive, F is an elementary abelian p-group for some prime p. 
(ii) / / G is 2-transitive, either p = 2 or \F\ = 3. 

(iii) / / G is 3-transitive, \\F\ — 4. 
(iv) G cannot be ^-transitive. 

Proof, (i) Choose any pr ime p d iv id ing Then F has an element x of 
order p; by t ransi t iv i ty every element of F \ { 1 } is of the fo rm xa, a e G, and 
hence of order p. Thus F is a finite p-group and by 1.6.14 its center £ F is 
non t r iv ia l . N o w ( F is characteristic i n F and thus is left invar iant as a set by 
G. Trans i t iv i ty shows that £ F = F, whence F is an elementary abelian p-
group. 

(ii) Assume that p > 2 and let 1 ^ x e F; thus x ^ x - 1 . Suppose that 
there is an element y o f F other than 1, x, or x - 1 ; then 2-transi t ivi ty assures 
us of an a i n G such that (x, x _ 1 )oc = (x, y). Bu t p la in ly this implies that 
y = x " 1 . I t follows that F = { 1 , x, x " 1 } and | F | = 3. 

(iii) I f G is 3-transitive on F \ { 1 } , the latter must have at least three ele
ments and | F | > 4: also F is an elementary abelian 2-group by (ii). Let H = 
{l,x,y,xy} be a subgroup of F w i t h order 4: assume that there is an 
element z i n F\H. Then xz, yz, xyz are distinct elements, so there is an 
au tomorph ism a i n G such that x a = xz, ya = yz, (xy)* = xyz. However, 
these relations i m p l y that z = 1, a cont radic t ion wh ich shows that H = F. 

(iv) I f G were 4-transitive, i t w o u l d be 3-transitive and | F \ { 1 } | = 3 by 
(iii): however this excludes the possibil i ty of 4-transit ivi ty. • 

I n fact the degree of t ransi t iv i ty is realized i n each case (Exercise 7.2.8). 
We shall apply this in fo rmat ion to regular no rma l subgroups of mu l t i p ly 

transitive groups. 

7.2.9. Let G be a k-transitive permutation group of degree n where k > 1. Let 
N be a nontrivial regular normal subgroup of G. 

(i) If k = 2, then n — \N\ — pm and N is an elementary abelian p-group for 
some prime p. 

(ii) If k — 3, then either p — 2 or n — 3. 
(iii) / / k = 4, then n = 4. 
(iv) k > 5 is impossible. 

Proof. We k n o w of course that 1 < k < n. Let G be a permuta t ion group 
on X w i t h \X\ = n, and choose a f rom X. By 7.1.1 the group Ga is (k — 1)-
transitive on X\{a}. 

The group Ga also acts on the set i V \ l by conjugation. Moreover , i f % e 
N\l, then an ^ a by regulari ty of N. Thus there is a mapping & f rom i V \ l 
to X\{a} given by n® — aw. the regulari ty of N also assures us that & 
is injective. I n add i t ion © is surjective since N is transitive; thus © is a 
bijection. 
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I f 1 ^ n e N and o e G a , we have (an)o — ana or (n®)o — (na)<d. Hence 
the permuta t ion representations of Ga on AT\1 and X\{a} are equivalent. 
Consequently Ga is also (k — In t rans i t ive on AT\1 and certainly A u t N must 
have this proper ty too. The theorem is now a direct consequence of 7.2.8. 

• 
Let us use 7.2.9 to give another p roo f o f the s implic i ty of the al ternating 

group (see also 3.2.1). 

7.2.10. The alternating group An is simple if n ^ 1,2 or 4. 

Proof. We can suppose that n > 5. Let AT be a non t r iv i a l no rma l subgroup 
of G = An. By 7.1.4 the group G is (n — 2)- and hence 2-transitive; therefore 
G is p r imi t ive by 7.2.4. I t follows f rom 7.2.5 that N is transitive. 

We shall prove that N = G by induc t ion on n. Firs t ly , i f n = 5, then 5 
divides \N\ by t ransi t ivi ty , so N contains a 5-cycle, say n = (1 , 2, 3, 4, 5): 
i f a — ( 1 , 2, 3), then N contains [%, G~\ = (1 , 2, 4); however, as i n 3.2.1, this 
leads quick ly to N = G. Henceforth we suppose that n > 5. 

By induc t ion on n, the stabilizer G 1 ? wh ich is isomorphic w i t h An_l9 

is simple. Consequently either N n G x = 1 or G1 < N. I n the first case 
N nGa = 1 for every a, so AT is regular: however this contradicts 7.2.9 
since n — 2 > 4. F inal ly , i f G x < AT, then G x = A^ and t ransi t iv i ty yields 
\G:G1\ = n = \N:N1\ = \N:G1\. Therefore \N\ — |G | and N = G. • 

EXERCISES 7.2 

1. Prove that Sn is primitive. 

2. Let # and K be permutation groups acting transitively on sets X and Y 
respectively. Prove that the wreath product H^K is imprimitive i f \X\ > 1 and 
m > i . 

3. Find all primitive permutation groups of degree at most 5. 

4. Let G be a nilpotent permutation group ^ 1. Prove that G is primitive i f and 
only if the order and degree of G equal a prime. 

5. Let G be a supersoluble permutation group ^ 1. I f G is primitive, show that it is 
similar to a subgroup of Aff(GF(p)) containing the translation group for some 
prime p. Conversely show that any such group is supersoluble and primitive. 
How many similarity types are there for a given p? 

6. Prove that Aff(GF(p)) = H(p) where p is prime. 

7. Complete the proof of 7.2.7 by showing that <D is an isomorphism and (<D, cp) is a 
similarity. 

8. Prove the converse of 7.2.8 by showing that all the given degrees of transitivity 
actually occur. 
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9. I f G is a primitive permutation group with even degree > 2, prove that 4 divides 
|G|. [Hint: Use Exercise 1.6.19.] 

10. Let G be a permutation group which contains a minimal normal subgroup that 
is transitive and abelian. Then G is primitive. 

11. Let F be a finite group and let G = Aut F act on F \ { 1 } . Prove that G is primi
tive if and only if either F is an elementary abelian 2-group or |F | = 3. 

12. I f G is a soluble transitive permutation group of prime degree p, then G is simi
lar to a subgroup of Aff(GF(p)) containing the translation group. 

13. Let G be a transitive permutation group of prime degree p and let P be a Sylow 
p-subgroup. 
(a) Show that \P\ = p and NG(P)/P is cyclic of order dividing p — 1. 
(b) Either |G| = p or G' is simple and G' is the only minimal normal subgroup of 

G. [Hint: I f N is minimal normal in G, show that P < N and apply the 
Frattini argument.] 

14. Let G be a /c-transitive permutation group of degree n where k > 1. Assume G 
is not similar to Sn. Let iV<i G be nontrivial and nonregular. Prove that N is 
(k — 1)-transitive. [Hint: Let G be a counterexample with k minimal. Let G act 
on X and let ae X. Argue that Na is regular and k>4. Invoke 7.2.9 to show 
that |Na\ is a power of 2. Find an element a = (a)(b, c)(d, e) • • • in Na and let n e G 
map (a, b, c) to (d, b, c). Consider [a, n\ to get a contradiction.] 

15. Let G be a /c-transitive permutation group of degree n, not similar to Sn, and let 
k > 3. Prove that every nontrivial normal subgroup is (k — 1)-transitive. 

16. Let G be a /c-transitive permutation group where k > 2. Prove that every non-
trivial normal subgroup is (k — 2)-transitive with the sole exception when G is 
similar to S 4 and \N\ = 4. 

7.3. Classification of Sharply /c-Transitive 
Permutation Groups 

By defini t ion a sharply 1-transitive permuta t ion group is jus t a regular 
group. Since every group has a faithful regular representation, one cannot 
expect to be able to say anyth ing about the structure of sharply 1-transitive 
groups. 

Whi l e sharply 2-transitive groups are st i l l numerous, they are subject to 
severe restrictions, as we see f rom the next result. 

7.3.1. Let G be a sharply 2-transitive permutation group. Then the degree of G 
is pm for some prime p, and G has a normal Sylow p-subgroup. Moreover G is 
similar to a subgroup of Af f (F ) which contains the translation group, V being 
a vector space of dimension m over GF(p) . 
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Proof. Let G act on a set X w i t h \X\ = n. We denote by G(0) and G ( l ) the 
sets of permutat ions i n G that have no fixed points and exactly one fixed 
po in t respectively. Then, because G is sharply 2-transitive, G = 1 u G(0) u 
G ( l ) . 

Let p be any pr ime d iv id ing n. Since | G | must equal n(n — 1), there is an 
element n of order p i n G ; na tura l ly 7r involves 1-cycles and p-cycles only. 
Hence, i f r is the number of 1-cycles i n n9 we have n = r m o d p. Since p 
divides n, i t follows that r = 0 and 7r e G(0). Nex t G ( l ) is the un ion of the 
disjoint subsets G a \ l , aeX. This implies that |G(1 ) | equals n(\Ga\ — 1) = 
n(n - 2) because | G J = \ G\/n = n - 1. Consequently |G(0 ) | = n(n - 1) -
n(n - 2) - 1 = n - 1. 

Next , for any a i n X we have GanG% = Gan Gan = 1 since n e G(0). I t 
follows that Ga n CG(ri) = 1 and 

I G : C G (TT) | > | G a C G ( 7 r ) : C G (TT) | = | G J = n - 1. 

Therefore 7r has at least n — 1 conjugates i n G , a l l of wh ich belong to G(0). 
However |G(0 ) | = n — 1, so these conjugates constitute the whole set G(0). 
Since this conclusion applies to every pr ime divisor of n, we deduce that n 
must be a power of the pr ime p, say n = p m . 

The order of G is p m ( p m — 1) and G has a Sylow p-subgroup P o f order 
p m . N o w P \ l c G(0) by the argument that led to TC G G(0). Since |G(0) | = 
n - 1 - p m - 1 = | P \ 1 | , i t follows that P = G(0) u 1. The evident fact that 
G~1G(0)(j = G(0) for a l l a i n G implies that P < G . F ina l ly we choose a m i n 
i m a l no rma l subgroup N of G contained i n P and observe that AT is abelian 
since £N ^ 1: now apply 7.2.6 and 7.2.7 to obta in the result. • 

Accord ing to a deep result of Zassenhaus either a sharply 2-transitive 
permuta t ion group is similar to a group of transformations of F — G F ( p m ) 
of the fo rm x\-±axa + b where 0 ^ a, be G F ( p m ) and a is an automor
phism of F , or the degree is 5 2 , 7 2 , l l 2 , 23 2 , 29 2 , or 59 2 . Zassenhaus has also 
proved that every sharply 3-transitive permuta t ion group is similar to L ( p m ) 
or M ( p m ) . Proofs of these results may be found i n [ b 5 0 ] . 

Sharply /c-Transitive Groups for k > 4 

I f k > 4, there are, apart f rom al ternating and symmetric groups, sharply 
/c-transitive groups i n t w o cases only, k = 4 and k = 5. Moreover there are 
up to s imi lar i ty only two examples, the celebrated M a t h i e u groups Mx x and 
M 1 2 , wh ich have degrees 11 and 12 respectively. This remarkable result was 
published by Jordan i n 1872. O u r a im i n the remainder of this section is to 
prove Jordan's theorem; M11 and M 1 2 w i l l be constructed i n 7.4. 

Let us begin w i t h a lemma which w i l l enable us to eliminate certain pos
sibilities for sharp /c-transitivity. 
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7.3.2. Let G be a k-transitive permutation group on a set X and let Y be a 
subset of X containing k elements. Denote by H the stabilizer of Y in G and 
let P be a Sylow p-subgroup of H. Then NG(P) is k-transitive on the set of 

fixed points of P. 

Proof. I n the first place NG(P) does act on the set of fixed points of P : for i f 
7i e NG(P), a e P and b is a fixed po in t of P , then (bn)a = (ba%1)n = bn and 
bn is a fixed po in t of P. 

Let Y — {al9 ...,ak}; observe that the at are fixed points of P because 
P < H. I t is therefore enough to prove that i f b l 9 . . . , bk are fixed points of P , 
there is a n i n NG(P) such that atn — b h i = 1, 2 , . . . , k. 

By /c-transitivity of G we can f ind a i n G w i t h the proper ty at — bta, i = 
1, 2 , . . . , k. Since bt is fixed by P , one sees that at is a fixed po in t of the group 
a'1 Pa, f rom which i t follows that a'1 Pa < H. By Sylow's Theorem a'1 Pa — 
T _ 1 P T for some x i n H, whence n = T O - - 1 G NG(P). F ina l ly a f 7r = (atx)a~l — 
ata~l = b f for i = 1, 2 , . . . , fe, as required. • 

This result w i l l now be used to exclude two possibilities for sharp k-
t ransi t ivi ty . 

7.3.3. There are no sharply 4-transitive permutation groups of degree 10 ; nor 
are there any sharply 6-transitive groups of degree 13 . 

Proof, (i) Suppose that G is i n fact a sharply 4-transitive group of degree 10 . 
By 7.1.3 the order of G is 1 0 • 9 • 8 • 7 and thus a Sylow 7-subgroup P of G is 
cyclic of order 7. Fo r convenience we shall assume that G < S10 and P is 
generated by n = ( 1 , 2 , 3, 4, 5, 6, 7 ) . A p p l y i n g 7 .3 .2 w i t h k = 3, X the set of 
integers 1 , 2 , 1 0 and Y= { 8 , 9 , 1 0 } , we conclude that N = NG(P) is 3 -
transitive on Y—note here that P < G y . This act ion therefore yields an 
epimorphism (p: N - • Sym Y. W r i t i n g C = C G ( P ) , we have C o AT and AT/C 
abelian since A u t P is abelian. Hence > (N9)', wh ich has order 3. I t 
follows that C contains an element a o f order 3. N o w an — na, so na has 
order 2 1 and must be a product of a 7-cycle and a 3-cycle. Hence (na)1 is non-
t r iv i a l and fixes seven points, wh ich contradicts the sharp 4-transi t ivi ty of G. 

(ii) N o w suppose that G is sharply 6-transit ive w i t h degree 13 : i n this 
case |G | = 1 3 - 1 2 - 1 1 • 1 0 - 9 - 8 and there is an element n o f G w i t h order 5 
which generates a Sylow 5-subgroup P . O f course n involves 1-cycles and 
5-cycles only and, since i t cannot fix 1 3 — 5 = 8 points, i t must contain ex
actly two 5-cycles. We may assume that G < S 1 3 and n — ( 1 , 2 , 3, 4, 5 ) ( 6 , 7, 
8, 9 , 10) . A p p l y 7 .3 .2 w i t h k = 3, X the set of integers 1 , 2 , . . . , 1 3 and Y = 
{ 1 1 , 12 , 1 3 } ; then N = NG(P) is 3-transit ive on Y. Just as i n (i) we argue that 
CG(P) contains an element a o f order 3. Then na has order 1 5 and must 
involve 5-cycles and 3-cycles. I n fact, since (na)6 — n6 — n, there are exactly 
two 5-cycles and one 3-cycle i n n. Bu t then (na)5 is a 3-cycle and fixes ten 
points, a contradict ion. • 
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Jordan's Theorem on Multiply Transitive Groups 

We are now i n a posi t ion to undertake the p roo f of the fo l lowing major 
result. 

7.3.4 (Jordan). Assume that k > 4 and let G be a sharply k-transitive permuta
tion group of degree n which is of neither symmetric nor alternating type. 
Then either k = 4 and n = 11 or /c = 5 and n — 12. 

Proof. We shall suppose th roughout that G < Sn. 
(i) If k — 4, then n > 8 and all elements of order 2 are conjugate in G. 

I n the first place n > k = 4 and |G | = n(n — l ) ( n — 2)(n — 3). I f n = 4 or 5, 
then \G\=n\ and G = Sn. I f n = 6, then |G | - £(n!) and G = An. Hence 
n > 7. 

N e x t suppose that n = 7; then |G | = 7!/6 and G has index 6 i n S 7 . By 
1.6.9 the core of G i n S 7 has index d iv id ing 6! and hence is a proper non-
t r iv i a l no rma l subgroup of S 7 . Bu t An is the only such subgroup and its 
index is 2, so |S 7 : G| < 2, a contradic t ion wh ich shows that n > 8. 

Consider two elements n and a o f G w i t h order 2. Each of these can fix at 
most three points and must therefore involve at least two 2-cycles, say n = 
(1 , 2)(3, 4 ) . . . and a = (a, fc)(c, d) By 4-transi t ivi ty there is a T i n G such 
that (1 , 2, 3, 4)T = (a, fc, c, d). Then 7 r T = (a, fc)(c, d) Hence c r _ 1 7 r T fixes a, 
fc, c, d, and by sharp 4-transi t ivi ty %x = a, as required. 

(ii) If k = 4, then n — 11 (the ma in step i n the proof) . Us ing 4-transi t ivi ty 
we can f ind i n G permutat ions o f the fo rm n = (1)(2)(3, 4 ) . . . and cr = 
(1 , 2)(3)(4) Since 7 r 2 and a2 b o t h fix 1, 2, 3, and 4 we may be sure 
f rom sharp 4-transi t ivi ty that n2 — 1 = a2. Moreover na and arc agree on 
{ 1 , 2, 3, 4} , so na = an for the same reason. Hence 

H = <7C, <r> 

is a K l e i n 4-group. 
The permuta t ion n can have at most one fixed po in t i n add i t ion to 1 and 

2. I t is convenient to denote this hypothet ical t h i r d fixed po in t by 7; how
ever i t should be borne i n m i n d that the fixed po in t 7 may not exist, i n 
wh ich case statements about 7 are to be ignored. 

Since na = an, the permuta t ion a permutes { 1 , 2 , 7 } , the set of fixed 
points of TZ. Because a interchanges 1 and 2, i t must fix 7. N o w consider 
r = TIG. Then (i) shows that x is conjugate to TI and, i n consequence, has the 
same number of fixed points. A m o n g the latter w i l l be 7 — i f i t exists—since 
TZ and a fix 7. Hence x has t w o further fixed points. N o t i n g that x inter
changes 1 and 2 and also 3 and 4, we may suppose that the remaining fixed 
points of x are 5 and 6. Aga in TI permutes {5, 6, 7} , the set of fixed points of 
r, so TZ must interchange 5 and 6, as does a by the same argument. The 
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si tuat ion is, therefore, the fo l lowing: 

n = (1)(2)(3, 4)(5, 6 ) ( 7 ) . . . , a = (1 , 2)(3)(4)(5, 6)(7) 

and 

T = (1 , 2)(3, 4 ) ( 5 ) ( 7 ) . . . . 

The next po in t to establish is that H = CG(H). Let 1 ^ p e CG(H). Since p 
commutes w i t h each of 7r, d, T, i t permutes each of the sets of fixed points of 
these permutations, namely { 1 , 2, 7} , {3 , 4, 7} , and {5, 6, 7}. Hence 7p = 7 
and p has the fo rm 

p = ( l , 2)'(3, 4)*(5, 6)<(7)... 

where r, s, £ = 0 or 1. Since p can fix no more than three points, at least two 
of r, s, t equal 1. I f r = s = t = 1 (so that p - (1 , 2)(3, 4)(5, 6 ) (7 ) . . . ) , then np 
fixes 3, 4, 5, and 6, wh ich is impossible. Hence exactly two of r, s, £ equal 1. 
I f t = 0, then r = 1 = s and p and T agree on { 1 , 2, 3, 4} , and p = T by 
sharp 4-transi t ivi ty. Similar ly the cases r = 0 and s = 0 lead to p = n and 
p = o" respectively. Hence p e H in a l l cases and CG(H) < H. However H is 
abelian, so H < CG(H) and H = C G ( # ) . 

The set { 1 , 2, 3, 4, 5, 6, 7} is visibly a un ion of H-orbits and i t includes al l 
fixed points of non t r iv i a l permutat ions i n H. Since n > 8, there is at least 
one further H-orbit, say X. N o non t r iv i a l element of H may fix a po in t of 
AT, wh ich shows that H acts regularly on X and consequently X has exactly 
four elements. Let S be the subgroup of permutat ions i n G that leave X 
fixed as a set. Then, since G is 4-transitive, S induces a l l 4! permutat ions of 
X. Also no non t r iv i a l element of S may fix every po in t of AT, so S ^ S 4 . N o w 
H < S since AT is an / f - o r b i t , and there is only one regular subgroup of S 4 

that is a K l e i n 4-group, namely, the subgroup consisting of 1 and the three 
permutat ions of the fo rm (i,j)(k91). Hence H<3 S and S < NG(H) = AT say. 
N o w \N:H\ = \NG(H): CG(H)\ < | A u t H\ = 6. Therefore \N\ < 24 and i t 
follows that N — S. Thus S is independent of the H-orbit AT. 

Let X = {i,j, /c, / } ; then there is a permuta t ion £ in S wh ich acts on X 
l ike (ij)(k)(l) since S induces al l 4! permutat ions on X. Suppose that X' = 
{ / ' , / , /c', / ' } is another H-orbit no t contained i n { 1 , 2, 3, 4, 5, 6, 7}. N o w S 
fixes X' setwise and £ 2 = 1, so £ must act on A ' l ike ( / ' , / ) ( /c ' , / ' ) , say, since i t 
cannot fix four points. Bu t H acts regularly on AT', so some rj e H produces 
the permuta t ion ( i ' , / ) ( f c ' , / ' ) . Then < ^ / - 1 must be t r iv ia l , and £ = rj e H, 
which is impossible since a non t r iv i a l element of H cannot fix k and /. 

I t follows that X is the only / f - o r b i t no t contained i n { 1 , 2, 3, 4, 5, 6, 7}. 
Therefore n = 6 + 4 = 1 0 o r n = 7 + 4 = l l (since "7" may not exist). By 
7.3.3 the first case is impossible, so n = 11. 

(ii i) Final step. We assume that k > 5 and use induc t ion on k to complete 
the proof. I f a is any element of the permuted set 7, the stabilizer Ga is 
(/c — In t rans i t ive on Y\{a} = T by 7.1.1. Indeed G a is sharply (k — In t rans i 
tive on T, as we see f rom its order \ G\/n. I f |GJ = (n — 1)1 or ^((n — 1)!), then 
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| G | = n\Ga\ = n\ or ^(n\) and G = Sn or An9 contrary to assumption. Hence 
Ga is neither a symmetric nor an al ternat ing group. By induc t ion hypothesis 
k — 1 = 4 or 5, and k = 5 or 6. Moreover , should /c be 5, then n — 1 = 11 
and n = 12. I f however /c = 6, then n — 1 = 12 and n = 13, a combina t ion 
that has been seen to be impossible i n 7.3.3. The p roof is now complete. • 

EXERCISES 7.3 

1. A sharply 3-transitive permutation group has degree pm + 1 where p is prime. 
Show also that all such degrees occur. 

2. Let G be a /c-transitive permutation group of degree n which is neither alternating 
nor symmetric. Assume that k > 5. Prove that (n — k)\ > In. Deduce that k < 
n-4. 

3. Let k be a positive integer and let G be a permutation group of smallest order 
subject to G being /c-transitive. Prove that G is sharply /c-transitive. [Hint: Use 
7.3.2.] 

4. I f G is a soluble 3-transitive permutation group, then G is similar to S3 or S 4. 
[Hint: Identity G with a subgroup of Aff(F) where V is a vector space of dimen
sion m over GF(p). Let N be minimal normal in G 0 : prove that N acts irreducibly 
on V and use Schur's Lemma (8.1.4) to show that V can be identified with a field 
F of order pm and N with F*. Now argue that |G 0 | < m(pm — 1) and deduce that 
pm = 3 or 4.] 

5. Suppose that G is a finite insoluble group whose proper subgroups are soluble. 
Prove that G has no permutation representation as a 4-transitive group. 

7.4. The Mathieu Groups 

T o complement Jordan's theorem we shall construct two permutat ion groups 
which are sharply 4-transitive of degree 11 and sharply 5-transitive of de
gree 12. These groups were discovered by M a t h i e u i n 1861. 

We shall employ a method of construct ion due to W i t t wh ich involves 
two simple, i f technical, lemmas. 

7.4.1. Let H be a permutation group on a set Y and let G be a subgroup and n 
an element of H such that H = <7r , G > . Write Y= X u {a} where a $ X. As
sume that G fixes a and acts k-transitively on X where k>2 and an ^ a. 
Assume further that there exist a in G and b in X such that ba ^ b, n2 = 
a2 = (na)3 = 1 and Gl = Gb. Then H is (k + l)-transitive on Y and Ha = G. 

Proof. Let K = G u (GTCG); then K'1 = K because n2 = 1. Let r e G \ G B , so 
that bx ^ b. Since k > 2, we deduce f rom 7.1.1 that Gb acts transit ively on 
X\{b}. Hence there exists a p i n Gb such that (bx)p = ba and thus xpc~l e 
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Gb or xp e Gba. I t follows that x e GbaGb and hence that 

G = GbKj(GbaGb). (4) 

N o w the relations n2 = a2 = (na)3 = 1 i m p l y that nan = ana. Conse
quently we obta in f rom (4) 

nGn = (nGbn) u (nGbaGbn) = Gb u (Gb(nan)Gb) 

= Gb u (Gb(ana)Gb) c G u (GnG) = K. 

I t follows that KK ^ X and K is a subgroup. Since n e K and G < K , we 
have H = (n, G} < K and hence H = K = G u (GTCG). 

By hypothesis G is transitive on X and an ^ #• I t follows that H is transi
tive on Y = X v {a}. Moreover , since G fixes a and arc ^ a, no element of 
GTCG can fix a. Hence Ha = G , which is /c-transitive on Y\{a} = X. By 7.1.1 
the group H is (k + In t rans i t ive on 7. • 

The second technical lemma is a consequence of 7.4.1. I t tells us how to 
construct 5-transitive groups, start ing w i t h a 2-transitive group. 

7.4.2. Let G be a subgroup of Sn where n > 5. Assume that G fixes 1, 2, and 3 
and is 2-transitive on T = {4 , 5 , . . . , n). Let a in G have order 2 and let ca ^ c 
for some c in T. Consider three permutations of order 2 in Sn of the form 

n 1 = ( l , c ) ( 2 ) ( 3 ) . . . , 7 t 2 = ( l , 2 ) ( 3 ) ( c ) . . . , n3 = (2, 3 ) ( l ) ( c ) . . . 

(where nothing is known about other cycles); assume that 

(nxa)3 = (n2n1)3 = (n3n2)3 = 1, 

(G%2)2 = ((jn3)2 = (nxn3)2 = 1, 

and also that G * 1 = G * 2 = G * 3 = Gc. Then the group H = < 7 r 1 , n2,7r3, G > is 
5-transitive on { 1 , 2 , . . . , n) and G is the stabilizer of { 1 , 2, 3} in H. 

Proof. A p p l y 7.4.1 to K = (nu G > w i t h k = 2, a = 1, b = c, and X = T. 
Thus K is 3-transitive on T u {1} and Kl = G. 

Next G acts p r imi t ive ly on T since i t is 2-transitive (7.2.4). Consequently 
Gc is max ima l i n G by 7.2.3 and G = <<r, G C > i n view of ctx ^ c. N o w the 
relations a2 = (an2)2 = n\ = 1 i m p l y that 0 7 r 2 = n2a. Therefore (K^712 = 
G%2 = <<T, G * 2 ) = <<T, G C > = G = We are now i n a posi t ion to apply 
7.4.1 again, this t ime to L = < 7 r 2 , K} w i t h /c = 3, a = 2, b = 1, AT = T u { 1 } , 
and 7 r x instead of <r. The conclusion is that L is 4-transitive on T u { 1 , 2} 
and L 2 = X . 

The given relations also i m p l y that nxn3 = n3n1 and an3 = n3a. Hence 

K«> = < 7 T 1 , G * 3 > = < 7 T 1 , (7, G * 3 > = < 7 r 1 , (7, G C > = X 

and ( L 2 f 3 = L 2 . We apply 7.4.1 to H = <TC 3, L > w i t h fc = 4, a = 3, b = 2, 

A = T u { 1 , 2} and n2 i n place of <r, the conclusion being that / J = < 7 r 3 , L > 
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is 5-transitive on X u { 1 , 2, 3} = { 1 , 2, 3 , . . . , n) and H3 = L . F ina l ly 

# { 1 , 2 , 3 } = ^ { 1 , 2 } = K 1 = G. • 

The Groups M 1 1 and M 1 2 

I n order to exploi t 7.4.2 we have to realize the s i tuat ion envisaged there. 
This involves a careful choice of permutations. 

7.4.3. Let X = { 1 , 2, 3 , 1 1 , 12} and consider the following seven per
mutations of X: 

(p = (4, 5,6)(7, 8, 9)(10, 11, 12), 

X = (4,7 , 10)(5, 8, 11)(6, 9,12), 

= (5, 7, 6, 10) (8, 9, 12,11), 

CO = (5, 8, 6, 12) (7, 11, 10, 9), 

7l1 = (1,4)(7, 8)(9, 11)(10,12), 

= (1,2)(7, 10)(8, 11)(9, 12), 

n3 = (2, 3)(7, 12)(8, 10)(9, 11). 

(i) The group M12 = <</>, x, w>7 11>7 11> ^3) * s sharply 5-transitive of degree 
12 on the set X; its order is 12 • 11 • 10 • 9 • 8 = 95,040. 

(ii) The group M n = (q>9 X, if/, co9 nl9 n2y is the stabilizer of 3 in M 1 2 ; it is 
sharply 4-transitive of degree 11 on X\{3} and has order 11-10*9-8 = 
7920. 

Proof. One easily verifies that E =<</>, is an elementary abelian group of 
order 9 which acts regularly on X \ { 1 , 2, 3}. Also \j/2 = co2 has order 2 and 
xjj^coxjj = co'1; this shows that Q = co> is a quaternion group of order 
8 (see 5.3). Stra ightforward calculations reveal that * A ~ V ^ = X> co~x(pco = 
q>X> ll/~1Xll/ = <P-1» a n d w - 1 ^ = W Z - 1 - Therefore Q normalizes E and G = 
Q F is a group of order 8 • 9 = 72. 

Nex t we observe that Q fixes 4, whereas no non t r iv i a l element of E has 
this property; therefore G 4 = G 4 n (QE) = QE4 = Q. A glance at the permu
tations that generate Q should convince the reader that Q acts transit ively 
on {5 , 6, 7, 8, 9, 10, 11, 12}. Hence G is transitive on {4 , 5, 6, 7, 8, 9, 10, 11, 
12}. Since G 4 = Q, we conclude via 7.1.1 that G is 2-transitive on this nine-
element set. Moreover this is sharp 2-transi t ivi ty because |G | = 9 • 8. 

N o w apply 7.4.2 w i t h n = 12, c = 4 and 

( 7 = cp-ircp = (4i 6)(7, 12)(8,11)(9, 10); 

of course one must at this po in t check that the equations of 7.4.2 h o l d and 
that nl9 7 r 2 , n3 normalize G 4 = Q, bu t this is routine. The conclusion is that 
M 1 2 = < 7 T 1 , 7 r 2 , 7 c 3 , G> is 5-transitive of degree 12 and that G is the stabi-
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lizer of { 1 , 2, 3} i n M 1 2 . We saw that G is sharply 2-transitive on {4, 5, 
11, 12}; consequently the stabilizer of { 1 , 2, 3, 4, 5} i n M 1 2 is 1 and M 1 2 is 
sharply 5-transitive. 

F r o m the p roo f of 7.4.2 (last line) the stabilizer of 3 i n M 1 2 is M n . N o w 
7.1.1 shows that M n is 4-transitive o n I \ { 3 } . The stabilizer of { 1 , 2, 4, 5} i n 
M n equals that of { 1 , 2, 3, 4, 5} i n M 1 2 , wh ich is 1. Hence M n is sharply 
4-transitive of degree 11. The statements about orders follow from 7.1.3. • 

I t can be shown—al tnough we shall no t take the matter up here—that 
to within similarity M n is the only sharply 4-transitive group of degree 11 
and M 1 2 the only sharply 5-transitive group of degree 12. F o r details see 
[ b 5 0 ] . 

The Mathieu Groups M 2 2 , M 2 3 , M 2 4 

There are three further M a t h i e u groups. M 2 4 is a 5-transitive permuta t ion 
group of degree 24 and order 244,823,040. I t can be constructed w i t h the a id 
of 7.4.2 i n a manner ak in to that employed for M 1 2 : the start ing po in t is the 
group G = PSL(3, 4), which acts 2-transitively on the twenty-one 1-dimen-
sional subspaces of a 3-dimensional vector space over GF(4) . The M a t h i e u 
group M 2 3 appears as the stabilizer of an element i n M 2 4 and the group 
M 2 2 is the stabilizer of a two-element set i n M 2 4 . Thus M 2 3 is 4-transitive 
w i t h degree 23 and order 10,200,960 and M 2 2 is 3-transitive of degree 22 
and order 443,520. O f course none of these groups is sharply transitive, by 
consideration of order. Fur ther details can be found i n [ b 5 0 ] 

Simplicity of the Mathieu Groups 

The five M a t h i e u groups have a notable proper ty—they are al l simple. I n 
deed these groups are examples of sporadic simple groups, not occurr ing i n 
an infinite sequence of simple groups. 

We shall content ourselves w i t h p rov ing the simplici ty of M n and M 1 2 . 

7.4.4. The groups M n and M 1 2 are simple. 

Proof, (i) Let G = Mxl and suppose that AT is a proper non t r iv i a l no rma l 
subgroup of G: then we can choose AT to be a m i n i m a l subgroup of this 
type. Since G is 4-transitive, i t is p r imi t ive (7.2.4) and therefore N is transi
tive (7.2.5). I t follows that \N\ is divisible by 11. N o w |G | = 11 • 10-9-8 , so N 
contains a Sylow 11-subgroup of G, say P; clearly P is generated by an 
11-cycle, say n9 and P is transitive. 

We cla im that P = C G (P) . T o see this let x e C G (P) and consider A = 
<T, P>. N o w A is certainly abelian and i t is also transitive since P is. There
fore A is regular and its order must be 11. Hence |P | = \A \ and i e P , which 
establishes our claim. 
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Nex t consider L = NG(P): we shall show that L has odd order. I f this is 
false, L contains an element a o f order 2. N o w a must have at least one 
fixed point , the degree being 11, and there is no th ing to be lost i n supposing 
a to fix 1; for, G being transitive, we can always replace P by a suitable 
conjugate. Since P = CG(P\ the permuta t ion a must induce by conjugation 
i n P an au tomorphism of order 2. Bu t A u t P is a cyclic group of order 
10 and i t has exactly one element o f order 2, the au tomorphism x i - ^ x - 1 . 
Hence na = n'1. Consequently In1 a = = In'1 ^ In1 i f 1 < i < 11. 
Since a has only 1-cycles and 2-cycles, these considerations show that a 
must consist of (1) and five 2-cycles. Bu t this forces a to be an odd permuta
t ion , whereas G < A12 because a l l of the generating permutat ions of M 1 2 

are even. By this cont radic t ion L had odd order. 
C o m b i n i n g the result of the last paragraph w i t h the fact that \L:P\ = 

\NG(P): CG(P)\ divides | A u t P\ = 10, we conclude that \L : P\ = 1 or 5. N o w 
the F r a t t i n i argument (5.2.14) shows that G = NNG(P) = NL, wh ich implies 
that L ^ N. Since P < N n L < L and \L:P\ = 1 or 5, we must have 
N n L = P, that is, P is self-normalizing i n N. 

A t this po in t we can apply a theorem of Burnside (10.1.8), concluding 
that elements of N w i t h order pr ime to 11 fo rm a subgroup; this subgroup 
must necessarily be n o r m a l i n G, whence i t is t r i v i a l by min ima l i t y of N. I t 
follows that P = N o G and L = G, wh ich is impossible because \L\P\ < 5. 

However, the reader who does no t wish to appeal to an unproved theo
rem may argue directly, as indicated i n Exercise 7.4.3 below. 

(ii) Consider now H = M 1 2 and suppose that AT is a proper non t r iv i a l 
no rma l subgroup of H. Then G n i V < G and either GnN = 1 or G < N 
because G is simple. Since H is p r imi t ive and G is the stabilizer of 3 i n H, we 
conclude via 7.2.3 that G is max ima l i n H. I f G < AT, then G = N and H3 = 
G < H ; however this w o u l d mean that G fixed every point , not merely 3, 
and G = 1. Hence G r\N = 1, and also H = GN by the maximal i ty of G. 
Next , C G (iV)<a G, so either CG(N) = 1 or [AT, G ] = 1; however the latter 
implies that G o GN = H, wh ich has been seen to be false. Hence CG(N) = 
1 and |G | < | A u t N\. Also \N\ = \H: G| = 12. However, no group of order 
12 can have its au tomorphism group of order as large as |G | = 7920—by 
Exercise 1.5.16. Thus our p roo f is complete. • 

EXERCISES 7.4 

1. A sharply 2-transitive permutation group of order > 2 cannot be simple, whereas 
there are infinitely many sharply 3-transitive groups that are simple. 

2. Prove that M± t is a maximal subgroup of M 1 2 . 

3. Complete the proof of 7.4.4 without appealing to Burnside's theorem. [Hint: N is 
3-transitive by Exercise 7.2.15.] 

4. Prove that the Sylow 2-subgroups of M n are semidihedral of order 16. 



CHAPTER 8 

Representations of Groups 

The a im of this chapter is to introduce the reader to the theory of represen
tations of groups by linear transformations of a vector space or, equiva
l e n t ^ , by matrices over a field. Aside f rom its intr insic interest this theory 
has proved to be a most powerful t o o l for s tudying finite groups. 

8.1. Representations and Modules 

Let G be a group, F a field, and V a vector space over F. A homomorph i sm 
p f rom G to G L ( F ) , the group of a l l nonsingular linear transformations of 
V9 is called a linear representation of G over F, or simply an F-representation 
of G. Here we shall always assume that the dimension n of V is finite; the 
integer n is k n o w n as the degree of p. I f K e r p = 1, then p is called faithful 

Suppose that {vl9..., vn) is an (ordered) basis of V. Then i f g e G, there is 
a ma t r ix gp* i n G L ( n , F) which represents the linear t ransformation gp w i t h 
respect to the basis. The mapping p*: G -> G L ( n , F) is a homomorph i sm 
which w i l l be called the associated matrix representation w i t h respect to the 
given basis. I f (g)Pij denotes the (i9j) entry of gp*9 then i n fact 

n 

ViGP = Z (0)Pu vr 

A n obvious example of an F-representation is the trivial representa
tion i(G): G-+F, wh ich maps each element of G to 1 F : of course, this has 
degree 1. 

M o r e interesting representations may be constructed f rom permuta t ion 
representations. Let n: G -> Sym A be a permuta t ion representation of G on 

213 
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a finite set X , and let V be a vector space over F w i t h basis {vx\x e X}. 
Define gp e GL(V) by w r i t i n g vxgp = vxgn\ one easily checks that p is a l i n 
ear representation of degree \X\. Not ice that the ma t r ix representing gp w i t h 
respect to the given basis is jus t the permuta t ion ma t r ix associated w i t h the 
permuta t ion g71. 

Usual ly one identifies the permuta t ion representation % w i t h the corre
sponding F-representation p, so that a permuta t ion representation may be 
thought of as a special type of linear representation. 

Group Rings and Group Algebras 

I f G is a group and R is any r ing w i t h an ident i ty element, the group ring 

RG 

is defined to be the set of a l l formal sums Z x e G r x x where rxe R and rx = 0 
w i t h finitely many exceptions, together w i t h the rules of add i t ion and m u l t i 
p l ica t ion 

( z rx^j + ( z Kx) = Z (rx + K)x 

and 

( z ^ ) ( z ^ ) = z ( z / / ^ -
I t is very simple to verify that w i t h these rules RG is a r ing w i t h ident i ty 
element 1R1G, wh ich is wr i t t en simply 1. 

I f F is a field, then FG9 i n add i t ion to being a r ing, has a na tura l F -
module structure given by 

Thus FG is a vector space over F. I n add i t ion we have f(uv) = (fu)v = u(fv) 
where f e F and w, v e FG. Thus FG is an F-algebra, k n o w n as the group 
algebra of G over F. 

I t w o u l d be ha rd to overestimate the importance of group rings i n the 
theory of groups. F o r the present let us explain how the group algebra is 
inescapably involved i n the study of F-representations. 

Suppose that p: G -> G L ( M ) is an F-representation of G w i t h degree n. 
Then M can be turned in to a r ight FG-module by means of the rule 

a(lfxx)= Z / * ( « * ' ) . ( a e M ) -
\xe G / xe G 

Verif icat ion of the module axioms is very simple. Conversely, i f M is any 
r ight FG-module w i t h finite F-dimension n, there is a corresponding F -
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representation p: G -> G L ( M ) of degree n given by 

agp = ag, (a e M). 

A few moments reflection should convince the reader that what we have 
here is no th ing less than a bi ject ion between F-representations of G w i t h 
degree n and r ight FG-modules of F-dimension n. F o r example, the r ight 
regular permuta t ion representation arises f rom the group algebra FG itself, 
regarded as a r igh t FG-module via r ight mul t ip l i ca t ion . 

Convention. A l l modules are r ight modules unless the contrary is stated. 

Equivalent Representations 

T w o F-representations p and a of a group G are said to be equivalent i f they 
arise f rom isomorphic FG-modules M and N. I n particular, equivalent rep
resentations have the same degree. 

Suppose that a: M -> N is an i somorphism of FG-modules, so that 
(ag)a = {aa)g for a l l ae M and g e G. Then, proceeding to the associated 
representations, we have agpa = aaga; hence 

I n terms of matrices this means that p* and <r* represent G by conjugate 
subgroups of G L ( n , F) . Na tu ra l l y we shall be interested i n representations 
only up to equivalence. 

Reducible and Irreducible Representations 

A n F-representation p of G is called reducible i f the associated FG-module 
M has a proper nonzero submodule. If, on the other hand, M has no proper 
nonzero submodules and is itself non t r iv i a l—reca l l that such modules are 
said to be simple—then p is called an irreducible representation. 

The simple FG-modules, and hence the irreducible F-representations of 
G, can be obtained f rom the group algebra i n a very simple manner. 

8.1.1. / / F is a field and G a group, a simple FG-module is FG-isomorphic 
with some FG/R where R is a maximal right ideal of FG. 

Proof. Let M be a simple FG-module and choose a ^ 0 i n M . Then r\-^ar 
is an F G - h o m o m o r p h i s m f rom F G to M w i t h nonzero image. Since M is 
simple, i t must coincide w i t h this image and M ~ F G FG/R where R is the 
kernel. F ina l ly R is clearly a max ima l r ight ideal since M is simple. • 

a-1gPOL = g% (g e G). 
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O f course, conversely, any such FG/R is a simple FG-module . Thus 8.1.1 
suggests that knowledge of the structure of FG w i l l a id us i n determining 
the irreducible F-representations of G. 

Direct Sums of Representations 

Suppose that M = Mx © • • • © Mk is direct decomposi t ion of an FG-module 
M in to submodules, and assume that M has finite F-dimension. Let p and 
Pi be the F-representations of G afforded by the modules M and Mt respec
tively. Then i t is na tura l to say that p is the direct sum of the representations 
pt and to wri te 

P = Pi ® •' • ® Pu-

I f we choose an F-basis for each Mt and take the un ion of these i n the 
natura l order to fo rm a basis of M , the ma t r ix representations p* and pf 
are related by the equation 

fvPf 

. P ! 0 

0 

Completely Reducible Representations 

We recall (from 3.3) that a module is completely reducible i f i t is a direct 
sum of simple modules. Accord ing ly an F-representation of a group G shall 
be called completely reducible i f i t arises f rom a completely reducible F G -
module. Thus a completely reducible representation is a direct sum of 
(finitely many) irreducible representations and may be considered k n o w n 
i f its irreducible components are k n o w n . O u r a t tent ion is therefore directed 
at t w o problems: (i) determine which representations are completely 
reducible; (ii) determine al l irreducible representations. We take up the 
first question next. 

Criteria for Complete Reducibility 

By far and away the most impor t an t cond i t ion for complete reducibi l i ty is 
Maschke's Theorem. 

8.1.2 (Maschke). Let G be a finite group and let F be a field whose character
istic does not divide the order of G. Then every F-representation of G is com
pletely reducible. 
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Proof. Let M be an FG-module of finite F-dimension. By 3.3.13 we need 
only prove that an FG-submodule AT is a direct summand of M . 

Since M is a vector space, we can certainly wri te M = N © L where L is 
an F-subspace (but perhaps not an FG-submodule). Let n be the canonical 
project ion f rom M to N; this is certainly an F-homomorphism. T o con
struct an FG-homomorph i sm we employ an averaging process: define n* to 
be the endomorphism of M given by 

an* = — Y ( a x ) 7 r - x - 1 

m XeG 

where m = \ G\. No te that this exists since m is finite and indivisible by the 
characteristic of F . 

Clearly n* is an F-endomorphism: i n fact n* is an FG-endomorphism 
because i f a e M and g e G, 

(ag)n*• g'1 = - £ ( ^ X ) T T - X ' V 1 

= - Z ( a y ) 7 ^ - 1 = 

N o w M7T* < N since M7r = N and AT is a submodule. Also, i f ae A , we 
have (ax)7r = ax and so an* = a by defini t ion of 7 r * . Thus M7r* = N and 
TT* = ( 7 T * ) 2 . Hence n* is a project ion and M = N ® K e r 7 r * . • 

The hypothesis that the characteristic of F does not divide |G | , which 
includes the case where F has zero characteristic, w i l l be frequently encoun
tered here. We shall no t deal w i t h the more difficult modular representation 
theory, wh ich is concerned w i t h representations over a field F whose charac
teristic divides |G| : this is largely the creation of R. Brauer. For an account 
of this theory we refer to [ b l 7 ] or [ b 2 0 ] . 

Clifford's Theorem 

There is another cr i ter ion for complete reducibi l i ty which has the advantage 
of m a k i n g no restrictions on field or group. 

8.1.3 (Clifford). Let G be any group, F any field and M a simple FG-module 
with finite F-dimension. Let H be a normal subgroup of G. 

(i) / / S is a simple FH-submodule of M, then M = Y^geG^G and e a c n % *s a 

simple FH-module. Thus M is a completely reducible FH-module. 
(ii) Let S l 9 S k b e representatives of the isomorphism types of stmple FH-

submodules of M. Define Mt to be the sum of all FH-submodules of M 
that are isomorphic with St. Then M = M x © • • • © Mk and Mt is a direct 
sum of FH-modules isomorphic with St. 
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(iii) The group G permutes the "homogeneous components" Mt transitively by 
means of the right action on M. 

(iv) / / Kt is the subgroup of all g in G such that M{g = Mi9 then Mt is a 
simple FKrmodule. 

Proof, (i) Obvious ly Y^geG^Q * s a n FG-submodule, so i t equals M by sim
pl ic i ty of the latter module. N o w (ag)h = (aW^g and h9'1 e H i f h e H and 
g e G. Hence Sg is an F/J-submodule. Moreover the mapping a\-^ag is an 
F- isomorphism which maps F/J-submodules onto F/J-submodules, so Sg is 
simple. By 3.3.11 the FH-module M is completely reducible. 

(ii) Firs t of a l l observe that there are only finitely many isomorphism 
types: for M , having finite F-dimension, satisfies b o t h chain condit ions on 
FH-submodules and thus the J o r d a n - H o l d e r Theorem (3.1.4) applies. Since 
M is completely reducible, M = Mx + • • • + Mk. Also Mt is a direct sum of 
FH-modules isomorphic w i t h St. I f Mt n X j V i ^ f / ^ ®>tms intersection w o u l d 
contain a simple F/ f -submodule which , by the J o r d a n - H o l d e r Theorem, 
w o u l d be isomorphic w i t h St and also w i t h some Sj9 j ^ i- This is impossible, 
so M = M1 © •' • © Mk. 

(iii) I f U is a simple F / f -submodule of Mt and g e G, then Ug ^ Sj for 
some j 9 by (i): hence Mtg < Mj. Also M$~x < Mi9 so that Mtg = Mj. Thus G 
does indeed permute the Mt. Since the sum of the Mt i n a G-orbit is an 
FG-module , G permutes the Mt transitively. 

(iv) Let {tl9...9tk} be a r ight transversal to Kx i n G. Then Mt = 
M1ti for i= 1, . . . , /c , after the tt have been suitably labeled: thus M = 
M1t1 ® " - ® M1tk. Suppose that Nx is a proper nonzero F l ^ - s u b m o d u l e of 
Mx and wri te N = Z?=i N1ti. N o w ttg = htj for some he Kx and j ; therefore 
(N^^g = (Nifytj = N^j. Consequently N is an FG-module and M = N. 
But N1ti < Mxtt = Mi9 so that Nx = Ml9 a contradict ion. Hence Mx is a 
simple FKX -module; this implies that Mt = M1ti is a simple F X r m o d u l e 
because Kt = Kf{. • 

Schur's Lemma and Applications 

The fo l lowing result is t rad i t iona l ly k n o w n as Schur's Lemma. Despite its 
s implici ty, i t is enormously useful. 

8.1.4. Let M and N be simple modules over a ring R. If M and N are not 
isomorphic, HomR(M, N) = 0. Also HomR(M, M) = E n d K ( M ) is a division 
ring. 

Proof. Let a: M N be an J^-homomorphism. Then K e r a and I m a are 
submodules of M and N respectively. Since M and N are simple, either 
a = 0 or K e r a = 0 and I m a = N; i n the latter event a is an isomorphism. 
Hence HomR(M, N) = 0 i f M and N are no t isomorphic, and each nonzero 
element of EndR(M) has an inverse. • 
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Probably the most useful fo rm of 8.1.4 is the fo l lowing special case. 

8.1.5. Let F be an algebraically closed field, A an F-algebra, and M a simple 
A-module with finite F-dimension. Then E n d ^ ( M ) consists of all scalar 
multiplications by elements of F and E n d ^ ( M ) ~ F. 

Proof. I f a G E n d ^ ( M ) , then a is a linear t ransformation of the finite 
dimensional vector space M , and, because F is algebraically closed, a has a 
characteristic roo t i n F , say / ; thus ma = fin for some nonzero m i n M . 
N o w define S = {x e M | x a = fx} and observe that S is a nonzero 
F-subspace of M . I f m e S and ae A, we have (ma)a = (ma)a = / (ma) , so 
that S is an ,4-submodule. By simplic i ty of M we have S = M, which shows 
that ma = fin for a l l m i n M , and a is scalar. • 

This result has immediate appl icat ion to irreducible representations of 
abelian groups over algebraically closed fields. 

8.1.6. An irreducible representation of an abelian group G over an algebra
ically closed field F has degree 1. 

Proof. Let M be a simple FG-module w i t h finite F-dimension. A p p l y i n g 
8.1.5 w i t h A = FG, we conclude that E n d F G ( M ) consists of scalar mul t ip l ica
tions. Bu t for any g i n G the mapping a h-» ag is an FG-endomorphism of M 
because G is abelian. This mapping is therefore scalar and ag = fga for 
some fg i n F . Consequently every one-dimensional subspace is a submodule 
and M has dimension 1. • 

A Theorem of Burnside 

We a im next to prove an impor t an t theorem of Burnside on irreducible 
representations over algebraically closed fields. I n addi t ion to Schur's Lemma 
we shall need the fo l lowing result. 

8.1.7 (The Jacobson Densi ty Theorem). Let R be a ring with identity and let 
M be a simple R-module. Write S = EndR(M) and choose a from E n d s ( M ) . 
Then to each finite subset { a l 5 . . . , a m } of M there corresponds an element r 
of R such that ata = atr for i = 1, 2 , . . . , m. 

Proof. F o r m a direct sum L of m copies of M and define a*: L - • L by the 
rule ( x l 5 x m ) a * = (x1oc,..., x m a ) . Clearly a* is an endomorphism of L 
and i n fact a* e E n d r ( L ) where T = EndR(L). T o see this let T G T and wri te 
(xu0, . . . , 0 ) r = ( ( x 1 ) T 1 1 , ( x 1 ) T 1 2 , . . . , ( x 1 ) T L M ) where ( X ^ T ^ G M : now T ^ G 
Endf l (M) since T G EndR(L). Therefore, since a e E n d s ( M ) , 

(xu 0 , 0 ) r a * = ( ( x ^ r ^ a , ( X i ) T l m a ) 

= ( ( ^ i ) a T 1 1 , . . . , ( x 1 ) a r l m ) = ( x 1 ? 0 , . . . , )a*r. 



220 8. Representations of Groups 

Similar ly roc* and oc*r agree on (0, x 2 , 0 , . . . , 0), etc. Thus roc* = oc*r and 
a* e E n d r ( M ) . 

N o w L is visibly completely reducible; thus, on w r i t i n g a = ( a l 5 a m ) , 
we have L = aR® N for some J^-submodule N by 3.3.12. Let 7r be the ca
nonical project ion f rom L to aR. Then n e T. Since # has an ident i ty ele
ment, a e aR; therefore a = an and aoc* = (an)ot* = (aa*)n e aR. I t follows 
that aoc* = ar for some r i n and a{a = atr for i = 1, 2 , . . . , m. • 

8.1.8 (Burnside). Le£ p foe an irreducible representation of a group G with 
degree n over an algebraically closed field F. Let M be the associated FG-
module. Then the set {gp\g e G} generates E n d F ( M ) as a vector space and 

. therefore contains n2 linearly independent elements. 

Proof. Let R = FG. By Schur's L e m m a S = E n d # ( M ) consists of a l l scalar 
mul t ip l ica t ions and therefore E n d s ( M ) = E n d F ( M ) . I t follows f rom 8.1.7 
that every linear t ransformation of M arises f rom r ight mul t ip l i ca t ion by an 
element of # and is therefore a linear combina t ion of gp's. Consequently the 
g p 's generate E n d F ( M ) . Since the latter has F-dimension n 2 , the second par t 
follows. • 

There are some interesting applications of Burnside's theorem to groups 
of matrices. I f G is a subgroup of G L ( n , F), then of course the inclusion 
G G L ( n , F) is a ma t r ix representation of G over F , and G may be called 
reducible, irreducible etc. according as this representation has the proper ty 
stated. Moreover , i f V is a vector space of dimension n over F , on choosing 
a basis of V we obta in an act ion of G on V mak ing the latter an F G -
module. 

We proceed to derive a basic lemma. 

8.1.9. Let G be an irreducible subgroup of G L ( n , F) where F is an algebra
ically closed field. Suppose that the set {trace(a) |a e G} has a finite number 
of elements, say m. Then G is finite and | G | < m" 2 . 

Proof. A p p l y 8.1.8 w i t h p the inclusion G G L ( n , F); then there are n2 

l inearly independent elements of G, say gl9...,gn2. Choose any g i n G and 
wri te g(i,j) for the (i,j) entry of the n x n ma t r ix g. Deno t ing t r a c e ^ g ) by 
th we obta in equations 

n 

Z 9iU, k)'9(k>J) = U> i=l,2,...9 n2. 

These constitute a linear system i n the n2 unknowns g(k,j). Because g u 

gn2 are l inearly independent, there is a unique solut ion of this system, by 
a basic theorem of linear algebra. This solut ion determines g completely. 
Since t 1 , . . . , t n 2 can be selected i n at most m" 2 ways, we conclude that 
\G\<mn\ • 
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O u r first application involves unipotent matrices. A n element g of G L ( n , F) 
is termed unipotent i f (g — l ) m = 0 for some m > 0. I t is an easy exercise to 
verify that g is unipotent i f and only i f a l l its characteristic roots equal 1. 
Clearly every uni t r iangular ma t r ix is unipotent . The fo l lowing is a par t ia l 
converse of this statement. 

8.1.10. Let G be a subgroup of G L ( n , F) where F is any field. If every element 
of G is unipotent, then G is conjugate to a subgroup of U(n, F), the group of 
all upper unitriangular matrices. 

Proof. Let G act on a vector space V of dimension n. I t is enough to prove 
that there is a series of FG-submodules 0 = Vx < Vx < • • - < Vk = V such 
that G operates t r iv ia l ly on Vi+1IVt. F o r then, on choosing suitable bases for 
the Vh we can represent the elements of G by uni t r iangular matrices. 

Suppose first that F is algebraically closed. We may assume that G is 
irreducible, otherwise induc t ion on n yields the result. By hypothesis the 
trace of every element of G equals n, so 8.1.9 may be applied to give |G | = 1. 

N o w suppose that F is not necessarily algebraically closed and wri te F 
for its algebraic closure. Let V = F ®F V and view this as an FG-module . 
By the last paragraph there is a series of FG-modules 0 = V0 < Vl < • • * < 
Vk = V w i t h Vi+1/Vi a t r i v i a l module. W e can identify a i n V w i t h 1 ® a i n V, 
so that V < V, and define Vt= V nVt. Then the Vt f o rm a series of the 
required type. • 

O u r second appl icat ion is to ma t r ix groups that are tors ion groups. 

8.1.11 

(i) (Burnside). / / F is a field of characteristic 0, a subgroup of GL{n, F) with 
finite exponent is finite. 

(ii) (Schur). A torsion subgroup of G L ( n , Q) is finite. 

Proof. I t is evident that we can assume F to be algebraically closed i n (i). 
We suppose first that G is irreducible. I f G has exponent e and g e G, then 
ge = l 5 whence each characteristic roo t of g is an eih roo t of un i ty i n F . 
Since F contains at most e such roots, there are no more than en values of 
trace (g). By 8.1.9 the group G is finite. N o w assume that G is reducible, I f 
G acts on a vector space V of dimension n, there is a proper nonzero F G -
submodule U. By 1.3.12 and induc t ion on n, i f L is the subgroup of elements 
of G which act t r iv ia l ly on U and on V/U, then \G\L\ is finite. But L is 
isomorphic w i t h a group of uni t r iangular matrices over F , whence i t is 
torsion-free since F has characteristic zero. Hence L = 1 and G is finite. 

T o establish (ii) i t suffices to prove that G has finite exponent since (i) 
may then be applied. Let g i n G have order m and put H = <#>. I t w i l l be 
shown that the integer m can be bounded i n terms of n. By induc t ion we can 
assume that H is irreducible. 
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By Schur's Lemma EndH(V) is a d iv is ion algebra over Q and its center is 
a field E containing Q . Clearly g e E. Since the cyclotomic po lynomia l <Dm is 
irreducible, i t is the irreducible po lynomia l of g over Q : let / = deg O m = 
cp(m). I f 0 # u G V, then u, ug,..., w g ' - 1 are l inearly independent; otherwise 
the degree of the irreducible po lynomia l of g w o u l d be less than /. Hence 
/ < d i m V = n, so that m is bounded by a function of n. • 

EXERCISES 8 .1 

1. Prove that Maschke's Theorem does not hold if: (i) the characteristic of the field 
divides the order of the group; or (ii) the group is infinite. 

*2. A permutation representation of degree > 1 is reducible. 

3. Let G be a (possibly infinite) group and let H be a subgroup with finite index. 
Suppose that F is a field whose characteristic does not divide \G:H\ and that M 
is an FG-module which is completely reducible as an F#-module. Prove that M 
is completely reducible as an FG-module. [Hint: Imitate the proof of Maschke's 
Theorem.] 

*4. Let G be a finite group which has a unique minimal normal subgroup and let F 
be a field whose characteristic does not divide |G|. Prove that G has a faithful 
irreducible F-representation. [Hint: Apply 8.1.2 to FG.] 

5. An irreducible representation of a finite p-group over a field with characteristic p 
has degree 1. 

6. Prove that a cyclic group of order n has a faithful irreducible Q-representation 
of degree (p(n) (where cp is Euler's function). 

7. A matrix over a field is unipotent i f and only if all its characteristic roots equal 
1. 

8. I f G is a subgroup of GL(n, F), n > 1, and (g — l)r{g) = 0 for some r(g) > 0 and 
all g e G, then G is nilpotent of class at most n — 1. 

9. I f F is a field of characteristic 0, a subgroup of GL(n, F) with finite exponent e 
has order at most en\ 

10. There is an upper bound depending only on n for the order of a finite subgroup 
of GL(w, Q). 

11. A finite p-group G has a faithful irreducible representation over an algebraically 
closed field whose characteristic is not p if and only if the centre of G is cyclic. 

12. Let n be the degree of an irreducible representation of a finite group G over an 
algebraically closed field. Prove that n2 < |G : {G| . [Hint: Apply 8.1.8.] 

13. (Burnside) Prove that a subgroup of GL(n, F) with finite class number is finite 
for any field F. [Hint: Use induction on n and 8.1.9.] 
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8.2. Structure of the Group Algebra 

We shall now investigate the structure of the group algebra using Maschke's 
Theorem and Schur's Lemma. 

8.2.1. If G is a finite group and F is a field whose characteristic does not 
divide the order of G, then FG has no nonzero nilpotent right ideals. 

Proof. Le t S be a ni lpotent r ight ideal of R = FG. By Maschke's Theorem R 
is completely reducible as a r ight ^ -modu le . Hence R = S ® T for some 
r ight ideal T, and we can wri te 1 = s + t where se S and t e T. Right m u l t i 
p l ica t ion by s yields ts = s — s2 e S n T = 0. Hence s = s2, which implies 
that s = 0 because S is ni lpotent . Thus t = 1, so that T > 1R = R and 
S = 0. • 

Definition. I f R and S are rings, an anti-homomorphism f rom to S is a 
h o m o m o r p h i s m a: R S of addit ive groups such that 

( r ^ o c = ( r ^ H ^ a ) , (rt e R). 

A n an t i -homomorph i sm which is bijective is called an anti-isomorphism. 

The next result is very simple. 

8.2.2. Let R be any ring with an identity element and let RR denote the ring 
R when regarded as a right R-module in the natural way. If r e R, define 
r': RR -• RR by xr' = rx. Then r n + r ' is an anti-isomorphism from R to 
EndR(RR). 

Proof. I n the first place r' is certainly an endomorphism of the under lying 
addit ive group of R: also (xr^r* = rxrx = ((x)rf)rx, so i n fact r' e E = 
EndR(RR). I t is equally easy to see that (r x + r2)' = r[ + r'2 and ( r ^ ) ' = r'2r[, 
so that the mapping r n + r ' is an an t i -homomorphism: let us call i t 9. I f 
r' = 0, then 0 = ( l ) r ' = r, so 8 is injective. F ina l ly let £ e E and put s = (1)^; 
then r£ = ( l r ) ^ = ( l ) ^ r = sr = rs' for a l l r e R. Thus £ = s' and 9 is also 
surjective. • 

We precede the ma in structure theorem for group algebras w i t h a remark 
about endomorphism rings. Le t M = Ml © • • • © Mk be a direct decomposi
t i o n of an .R-module M in to J^-submodules. Let £ e E n d K ( M ) and, i f a e Mh 

define a^tj to be the Mj-component of a£ . Then e HomR(Mh Mj). Thus we 
can associate w i t h £ the k x k ma t r ix £* whose (ij) entry is ^ t j . I t is easy to 
verify that is a r ing i somorphism f rom E n d K ( M ) to the r ing of a l l 
k x k matrices w i t h (i,j) entries i n H o m K ( M i , Mj), the addi t ion and 
mul t ip l i ca t ion rules being the usual ones for matrices. 
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8.2.3. Let G be a finite group and let F be an algebraically closed field whose 
characteristic does not divide the order of G. 

(i) FG = I x ® I 2 ® "' ® I h where I t is an ideal of FG which is ring 
isomorphic with the ring M(nh F) of all nt x nt matrices over F. 

(ii) |G | = n\ + n\ + ••• + n\. 
(iii) Each simple FG-module is isomorphic with a minimal right ideal of some 

I t and has F-dimension nt. Thus the nt are the degrees of the irreducible 
F-representations of G. 

(iv) The number h of inequivalent irreducible F-representations of G equals 
the class number of G. 

Proof. Let R = FG. By Maschke's Theorem R is a direct sum of m i n i m a l 
r ight ideals. Just as i n the p roo f of 8.1.3 we can group isomorphic m i n i m a l 
r ight ideals of R together to fo rm "homogeneous components" I t . Then 
RR = h ® ''' ® h where I t is the sum of a l l m i n i m a l r ight ideals isomorphic 
w i t h a given one, say St. I f r e R, then st-+rs is an ^ - ep imorph i sm f rom St 

to rSt, whence either rSt = 0 or rSt ~ St. F r o m this is follows that rlt < I h 

which shows I t to be an ideal of R. 
N e x t consider E = EndR(RR). I n view of the decomposi t ion RR = 

h ® "' ® h and the remarks immediately preceding this proof, we may 
represent £ i n E by an h x h ma t r ix £* = (£ f j ) where e H o m ^ , lj). I f 
i # 7, then H o m K ( S j , Sj) = 0 by Schur's Lemma, which clearly implies that 
HomR(Ih lj) = 0. Thus £* is diagonal and £ h-» yields a r ing i somorphism 

E ~ E n d ^ / i © • -®EndRIh. 

N o w by 8.1.5 we have End K (S f ) ^ F and thus EndR(Ii) ~ M(nh F) , where nt 

is the number of simple summands i n the direct decomposit ion of I t . 
F r o m 8.2.2 we obta in an ant i - isomorphism f rom # to F ; we also have an 

i somorphism f rom E to M ( n 1 ? F ) © • • • © M(nh, F) = M and f inal ly an ant i -
i somorphism f rom M to M generated by transposing matrices. Composi 
t i on of these three functions yields an i somorphism f rom # to M . Thus (i) is 
established. 

The F-dimension of # is certainly |G | , while that of M(nh F) is nf. T a k i n g 
F-dimensions of b o t h sides i n (i), we ob ta in |G | = n\ + • • • + n 2 , thus prov
ing (ii). 

By 8.1.1 a simple J^-module is an image of # and thus, by 8.1.2, is 
isomorphic w i t h some m i n i m a l r ight ideal of # contained i n one of the Mt. 
I f X is a r ight ideal of I h i t is also a r igh t ideal of for XIj < Itnlj = 0 i f 
j ^ U and hence XR < X. Therefore X c J. is a m i n i m a l r ight ideal of # i f 
and only i f i t is a m i n i m a l r ight ideal of I t . By (i) we need to show that some 
m i n i m a l r ight ideal of the ma t r ix r ing M ( n , F ) has dimension n over F . 

Let Etj denote the n x n elementary ma t r ix whose entry is 1 and 
whose other entries are 0. Define Jt = FEn + ••• + FEin: obviously Jt is a 
r ight ideal of M ( n , F). Suppose that 0 < T < Jt where T is a r ight ideal of 
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M ( n , F) , and let 0 * t = ^jfAj e T. If, say, fk ^ 0, then 

Eim = tifk^Ekm) e T 

for a l l m, which proves that T = Jt and J f is a m i n i m a l r ight ideal of M ( n , F). 
The F-dimension of J f is n. 

I t remains only to show that h equals the class number / of G . T o achieve 
this we consider the center C of the r ing R, wh ich is defined to be the subset 
of elements r such that rx = xr for a l l x i n R. Clearly C is a subring of 
R. N o w C is evidently the sum of the centres of the It. Also the center of 
M ( n , F) is we l l -known to consist of the scalar matrices; hence its dimension 
is 1. I t follows that C has F-dimension h. 

Denote the conjugacy classes of G by K l 9 . . . , Kt and define kt = ZxeK,* -
Clearly g ' 1 ^ = kh so that ktg = gkt for a l l g i n G ; thus kt e C. Moreover 
fcl5kt are l inearly independent over F , so / < h. I f we can show that 
C = Fkx + • • • + Fkh i t w i l l fo l low that h = I. Suppose that c = X X E G / * * G 

C. Then for a l l g i n G 

c = 0 " 1 Z / * * 10 = Z fxid'^g) = Z Z ^ - i y . 
\ j c eG / xeG yeG 

Hence fy = f g y g - i , wh ich shows that / is constant on Kt: let its value be ft. 
Then c = Z ! = i fi^h a n d we are finished. • 

E X A M P L E . Consider C G where G = S 3 , the symmetric group of degree 3, and 
C is the complex field. Since G has three conjugacy classes, there are three 
inequivalent irreducible representations of G over C , w i t h degrees n l 9 n 2 , n3 

satisfying n\ + n\ + n\ = 6; this has the solut ion n1 = 1 = n2, n3 = 2. 
Hence C G - C © C © M ( 2 , C ) . 

I n this case i t is easy to identify the irreducible representations. Let G = 
<x, y} where x = (1 , 2, 3) and y = (1 , 2) (3). The two irreducible representa
tions of degree 1 are the t r iv i a l representation and the representation 
g h-» sign g. The representation of degree 2 may be described by the 
assignments 

x h ( ! zI) a n d J)-
Clearly this is a faithful representation. 

EXERCISES 8.2 

1. Let G be a finite group and F any field whose characteristic does not divide |G|. 
Prove that the number of inequivalent irreducible F-representations of G cannot 
exceed the class number of G, and give an example to show that it may be smaller 
than the class number. 

2. Let G be a cyclic group of finite order n. Determine all the irreducible C-represen
tations and all the irreducible Q-representations of G. For which n are their 
numbers equal? Also describe the structure of CG and QG. 
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3. Find all the inequivalent irreducible C-representations of AA. Describe the struc
ture of the group algebra C(A4). 

4. Repeat Problem 3 for D8. 

5. How many inequivalent irreducible C-representations does S„ have? In the case of 
S4 find the degrees of these representations. 

6. Let G be a finite p-group and let F be a field of characteristic p. Define I to be the 
F-subspace of R = FG generated by all — 1, g e G. 
(a) Prove that I is an ideal of R and R/I ~ F. 
(b) Show that I is nilpotent and coincides with the sum of all nilpotent right 

ideals of R. 
(c) A simple FG-module is isomorphic with the trivial module F. Find a sub-

module of R that gives rise to the trivial representation. 

8.3. Characters 

Let p be an F-representation of a group G and suppose that p arises f rom 
an FG-module M . I f we choose an F-basis for M, there is a corresponding 
mat r ix representation p*. Choice of another basis for M w o u l d lead to a 
mat r ix similar to xp* representing x. N o w similar matrices have the same 
trace. Hence the function 

T.G^F 
defined by 

(x)x = trace(x p *) 

is independent of the choice of basis. We call x the character of the represen
ta t ion p or the module M . The character x is said to be irreducible, faithful, 
etc. i f the associated representation p has the proper ty i n question. 

The fundamental proper ty of characters is that they are class functions. 
Here a class function f rom G to F is a funct ion a: G -> F such that 
(g~1xg)a = (x)a: i n words, a is constant on each conjugacy class of G. 

8.3.1. Characters are class functions. 

Proof. Let x he the character of an F-representation p of G. Then 
(g~1xg)p* = (gp*)~1xp*gp* where p* is an associated mat r ix representation. 
Thus (g~~1xg)x = t r ace ( (a p *) _ 1 x p *a p *) = trace xp* = • 

I f p and a are equivalent F-representations of G, then G p * and Ga* are 
conjugate i n G L ( n , F). Us ing again the fact that similar matrices have the 
same trace one has the fo l lowing fact. 

8.3.2. Equivalent representations have the same character. 
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Tha t i t is the irreducible characters wh ich are of interest is made pla in by 
the next result. Here the sum x + if/ of characters x and if/ is defined by the 
rule (x)x + iA = (x)x + 

8.3.3. Every character is a sum of irreducible characters. 

Proof. Let M be an FG-module w i t h finite dimension over F affording a 
representation p. Let 0 = M 0 < M1 < • • • < Mr = M be an FG-composi t ion 
series of M . W r i t e x for the character o f M and Xi f ° r the character of the 
simple module MJM^. Choose a basis for M l 5 extend i t to basis of M 2 , 
then to a basis of M 3 , and so on. This results i n a basis of M w i t h respect to 
which the associated mat r ix representation is given by 

Y P ! 0 

here pt is the representation afforded by MJM^. T a k i n g the trace of the 
ma t r ix x p \ we obta in (x)x = (x)xi + + (x)xr and x = Xi + ' ' ' + Xr- • 

Orthogonality Relations 

Let G be a finite group and let F be any field. Consider the set 

S(G, F) 

of a l l functions f rom G to F . The rules 

(X)OL + ft = (X)OL + (x)fi and (x)aoc = a(xoc) 

where x e G, a e F and a, /? e S(G, F), make S(G, F) in to a vector space over 
F . I f denotes the funct ion which maps g to 1 F and al l other elements of G 
to 0 F , then the 3g are obviously l inearly independent i n S(G, F). Also, for 
any a i n S(G, F) we have a = X x e G ( x ) a ' <5X, by direct comparison of the 
values of the t w o functions. Hence the set {3g\g e G} is a basis for S(G, F) 
and the latter has dimension |G| . I t is also easy to verify that the class func
tions from G to F form a sub space of S(G, F) with dimension equal to the 
class number of G. 

Select an F-representation p o f G and let M be an FG-module which 
gives rise to p. Choosing a basis for M , we wri te (x)ptj for the (ij) entry of 
the ma t r ix xp* where as usual p* is the corresponding mat r ix representa
t ion . Thus associated w i t h p are the n2 functions ptj: G - • F i n S(G, F). 

The fo l lowing result is basic. 
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8.3.4. Let G be a finite group, F a field, and p, a irreducible F-representations 
of G. Let p^, atj denote the associated matrix functions (with respect to fixed 
bases). 

(i) / / p and a are inequivalent, then Z x e G M P y C * - 1 ) 0 ™ = 0-
(ii) / / F is algebraically closed and its characteristic does not divide \ G\, then 

Z (X)Pij(X~1)Prs = —dis8jr 
xeG ft 

where n is the degree of p and 3UV is the "Kronecker delta." 

Proof. Let p and a arise f rom FG-modules M and N. F o r any rj i n 
H o m F ( M , N) define rj i n H o m F ( M , N) by 

fj= £ X ' I K * - 1 ) * . (1) 
xeG 

IfgeG, then 

fjg*= Z xon(x-'gy= Z (gyYriiy-'r-g'fi, 
xeG rjeG 

which shows that rj e H o m F G ( M , N). 
N o w choose rj to be the linear t ransformat ion which maps the jth basis 

element of M to the r t h basis element of N and al l other basis elements of 
M to 0. Then rj is represented by a ma t r ix whose (k, I) entry is Sjk3rl. T a k i n g 
the ma t r ix fo rm of (1) we obta in 

flis= Z Z Z ( x ) A - f c ^ 5 n ( ^ _ 1 K = Z ( x ) P y ( x - 1 K s . 
xeG k I xeG 

I f p and a are inequivalent, H o m F G ( M , N) = 0 by Schur's Lemma, and 
rj = 0: thus (i) follows at once. T o prove (ii) pu t a = p, so that rj e E n d F G ( M ) 
and rj is scalar by 8.1.5; thus rj = f j r l where fjr e F. Then the equation for fjis 

yields 

fjAs= Z (*)Py(* - 1 )Prs = Z (y)Prs(y~1)Pij = fsAj' (2) 
xeG yeG 

Therefore ^x(x)pij-(x~1)prs = 0 i f either i ^ s or j # r. Fur thermore (2) 
yields also ^ = Z * ( x ) P y ' t * - 1 ) ^ / * = fa- T h u s / = h i s independent of j . 
Hence 

» / = z ( z ( x ) p i j ( x - i ) P j ) j = z ( z MPJ^- 1 ) /^) 

= Z(( x x~ 1)ft.) 

= |G| . 

Since |G | , and hence n, is no t divisible by the characteristic of F , i t follows 
that / = \ G\/n. This completes the proof. • 

F r o m this result may be deduced the fundamental orthogonality relations 
which connect the irreducible characters. 
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8.3.5 (Frobenius). Let G be a finite group and F a field. Let x and *A be 
distinct irreducible F-characters of G. 

(i) Z , e G W z ( x - 1 ) ^ = 0. 
(ii) / / F is algebraically closed and its characteristic does not divide |G | , then 

YJXSG(X)X(X-1)X = \G\. 
(iii) / / F has characteristic 0, then ( l / | G | ) Z x e G ( x ) x ( x l)x is always a posi

tive integer. 

Proof. Let p and a be irreducible representations w i t h characters x a n d *A 
respectively. Then p and a are inequivalent by 8.3.2. Let ptj and a{j be the 
associated ma t r ix functions w i t h respect to fixed bases. Then x = YjtPu an(* 
•A = Z;%- By 8-3-4 

Z Wxix-1)* = Z Z ( Z W f t ^ x " 1 ) ^ ) = 0. 
x e G i j \x eG J 

N o w assume that F is algebraically closed w i t h characteristic no t d iv id ing 
|G| . I f n is the degree of p, we obta in f rom 8.3.4. 

Z (*)z(*_1)z = Z Z f Z 
x e G i j \ x e G / 

= I I ^ = |G | . 

Thus (i) and (ii) are proven. 
Fina l ly , assume only that F has characteristic 0 and let i / ^ , . . . , \\jr be the 

irreducible characters of G over the algebraic closure of F. By 8.3.3 we can 
wri te x = Z;=i where m, is a nonnegative integer. Then applying the 
results of (i) and (ii), we have 

x e G j fc 

= ( Z ^ ) | G | , 

which yields (iii) . • 

The Inner Product of Characters 

Let G be a finite group and F a field whose characteristic does not divide 
|G| . I f a and /? belong to S(G, F) , we define an element <a, /?>G of F by 

< « , / ? > G = ^ Z M « ( * _ 1 ) / ? -
x e G 

Clearly < > G is a symmetric F-bi l inear fo rm on S(G, F) . Also, i f <a, /?>G = 0 
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for a l l /?, we could choose /? = dx-i concluding that (x)cc = 0 for al l x and 
a = 0. Thus < > G is nondegenerate. Hence < > G is an inner product on 
the vector space S(G, F) . 

8.3.6. Let G be a finite group and let F be an algebraically closed field 
whose characteristic does not divide \G\. Then the set of distinct irreducible 
F-characters of G is an orthonormal basis for the vector space of all class 
functions from G to F with respect to the inner product < >G. 

Proof. Let Xi>--->Xh t> e the distinct irreducible F-characters of G. By 8.3.5 
and the defini t ion of the inner p roduc t XJ)G = dij9 wh ich shows that the 
Xt f o rm an o r thonorma l set. By 8.2.3 the integer h is the class number of 
G, and this equals the dimension of the vector space of al l class functions. 
Hence the Xi form a basis for this space. • 

We shall use these ideas to prove that i f F has characteristic 0, an F -
representation is determined up to eqivalence by its character. T o specify 
the representations, therefore, i t is i n principle enough to exhibi t the 
characters. 

8.3.7. Let G be a finite group and let F be a field of characteristic 0. Then 
F-representations of G with the same character are equivalent. 

Proof. Let p l 9 p h be a complete set of inequivalent irreducible F-repre
sentations of G. Then by Maschke's Theorem any F-representation is equiv
alent to one of the fo rm p = t1p1 © • • • © thph where the tt are nonnegative 
integers and ttPi means the direct sum of tt copies of p{. Denote the charac
ters of p and Pi by x a n d Xi respectively. Then x = hXi + "' + hXh- By 8.3.5 
we have Xi) = hh where lt = a positive integer. Bearing i n m i n d 
that F has characteristic 0, we have tt = Xt)^- Thus the ti9 and hence p, 
are determined by x> • 

This result is false i f F has positive characteristic (Exercise 8.3.6). 

Algebraic Integers 

I n order to prove the next ma in result some simple facts about algebraic 
integers are needed. 

I n the first place, recall that an algebraic number field F is a finite field 
extension of the ra t ional field Q. A n algebraic integer i n F is an element 
which is the roo t of a monic po lynomia l w i t h integral coefficients. I t is a 
simple exercise to prove that / i n F is an algebraic integer i f and only i f the 
subring generated by / and 1 F is finitely generated as an abelian group. 

8.3.8. The algebraic integers in an algebraic number field F form a subring. 
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Proof. Let f1 and f2 be two algebraic integers i n F. Then / " + ^ - i / " - 1 + 
'" + hfi + = 0 f ° r certain integers lt and / " e <1, f l 9 . . . , Z " - 1 ) : a similar 
statement holds for f2. I t follows easily that the r ing generated by l9fl9 and 
f2 can be finitely generated as an abelian group. Hence the subrings gener
ated by 1 and fx ± f2 and by 1 and fxf2 are also finitely generated abelian 
groups (by 4.2.8). Consequently / x ± f2 and frf2 are algebraic integers. • 

8.3.9. A rational number which is an algebraic integer is an integer. 

Proof. Let m/n be an algebraic integer where m and n are relatively pr ime 
integers. Then m/n is the roo t of some monic po lynomia l tr + / r - i ^ r _ 1 + 
••• + lxt + / 0 i n Z[f]9 and consequently m r + / r _ 1 m r _ 1 n + ••• + / 1 m n r _ 1 + 
/ 0 n r = 0. Bu t this implies that n divides rar, and hence that n = ± 1. • 

W e can now establish the fundamental theorem on the degrees of the 
irreducible representations. The pr inc ipa l step i n the p roo f is the fo l lowing 
lemma. 

8.3.10. Let G be a finite group and let F be an algebraically closed field of 
characteristic 0. Suppose that x is an irreducible F-character of G with degree 
n. If the element g has I conjugates in G, then l((g)x)/n is a n algebraic integer. 

Proof. Let Kl9...9Kh denote the conjugacy classes of G and let kt = 
YjxeKiX- We have already observed that k l 9 k h f o r m an F-basis for C, 
the center of FG. Since ktkj e C, 

ktkj = t mtfk,, (3) 
r = l 

where mff is the number of pairs (x, y) such that x e Ki9 y e Kj9 and xy 
equals a fixed element zr i n Kr. (Notice that mff does no t depend on the 
choice of zr i n Kr) 

Let p: G - • G L ( M ) be a representation w i t h character %. I n the obvious 
way extend p and x to FG. Then fef e E n d F G ( M ) , so that fef = y j l for some / f 

i n F by 8.1.5. N o w n/j = trace(fcf) = (K)X = hx(i) where lt = \Kt\ and x(i) is 
the value of ̂  on ^ . Hence f = l ^ l n . 

A p p l y i n g p to (3) and using fef = ftl9 we get 

r = l 

F i x i and regard (4) as a system of /z homogeneous linear equations i n the ff. 

Z ( M > - O X = o, j = i , 2 , . . . , f c . 
r = l 

N o w the f cannot a l l equal 0 because fx ^ 0 i f Kx = { 1 } , so the linear sys
tem has a non t r iv i a l solut ion. Hence the determinant of the h x h ma t r ix 
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whose (j9 r) entry is f5jr — mjP must vanish. This shows that f is a roo t of a 
monic po lynomia l i n Z[t]9 and hence is an algebraic integer. • 

8.3.11. Let G be a finite group and let F be an algebraically closed field of 
characteristic 0. Then the degrees of the irreducible F-representations of G 
divide the order of the group. 

Proof. Let p be an irreducible F-representation of G and let x be the charac
ter of p. We employ the no ta t ion of 8.3.10. W r i t i n g \ G\ = m and Kt* for the 
conjugacy class ( K * ) - 1 , we have by 8.3.5 

- = - Z (x)x(x-1)x = - t W>-n n xeG n fti 
Since f = liX{i)/n9 this becomes m/n = Z?=i/ix ( l* )- N o w x(l*} is the trace of an 
element of G and as such is a sum of roots of un i ty i n F . Since a roo t 
of un i ty is certainly an algebraic integer, we can apply 8.3.10 and 8.3.8 to 
conclude that m/n is an algebraic integer. F ina l ly 8.3.9 shows that m/n is an 
integer. • 

The Character Table 

Let G be a finite group and F an algebraically closed field whose character
istic does not divide |G | . Let K l 9 . . . , Kh be the conjugacy classes of G and 
Xl9 • . •, Xh the irreducible F-characters. The value of Xt on Kj w i l l be denoted 
by zF}- The values of the characters can be conveniently displayed i n the 
character table of G. 

Xi • 4 « 
Xh • xih) 

The or thogonal i ty properties of the characters may be translated in to 
row and co lumn or thogonal i ty of the character table. Consider for example 

Z (xtoiix'1)^ = m 8 v 
xeG 

where m = |G | , (see 8.3.5). O n w r i t i n g lt = \Kt\ and Kt* = (Kt)~\ this be
comes 

t IrlVxP = mdi}, (5) 
r = l 

which is referred to as orthogonality of rows. 
Define X and Y to be the h x h matrices whose ( i , r) and (rj) entries 

are xV a n d hXjr*] respectively. Then (5) expresses the ma t r ix equat ion 
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XY = mlh. Hence X is nonsingular. After conjugation by X this becomes 
YX = mlh. T a k i n g (r, 5) entries of each side we arrive at the equation 
E ? = i hxPxf = m3rs- N o w lr divides m = |G | , so lr ^ 0 i n F and 

ttf*>Aa) = TSr.> (6) 
i = l lr 

which expresses orthogonality of columns. 
Fina l ly we specialize to the case F = C, the field of complex numbers. 

Let g e G and let p be a C-representation of G. N o w a characteristic roo t / 
of gp is a complex roo t of uni ty; thus f~x = f the complex conjugate. I t 
follows that (x~1)x = (x)x f ° r a n v C-character x- Equations (5) and (6) now 
become 

h h m 
Z W = 4 and Z W = - j - ^ , . (7) 

r = l i = l fr 

E X A M P L E . Let G be the quaternion group of order 8 w i t h generators a, b and 
the usual relations a 4 = 1 = b 4 , a2 = b2

9 ab = a - 1 . We shall determine the 
character table of G over C. 

The conjugacy classes of G are Kx = { 1 } , K2 = { a 2 } , X 3 = {a, a - 1 } , 
X 4 = {&, fo"1}, K5 = {c, c " 1 } where c = ab. Hence the class number is 5. 

Let Xi, • • •» Z5 be the irreducible characters, ^ i being the t r i v i a l character 
and nt the degree of ^ . We k n o w f rom 8.2.3 and 8.3.11 that Z?=i w? = 8 and 
each nt divides 8. I t follows that one degree is 2 and the other four are 1, say 

n1 = n2 = n3 = n 4 = 1 and n5 = 2. 

I t is easy to determine the characters of degree 1 since they arise f rom 
homomorphisms of G a b , a 4-group, in to the mul t ip l ica t ive group of C. F o r 
example AK + 1,6K - 1, c H-> — l i s a representation of degree 1 w i t h char
acter values on Kl9 K2, K3, X 4 , K5 equal to 1, 1, 1, — 1, — 1 respectively: let 
this character be Xi- T w o more non t r iv i a l characters # 3 , # 4 w i t h degree 1 
are obtained by cyclically permut ing a, fo, c. 

T o the extent of our present knowledge the character table has the fo rm 

K2 K3 K5 

Xi 1 1 1 1 1 

Xi 1 1 1 - 1 - 1 

Xs 1 1 - 1 1 - 1 

X* 1 1 - 1 - 1 1 

Xs 2 X y z t 

Note that # (

5

1 } = 2 since # 5 has degree 2. The values x, y9 z, t can be com
puted by means of co lumn or thogonal i ty . A p p l y i n g the second equation of 
(7) w i t h r = 1, 5 = 2, one obtains 1 + 1 + 1 + 1 + 2x = 0 or x = —2. I n a 
similar way we find that y = z = t = 0 and the table is complete. 



234 8. Representations of Groups 

The irreducible representation of degree 2 arises f rom the we l l -known 
Pauli spin matrices: 

We conclude this section w i t h a condi t ion for a representation to be 
irreducible. 

8.3.12. Let x be an F-character of a finite group G where F is an algebraically 
closed field of characteristic 0. Then x is irreducible if and only if X)G = 

1. 

Proof. Necessity of the condi t ion has already been proved (8.3.5). Assume 
that X)G = 1- I f Xi> •••> Xh a r e the irreducible characters of G, we can 
wri te x = hXi + "' + kXh where lt is a nonnegative integer by 8.3.3. Hence, 
using Xj} = dip we obta in 1 = X)G = Z?=i ^> which implies that one 
of the /j equals 1 and al l the others equal 0. Thus x = Xi f ° r some I • 

EXERCISES 8.3 

1. With the notation of the orthogonality relations (7) define A to be the h x h 
matrix whose (i, r) entry is y/lJmXir)- Prove that A is unitary, that is, A(A)T = 

2. Show that the degree of an irreducible Q-representation need not divide the 
group order, and also that x) need not be 1 if x is a Q-irreducible charac-

3. Construct the character table of AA over C. 

4. Show that the character tables of D8 and Q8 over C are identical. 

5. Use the Pauli spin matrices to construct an irreducible Q-representation of Q8 

with degree 4. Hence find all irreducible Q-representations of Q8. 

6. Show that a representation of a finite group G over a field of positive charac
teristic p is not in general determined by its character even if p||G|. 

7. Prove that the dimension of the vector space of all class functions of G over F 
equals the class number of G (where G is finite). 

8. Prove that the number of real irreducible C-characters of a finite group equals 
the number of conjugacy classes Kt such that Kt = Kitt( = K^1). [Hint: Con
sider the effect on the unitary matrix of Exercise 8.3.1 of permutations Xt^Xt 
and Ki^Ki^ 

9. (Burnside). Let G be a finite group of odd order m and class number h. Prove 
that m = h mod 16. [Hint: Show first that the only real irreducible C-character 
is the trivial one and then express m as the sum of the squares of the degrees of 
the irreducible C-representations.] 

1. 

ter. 
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10. Assume that the finite group G has a faithful F-representation of degree n where 
n is less than the smallest prime divisor of |G| and F is an algebraically closed 
field of characteristic 0. Prove that G is abelian. 

11. Let G be a simple group of order m and let p be a prime dividing m. I f the class 
number of G exceeds m/p 2, then the Sylow p-subgroups of G are abelian. [Hint: 
Assume that p2 divides m and write m as the sum of the squares of the degrees 
of the irreducible C-representations.] 

*12. Let Xi,...,Xh he the distinct irreducible characters of a finite group G over 
an algebraically closed field whose characteristic does not divide |G|. I f Xt has 
degree lh prove that YjthXt is the character of the right regular representation. 

8.4. Tensor Products and Representations 
Let G be a group and F a field. We consider two F-representations p, a of G 
arising f rom (right) FG-modules M , N. The tensor product 

T = M ® N 
F 

is a finite-dimensional vector space over F w i t h dimension mn where m and 
n are the dimensions of M and N. We make T in to a r ight FG-module via 
the rule 

(a ® % = (ag) ® (&#), (ae M,b e N,g e G). 

This is a well-defined act ion because (a, fc) h-> ® fcg is bilinear. The m o d 
ule T affords a representation x of G called the tensor product o f p and a 
which is wr i t t en 

x = p ® cr. 

The degree of T is the product of the degrees of p and a. By defini t ion of 
the tensor product of two linear transformations (a ® b)gx = agp ® bga = 
(a®b)(gp ®ga). Thus 

gx = gp® g\ geG. 

Nex t we ask about the relat ion between the character of x and those of p 
and a. Choose F-bases { a l 9 a m } and { b l 9 f o r M and A respec
tively and recall that the at ® fo rm a basis of T. N o w 

m n 
(at ® fy)^ = a t.0 p ® bjga = £ (a)p £ k a k ® £ (0)<fy&z 

where ((g)pik) and ( ( a ) ^ ) are the matrices representing gp and ga. Therefore 

(at ® fc,.)^ = X ((0)p*)((0)ty)(a* ® 
k,l 

Hence gx is represented by the mn x mn ma t r ix whose (i9j: k91) entry is 
(g)pik(g)(Tji. The character of x can now be found since 

t r a c e ( ^ ) = £ (g)pii(g)aJi = (trace(aO)(trace(a f f)). 
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I t follows that the character of p ® o equals the product of the characters 
of p and a. Here, of course, the product a/? of functions a, /?: G -> F is de
fined by (g)*P = ((g)ai)((g)P). 

8.4.1. Let G be a group and F a field. Then the sum and product of F -
characters are F-characters. The set of all integral linear combinations of 
F-characters is a commutative ring (called the character ring). 

Proof. Tha t the sum of two characters equals the character of the direct 
sum of the corresponding representations is clear. The product of t w o 
characters is the character of the tensor product of the associated 
representations. The remaining statement is clear. • 

A n element of the character r i ng is called a generalized character: usually 
a generalized character is no t a character. 

Representations of Direct Products 

Let F be any field and let G be a group expressed as a direct p roduct 
G = H x K. Let p and a be F-representations of H and K. Then a 
corresponding F-representation of G may be constructed f rom p and a by 
using tensor products. 

Suppose that p and a arise f rom an F H - m o d u l e M and an F X - m o d u l e N 
respectively. F o r m the tensor product 

T = M ® N 
F 

and make T in to a r ight FG-module by the rule 

(a ® b)(x, y) = (ax) ® (by\ 

where aeM,beN,xeH,yeK. Then T affords an F-representation p # a 
called the Kronecker (or outer tensor) product o f p and a. The degree of 
p # a equals the product of the degrees of p and a. Just as for the inner 
tensor product one can show that i f p has character x and a has character 
i[/9 the character (p of p # a is given by (x, y)(p = (x)x(y)^-

8.4.2. Let F be an algebraically closed field and let G = H x K. 

(i) / / p and a are irreducible F-representations of H and K, then p # a is an 
irreducible F-representation of G. 

(ii) Assume that G is finite and the characteristic of F does not divide the 
order of G. If {pl9..., ph} and {al9 ...9 ok) are complete sets of inequiva
lent irreducible F-representations of H and K, then the p{# G r , i = 1 , . . . , h9 

r = 1 , / c , form a complete set of inequivalent irreducible F-represen
tations of G. 
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Proof, (i) Let M and N be r ight modules giving rise to p and a and let 
{al9..., am} and {bl9 . . . , & „ } be F-bases of M and AT. Then T = M ®F N 
has the set of a l l at® as a basis. F o r fixed integers i9j9 r, 5 define £ i n 
E n d F ( M ) and rj e End F(AT) by the rules ak£ = 3kiaj and bfl = 3lrbs. N o w 8.1.8 
shows that Hp and Ka generate E n d F ( M ) and End F(AT) respectively as vec
tor spaces; hence we can wri te 

f = Z u x x P a n d *7 = Z v

yy° 
xeH yeK 

where ux9 vy e F. Then one setting ( = £ ® *7 we have 

xeHyeK xeHyeK 

where T = p # <r. However, by defini t ion of £ and 77, 

(ak ® = a k f ® btrj = 5ki5lr{cij ® bs). 

Thus i f we al low i9j9 r, 5 to vary, the resulting £'s w i l l generate E n d F ( T ) . Bu t 
al l such C's belong to the subspace V = F (G T ) , so V = E n d F ( T ) . Clearly this 
implies that T is irreducible. 

(ii) By (i) the pt # ar are irreducible F-representations: we must show that 
no two of them are equivalent. Let pt have character Xt a n d let ar have 
character ij/r. Then Pt#(Jr has character q>ir where (x9 y)(pir = (x)Xi(y)^r. 
Hence 

l-n I ' 1̂ 1 xeH 
yeK 

-( is i .5. w a <*" )*)( is i^ w* b ' " )*-) 
= <Xi9Xj>H'<^r^s>K 

by 8.3.6. Therefore ^ 7̂  <P/S i f (U r) ^ (j, s)9 and the hk representations 
Pi # ar are inequivalent. Bu t the to ta l number of inequivalent irreducible F -
representations of G equals the class number of G, which clearly equals hk 
(Exercise 1.6.4). Hence the pt # or constitute a complete set of inequivalent 
irreducible F-representations of G. • 

Induced Representations 

I f H is a subgroup of a group G and p is an F-representation of G, an 
F-representation of H is obtained by simply restricting p to H. A less t r iv i a l 
p rob lem is to construct a representation of G start ing w i t h a representation 
of H. This leads to the impor t an t concept of an induced representation, 
which is due to Frobenius. 
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Suppose that G is a group and H is a subgroup of G w i t h finite index r. 
Let there be given an F-representation p of H arising f rom a r ight F H -
module M . We proceed to fo rm the tensor product over FH, 

MG = M ® F G , 
FH 

wherein F G is to be regarded as a left F H - m o d u l e by means of left m u l t i p l i 
cation. So far MG is only an F-module . However F G is also a right 
FG-module via r ight mul t ip l i ca t ion . Consequently MG becomes a r ight 
FG-module by means of the rule 

(a®r)s = a® (rs), (ae M and r, s e FG). 

The FH-b i l i nea r i t y of the map (a, r)\-*a® (rs) shows this act ion to be wel l -
defined. 

The r ight FG-module MG is called the induced module of M , and the 
F-representation which arises f rom M is called the induced representation 
of p, 

P G 

I f p has character x, we shall wri te % G for the induced character, that is, the 
character of p G . 

We plan now to investigate the nature of the module MG. Choosing a 
r igh t transversal { t l 9 t r } to # i n G, we may wri te each element of F G 
uniquely i n the fo rm YJ=I w * t r l ut m Hence there is a decomposi t ion 
of F G in to left FH-modules F G = (FH)t1 © • • • © ( F # ) £ r . By the dis tr ibut ive 
proper ty of tensor products there is an F- isomorphism. 

MG ~M® ((FH)^) © • • • © M ® ((FH)tr). (8) 
FH FH 

By vir tue of the equat ion a® utt = au® tt where u e FH, we can rewrite (8) 
as 

MG ~ M ® tx ® - - ® M ® tr. 

Hence, i f {a1,...,an} is a basis of M over F , the elements a(®tj, i = 
1, 2 , . . . , n,j = 1, 2 , . . . , r, f o rm a basis for M G over F . I n part icular 

degree pG = (degree p)\G\H\. 

O n the basis of these remarks the values of the induced character % G can 
be calculated. 

8.4.3. Let G be a finite group, H a subgroup of G, and F *- field whose charac
teristic does not divide the order of H. If % is an F-character of H, the value 
of the induced character is given by 

(0)XC = 7I?T £ 
I xeG 

where it is understood that % is zero on G\H. 
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Proof. Let p be an F-representation of H w i t h character x- Choose a basis 
{ a l 9 a n } o f the F H - m o d u l e M giving rise to p and let { t l 9 . . . 9 tr) be a 
r ight transversal to H i n G. We have observed that the at ® tj fo rm a basis 
of MG. I f g e G, then = xtk for some /c and x = t^gt^1 e Hence 

(at ® = at ® (^#) = a f ® (xtk) = (atx) ® tk. 

As usual ((^)Py) is the ma t r ix representing gp\ then 

(at ® = Ẑ {x)Pu<hj ®h= Z (Wk^PtM ® 

N o w for given j and g there is precisely one k such that 1 e H. Hence, 
w i t h the convent ion that pn is zero on G\H9 one has 

n r 

(at ® tj)g = Z Z (tjQtk^PiM ® 
Z = l fc = l 

This establishes that the nr x nr ma t r ix representing gpG has /, k) entry 
equal to (tjgtk

1)pil. The character # G can now be computed. 

(g)xG=£ i(tjgtf1)pii=i(tjgtf1)x-
i = l J = l j = l 

Final ly , i f z e H9 

(ztjgiztj)-1^ = (zitjgtr^z-^x = (ttftf^x 

since x is a class funct ion Hence 

{g)xG = ^ Z • 

The Frobenius Reciprocity Theorem 

The fo l lowing theorem is used quite frequently i n computat ions w i t h i n 
duced characters. 

8.4.4 (Frobenius). Let G be a finite group and let F be a field whose charac
teristic does not divide the order of G. Assume that H is a subgroup of G and 
that \j/ and x are F-characters of H and G respectively. Then 

<*AG, x \ = <<A, XH>H 

where XH denotes the restriction of x to H. 

Proof. Let \H\ = I and \ G\ = m. A p p l y i n g 8.4.3 we have 

<^x>G = - Z M̂ G(̂ "1)x = -̂ Z Z (yxy-'Wix-1)* 
WxeG ImxeGyeG 
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Since (x x)x = (yx xy this becomes 

<«AG,z>G = /

1- Z Z (yxy-'Wiyx-'y-'te 
im yeQ xeG 

= r Z Z (z)*(z-1)x = \ Z (^i^)x-
Wl yeG zeG I zeG 

N o w according to our convent ion ij/ vanishes on G\H, so the final summa
t ion on z may be restricted to H and we ob ta in < ^ G , x)G = #H>H. • 

Permutation Representations 

I n 8.1 i t was remarked that a permuta t ion representation could be regarded 
as a linear representation over an arb i t rary field. We shall now show that 
permuta t ion representations arise as representations induced f rom the t r iv 
ia l representation of a subgroup. 

I n the fo l lowing al l representations are over an arbi t rary field F and i(G) 
is the t r i v i a l representation of a group G. 

8.4.5. 

(i) / / H is a subgroup with finite index in a group G, then (i(H))G is a transi
tive permutation representation of G with degree \ G:H\. 

(ii) / / p is a permutation representation of a group G on a finite set and k is 
the number of G-orbits, then p is equivalent to z ( # i ) G © • • • © i(Hk)G where 
the Ht are point stabilizers in G. In particular, if p is transitive, it is equiv
alent to some i(H)G. 

Proof, (i) The representation i(H) arises f rom the t r iv i a l r igh t F H - m o d u l e F . 
Thus i(H)G arises f rom F ® F H FG, wh ich has an F-basis 

{ l ® t £ | i = 1, 2,...,r} 

where {t1,...,tr} is a r ight transversal to H i n G. Let geG and wri te 
t.g = htj where he H. Then (1 ® tt)g = 1 ® (htj) = (l)h 0 ^ = 1 ® ts. I n 
consequence g permutes the 1 ® tt i n exactly the same way as i t permutes 
the r ight cosets Htt: i t therefore acts transitively. Hence i(H)G is a transitive 
representation w i t h degree r = \G : H\. 

(ii) Suppose that p represents G on the set { 1 , 2,..., n}. I f M is a vector 
space w i t h basis { a l 9 a n ) over F , the act ion atg = aigP makes M in to 
a r ight FG-module affording the linear representation p. Evident ly p = 
Pi ©''' © Pk where pt is transitive; thus we can assume that p is transitive. 
Define H to be the stabilizer of 1 i n G and put i = It?, using t ransi t ivi ty . 
Then {tl9..., t„} is a r ight transversal to H i n G. I f we define (1 ® tt)oc to be 
ai9 this yields a: F G -» M, an F- i somorphism f rom F G to M . Also, i f g e G 
and ttg = ftfy w i t h he H, then a^g = a^t^) = a3 = (1 ® tj)oc = ((1 ® t?)g)aL. 
Thus a is an FG-isomorphism and p is equivalent to i(H)G. • 
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The Character of a Permutation Group 

Let G be a finite permuta t ion group. Then G has a natura l linear represen
ta t ion over an arb i t rary field F and hence a natura l F-character n:G-+F. 
N o t e that (g)n has a simple interpretat ion: for i f we represent g by a permu
ta t ion ma t r ix then (g)n = trace(#*), wh ich is jus t the number of fixed 
points of the permuta t ion g. 

The fo l lowing result shows how the permuta t ion character may be used 
to construct irreducible characters of permuta t ion groups. 

8.4.6. Let G be a finite permutation group with character n over an alge
braically closed field F of characteristic 0. Let # i ( G ) be the trivial F-charac
ter of G . 

(i) The number of G-orbits equals <7r , # i ( G ) > G . 
(ii) Let G be transitive. If H is a point stabilizer in G , the number of H-orbits 

equals <TC, n}G = Z x e G ( M ^ ) 2 . 
(iii) Let G be transitive. Then G is 2-transitive if and only if n = # i ( G ) + % 

where % is an irreducible F-character of G. 

Proof, (i) W r i t e n = n1 © • • • © nk where n{ is the character of a transitive 
permuta t ion representation of G and k is the number of G-orbi ts . Then by 
8.4.5 we have n{ = (Xi(Hi))G for some po in t stabilizer Hi i n G . Therefore by 
8.4.4 

<*, Xi(G)>G = t <Xi(Ht)G, X i (G)> G = t <Xi(H<X X i f f l ) ) * , = k 
i=i i=i 

since (Xi(G))H. = Xiifld- (See also Exercise 1.6.2 for an elementary p roof of 

(i).) 
(ii) Let H l 9 H n be the po in t stabilizers i n G ; here of course n is the 

degree of G . N o w {x~1)% = (x)n9 so <7r , %)G = ( I / I G D Z X E G C W 7 1 ) 2 - Also, i n 
the sum Z " = i Z * e H f (x)n t n e number (x)n is counted each t ime that x occurs 
i n an Ht. Since x has exactly (x)n fixed points, we deduce that this sum 
equals Z x e G C M 7 1 ) 2 - Hence 

1 n 

<rc, n}G = — Z Z ( x ) n > 
| t r | j = l xeHi 

Since G is transitive, the Ht are conjugate i n G and YjxeHt(x)n i s indepen
dent of i. I f s is the number of H i - o r b i t s , then Z ^ e i ^ (x)n = s l # i l hy (i). 
Hence 

<rc, n}G = -^-(ns\H1\) = s. 
\G\ 

(iii) Let %l9 # 2 , X h he the dist inct irreducible F-characters of G w i t h 
Xi = Z i ( G ) . By 8.3.3 we can write n = YainiXi (wi th integral n{ > 0), and using 
8.3.5 we obta in <7r , n}G = n\ + n\ + • • • + n\. N o w nx = <7r , Xi\= 1 by (i). 
Hence s = 1 + n\ + • • • + n\. N o w by 7.1.1 the group G is 2-transitive i f and 
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only i f Hx is transitive on X\{a} where G acts on X and Hx is the stabilizer 
of a, that is, i f and only i f s = 2. This occurs when exactly one ni equals 1 
and rij = 0 i f j > 2 and j ^ i . Consequently n = Xi + Xt- • 

E X A M P L E . T O illustrate the use of 8.4.6 i n constructing irreducible represen
tations let us consider the C-representations of the symmetric group S 4 . 
There are five conjugacy classes, corresponding to the different cycle types; 

K1: (*)(*)(*)(*), K2: (* *)(*)(*), K3: (* *)(* *) 

X 4 : (* * *)(*), K5: (****) 

The natura l permuta t ion character % has, of course, degree 4 and its 
values on the five conjugacy classes are 4, 2, 0, 1, 0, as may be seen by 
count ing fixed points. Since G is 2-transitive, 8.4.6(iii) implies that there is 
an irreducible character Xi = 71 ~ Xi: the values of Xi a r e > therefore, 3, 1, 
— 1,0, — 1, and Xi has degree 3. 

N o w G has a 2-transitive permuta t ion representation of degree 3 wherein 
its elements permute by conjugat ion the elements of K3 = { ( 1 , 2)(3, 4), 
(1 , 3) (2, 4), (1 , 4) (2, 3)}. Once again count ing fixed points, we conclude that 
the corresponding permuta t ion character a has values 3, 1, 3, 0, 1. By 8.4.6 
again we f ind an irreducible character # 3 w i t h values 2, 0, 2, — 1, 0; this has 
degree 2. 

There is a non t r iv i a l irreducible character of degree 1, the sign character 
X4. arising f rom the representation xh-»s ign x. The values of # 4 are 1, — 1, 1, 
1, - 1 . 

The remaining irreducible character #5 has values which can be deter
mined by use of the or thogonal i ty relations (Equat ion (6)). The complete 
character table is 

K2 ^ 4 K 5 

Xi 1 1 1 1 1 

Xi 3 1 - 1 0 - 1 

Xi 2 0 2 - 1 0 

X4r 1 - 1 1 1 - 1 

Xs 3 - 1 - 1 0 1 

Observe that x5 = XiX±-
The representations of Sn have been extensively investigated—for details 

see [ b 5 5 ] . 

Monomial Representations 

A n F-representation p of a group G is called monomial i f p = px © • • • © pk 

where pt is induced f rom a representation of degree 1 of a subgroup of G. 
Fo r example, i t follows f rom 8.4.5 that every permutation representation is 
monomial. 
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I n order to visualize a m o n o m i a l representation we examine the asso
ciated ma t r ix representation. Suppose that p arises f rom an FG-module M 
and that M = Mx © • • • © Mk where the FG-module Mt gives rise to p{. 
Then Mt = NG where Nt is an F / f r m o d u l e of dimension 1 and the Ht are 
subgroups of G. W r i t e Nt = Fat and choose a r ight transversal {tf\j = 
1, 2 , . . . , r j to Hi i n G, so that the at ® tf\ j = 1 ,2 , . . . , ri9 f o rm a basis of Mt. 
Selecting g f rom G, we wri te tfg = ht[l) for a unique integer /c and element h 
of /J . N o w ath = cffdi for some c\f i n F * since iVf = Fat; thus we have 

(at ® tf>)0 = a< ® (fctf>) = cf{at ® 

The mat r ix representing gp w i t h respect to the basis of a l l at ® tjl) has its 
(j, j : j , /c) entry equal to c\f9 and al l other entries 0. Thus gp* has precisely 
one nonzero element i n each row and i n each column. 

A mat r ix of this sort is called a monomial matrix; i t is clearly a 
generalization of a permuta t ion matr ix . 

Groups whose Representations Are Monomial 

A finite group G is said to be an Ji-group if, whenever F is an algebraically 
closed field of characteristic no t d iv id ing |G | , every F-representation is 
monomia l . By Maschke's Theorem G is an ^#-group i f and only i f al l the 
irreducible representations are monomia l . Fo r example, by 8.1.6 all finite 
abelian groups are Ji-groups. 

The fo l lowing result is helpful i n connection w i t h ^ - g r o u p s . 

8.4.7 (Blichfeldt). Let G be a finite group, F an algebraically closed field and 
M a simple FG-module which affords a faithful representation of G. Assume 
that G has a normal abelian subgroup A not contained in the center of G. 
Then there exists a proper subgroup H of G and a simple FH-module N such 
that M and NG are FG-isomorphic. 

Proof. By Clifford's Theorem (8.1.3) we may wri te M = M 1 © - - © M f c 

where Mt is a direct sum of isomorphic simple F^-modules and G permutes 
the Mt transitively. By 8.1.6 the act ion of A on Mt is scalar. Should k equal 
1, then A < CG because G acts faithfully on M . Since this is contrary to 
hypothesis, k > 1. Set N = M1 and define H = {g e G\Ng = N}9 the 
stabilizer of N i n G. I n view of the t ransi t iv i ty of G on the Mt we have 
|G : H| = fe > 1 and H < G. Recall f rom 8.1.3 that A is a simple F / f -module . 

By t ransi t iv i ty once again, Mt = Ngt for some gt i n G and {gl9..., gk} is 
a r ight transversal to H i n G. Fina l ly , i f ate A , the mapping Y,iat® ai*~* 
^i^Gi i s a n F- i somorphism f rom NG to M which one easily verifies to be an 
FG-homomorph i sm. • 

The next result w i l l furnish us w i t h some examples of ^ - g r o u p s . 
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8.4.8. Let G be a finite group such that if Uo V < G, then either V/U is 
abelian or it possesses a noncentral abelian normal subgroup. Then G is an 
Ji-group. 

Proof. Let M be a simple FG-module where F is an algebraically closed 
field whose characteristic does no t divide |G | . I t must be shown that M is 
induced f rom a 1-dimensional module. Let p be the representation afforded 
by M and set K = K e r p. Suppose first that K # 1. Then G = G/K is an 
^#-group by induc t ion on |G | . Since K acts t r iv ia l ly on M , i t is clear that M 
is also an FG-module . Hence there is a subgroup Hot G, a 1-dimensional 
FH-module N, and an FG- isomorphism 6: M NG. Since F G is a r ight 
FG-module via r ight mul t ip l i ca t ion , NG = N ®FH- FG becomes a r ight F G -
module. One verifies at once that 6 is an FG-isomorphism. N o w wri te H = 
H/K and note that N_ is an FH-module. F ina l ly a ® Kg h-» a ® g is an F G -
isomorphism f rom NG to NG, and M ~ F G NG. 

We may therefore assume that K = 1 and p is faithful. We can also sup
pose that G is not abelian, otherwise i t is certainly an ^#-group. Then by 
hypothesis there is a no rma l abelian subgroup of G that is no t contained i n 
the center. A p p l y i n g 8.4.7 we conclude that there is a proper subgroup H 
and a simple FH-module L such that M ~ F G L G . The condit ions on G are 
inheri ted by H, so by induc t ion L ~FH SH where S is a 1-dimensional F T -
module and T < H. Hence M ~ L G ~ (SH)G ~ S G , a l l isomorphisms being 
of r ight FG-modules, since (S ®Fr FH) ® F H F G ~ S ® F r F G . (This proper ty 
is called t ransi t ivi ty of induction—see Exercise 8.4.2.) • 

8.4.9 (Huppert) . Let G be a finite soluble group and assume that G has a 
normal subgroup N with abelian Sylow subgroups such that G/N is super-
soluble. Then G is an Ji-group. 

Proof. Certainly we may assume that G is no t abelian. I n view of 8.4.8 i t is 
sufficient to prove that G has a noncentral no rma l abelian subgroup: for 
quotients of subgroups inher i t the hypotheses on G. Suppose that every 
n o r m a l abelian subgroup is contained i n the centre and let A be a no rma l 
abelian subgroup which is max ima l subject to A < N. Assuming that A < 
AT, we let B/A be a m i n i m a l n o r m a l subgroup of G/A contained i n N/A. 
Since G is soluble, B/A is abelian, and B is n i lpotent because A < ^G. Bu t 
B < AT, so Sylow subgroups of B are abelian, and by 5.2.4 the group B itself 
is abelian, which contradicts the max imal i ty of A. I t follows that A = N and 
N<CG. 

Since G/N is supersoluble, there is a series N = G 0 < Gx < • • • < Gn = G 
such that G j O G and Gi+1/Gt is cyclic. N o w G is no t abelian, so there is 
a least positive integer i for wh ich Gt ^ CG. Then Gi_1 < CG, and, because 
GJG^ is cyclic, Gt is abelian. Therefore Gt < CG contrary to the choice 
of i. • 
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The fo l lowing corollaries of 8.4.9 are w o r t h not ing. All finite supersoluble 
groups are Ji-groups, as are all finite nilpotent groups i n particular. Also all 
finite metabelian groups are Ji'-groups—to see this take N i n 8.4.9 to be G . 

O n the other hand, i t is na tura l to ask what can be said of the structure 
of ^#-groups i n general. We shall prove just one result. 

8.4.10 (Taketa). Every Ji-group is soluble. 

Proof. Assuming the theorem to be false, we choose an insoluble ^#-group 
G of least order. I t is easy to see that a quot ient group of an ^#-group is 
also an ^#-group. Thus every proper quotient group of G is soluble, by m i n i 
ma l i ty of G. Define N to be the intersection of a l l the non t r iv ia l no rma l 
subgroups of G. Then G/N is surely soluble, so N ^ 1. A p p l y i n g Exercise 
8.1.4 we are able to f ind a faithful irreducible C-representation p of G; 
moreover we may assume that p has been chosen of m i n i m a l degree, which 
w i l l have to exceed 1 otherwise G w o u l d be abelian. By hypothesis p is 
monomia l . Replacing each nonzero element of the m o n o m i a l ma t r ix gp* by 
1, we obta in a permuta t ion mat r ix and so a permuta t ion representation a of 
G. The degree of a equals that of p and hence exceeds 1. N o w by Exercise 
8.1.2 the representation a is reducible. Thus an irreducible component of a 
has smaller degree than p and hence cannot be faithful. Since N is contained 
i n every non t r iv i a l n o r m a l subgroup of G, i t follows that N is contained i n 
K = K e r a. But , i f x e X , then xp* is a diagonal mat r ix , which implies that 
Kp is abelian. Since K ~ X p , i t follows that X , and hence A , is abelian. Thus 
G is soluble, wh ich is a contradict ion. • 

E X A M P L E . Not every finite soluble group is an Ji-group. Let Q = <a, fc, c> be 
a quaternion group of order 8, the three subgroups of order 4 being <a>, 
<fc>, and <c>. There is an au tomorphism r of Q wh ich permutes a, fc, c cycli
cally and has order 3. Define G to be the semidirect product of Q by <T>. 
Then G has order 24 and is soluble w i t h derived length 3: actually G ~ 

The fo l lowing assignments determine a C-representation of G w i t h de
gree 2, 

as simple ma t r ix calculations show. I t is also clear that p is faithful; hence p 
is irreducible since otherwise G w o u l d be abelian. I f p were monomia l , i t 
w o u l d have to be induced f rom a representation of a subgroup of index 2. 
However G = g , so | G a b | = 3 and there are no subgroups of index 2 i n G. 
Consequently G is no t an ^#-group. 

SL(2, 3). 

where 
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We conclude by ment ioning a theorem of Dade which indicates that the 
structure of an ^ - g r o u p can be very complex: every finite soluble group is 
isomorphic with a subgroup of an Ji-group. Fur ther results on ^ - g r o u p s 
can be found i n [ b 6 ] . 

EXERCISES 8.4 

1. Let H and K be subgroups of a finite group G. Let Xiifl) and Xi(K) denote the 
trivial characters of H and K over an algebraically closed field of characteristic 0. 
Prove that (xi(H)G, Xi(K)G)G equals the number of (H, K)-double cosets. 

2. Let H < K < G where G is finite. Let M be an FH-module, where F is any field. 
Show that {MK)G ~FG MG {transitivity of induction). 

3. (i) Show that every generalized character is a difference of characters; (ii) give an 
example of a generalized character that is not a character. 

4. Let G = D 1 4 be the dihedral group of order 14. By forming induced representa
tions of the subgroup of order 7 construct the C-character table of G. 

5. Find three irreducible C-characters of A5 by using induced representations. 
Hence construct the character table with the aid of orthogonality relations. 

6. Let H be a subgroup with index m in the finite group G. Let F be an algebraically 
closed field of characteristic 0. I f x is an irreducible F-character of G with degree 
n, show that there is an irreducible F-character (p with degree at least n/m. I f H is 
abelian, deduce that no irreducible F-character of G has degree greater than m. 
[Hint: Let xj/ be an irreducible character of H that is a direct summand of XH a n d 
consider < x iA G > G . ] 

7. Let G be a transitive finite permutation group with permutation character n. I f x 
is an irreducible C-character, prove that its degree is at least <7r, #> g . 

8. Let x be an irreducible C-character of a finite group G and let K denote the 
kernel of the associated representation. I f x has degree n, prove that {x)x = n if 
and only if x e K. 

9. Let x be a faithful C-character of the finite group G with degree n. Denote by r 
the number of distinct values assumed by x- Prove that each irreducible C-char
acter occurs as a direct summand of at least one power # s, s = 0, 1 , . . . , r — 1 
(here x° is the trivial character). Deduce that the sum of the degrees of the irre
ducible C-representations cannot exceed (nr — l)/(n — 1). [Hint: Let xj/ be an irre
ducible C-character and show that not every <# s, \J/}G can be 0.] 

8.5. Applications to Finite Groups 

Enough representation theory has been developed to prove three celebrated 
and powerful theorems about finite groups due to Burnside, Frobenius, and 
Wielandt . Each of these is a cr i ter ion for the nonsimpl ic i ty of a group. 

We approach Burnside's theorem th rough a lemma. 
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8.5.1. Let p be an irreducible representation of degree n of a finite group G 
over the complex field C. Denote the character of p by X- Suppose that g is an 
element of G with exactly I conjugates and that (I, n) = 1. Then either (g)x = 
0 or gp is scalar. 

Proof. We saw i n 8.3.10 that l(g)x/n is an algebraic integer. Since (/, n) = 1, 
there are integers r and s such that 1 = rl + sn. Hence by 8.3.8 

, (g)x rl(g)x , , v 
t = = + s(g)x 

n n 
is an algebraic integer. 

Let / i , . . . , / „ be the characteristic roots of gp, so that (g)x = f\ + * • * + fn 

and \t\ = fi\/n- Since each f is a roo t of uni ty , \ f\ = 1 and hence \t\ < 
1. Suppose that the f are not a l l equal; then \ t\ = \Yj!=ifi\/n < 1. Let a be an 
au tomorph ism of the field Q ( / 1 ? . . . , / „ ) ; then the f* are no t a l l equal, so 
\ta\ < 1 i n the same way. Thus the product u o f al l the ta satisfies \u\ < 1. 
However ua = u for a l l automorphisms a. By the fundamental theorem of 
Galois theory u e Q. Bu t u is an algebraic integer since t is; thus u is an 
integer by 8.3.9. Hence u = 0 and therefore t = 0, which shows that (g)x = 
0. 

Final ly, i f the f are al l equal, then gp is scalar, as may be seen by applying 
Maschke's Theorem to the restr ict ion of p to <#>. • 

8.5.2 (Burnside). / / the finite group G has a conjugacy class with exactly 
pm > 1 elements where p is prime, then G is not simple. 

Proof. Assume that G is s imple—of course G cannot be abelian. Let g i n G 
have pm conjugates. Suppose that p is a non t r iv i a l irreducible C-representa
t i o n of G w i t h character x\ assume (g)x ^ 0 and that p does not divide the 
degree of x- Then i t follows f rom 8.5.1 that gp is scalar and hence central i n 
G p . Bu t G is simple and p is no t the t r i v i a l representation, so K e r p = 1 and 
G ^ Gp. Consequently g = 1, which gives the contradic t ion pm = 1. Hence 
(g)X = 0 for every non t r iv i a l irreducible character x whose degree is pr ime 
to p. 

Let if/ be the character of the r ight regular representation a of G. Then by 
Exercise 8.3.12 we can wri te if/ = ]T f ltXi where Xu-">Xh a r e the distinct i rre
ducible C-characters of G and lt is the degree of Xi- Thus lx = 1 i f Xi is 
the t r i v i a l character. I t follows f rom the previous paragraph that (g)il/ = 
1 m o d p. However ga has no fixed points, wh ich implies that (g)ij/ = 0: we 
have reached a contradic t ion. • 

The famous solubi l i ty cr i ter ion of Burnside is now easily attained. 

8.5.3 (The Burnside p-q Theorem). / / p and q are primes, a group of order 
pmqn is soluble. 
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Proof. Suppose the theorem to be false and choose a counterexample G of 
smallest order. I f N were a proper non t r i v i a l no rma l subgroup, b o t h N and 
G/N w o u l d be soluble by m i n i m a l i t y of G; thus G w o u l d be soluble. Conse
quently G must be simple. Let Q be a Sylow g-subgroup of G; then Q ^ 1 
since certainly G cannot be a p-group. Choose a non t r iv i a l element g i n £ 6 
(using 1.6.14). Then | G : CG(g)\ equals a power of p greater than 1 since Q < 
CG(g) # G. However, this is impossible by 8.5.2. • 

Remark. Wie land t and Kegel have proved that a finite group which is the 
product of t w o ni lpotent subgroups is soluble. This represents a generaliza
t i on of 8.5.3. F o r a p roo f see [ b 6 ] . 

The Frobenius-Wielandt Theorems 

8.5.4 (Wielandt) . Suppose that G is a finite group with subgroups H and K 
such that H and H n i f * < K for all x in G\H. Let N be the set of 
elements of G which do not belong to any conjugate of H\K. Then N is a 
normal subgroup of G such that G = HN and H n N = K. 

This is perhaps the most famous of a l l criteria for nonsimplic i ty , espe
cially the case K = 1, which is due to Frobenius. 

Proof, (i) Observe that i f H = X , then N = G and the result is certainly true. 
We assume henceforth that K < H. W r i t e \H\ = h, \K\ = fc, and |G | = m. 

(ii) I t is sufficient to prove that AT is a subgroup; for suppose that this has 
been accomplished. Then ATo G since clearly g~xNg = N for a l l g i n G. I f 
x e NG(H), one has K < H = H n Hx, whence x e H by the hypothesis and 
H is self-normalizing. I t follows that i f { t l 9 . . . , tr) is a r ight transversal to H 
i n G, then i f ' 1 , . . . , Htr are the distinct conjugates of H. Since H n Htitj < K 
i f i 7 ^ j 9 the subsets (H\K)U are mutua l ly disjoint. N o w any g i n G may be 
wr i t t en i n the fo rm htt w i t h heH; thus (H\K)g = ( H \ X ) ^ since K^H. 
Therefore U = [jgeG(H\K)g equals [jr

i=i(H\K)\ wh ich has exactly 
r(h — k) elements. Since m = rh9 we obta in \N\ = |G | — | U \ = rk. N o w 
K n (H\K)g = 0 ; this is clear i f # e / f , while i f g $ H, we have 
X n ( H \ K ) 9 c ( ( / F 1 n H ) \ K ) 9 , wh ich is empty because H9~lnH<K. 
Consequently K < HnN; but HnN < K is clear, so HnN = K. 
Therefore |HJV| = | i f | • |JV|/| i f n JV| = m = | G | and G = HN. 

(iii) Introduction of character theory (all characters are over C). Consider 
an irreducible non t r iv i a l representation of H wh ich maps K to 1—such cer
ta inly exist since Let \p be the character of the representation. Then 
/ = (l)\p is the degree of \p and also (x)\p = f for a l l x i n K. We introduce a 
funct ion (p: H C defined by 
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where is the t r i v i a l character of H. Then (p is a class function on H and 
(x)cp = 0 for a l l x i n K. Define q>*: G C by 

< ? * = # G - < A G ; (9) 

this is a class funct ion on G. 
(iv) The restriction of (p* to H equals (p. By 8.4.3 and the defini t ion of (p* 

we have 

(y)<p* = l I (xyx-^cp (io) 
h XeG 

where i t is understood that and \\J are 0 outside H. Let y e /J. I f 
( x y x _ 1 ) ( p # 0, then x y x - 1 must belong to H\K since (p is 0 o n G \ / f 
and K. I n this event x y x " 1 e (HnHX l)\K, so that x e i f . Hence (y)(p* = 
(l/h)YjXeH(xyx~1)(p = (y)(p since (p is a class function on H. 

(v) (p*>G = < (JO, ( J O > H = / 2 + 1. Since (p is zero on A , so is <p* by (10). 
Therefore 

<<?*, </>*>G = - Z ( X ) ^ * ^ " 1 )<?* = - Z (11) 
Ml xeG m xeG\N 

N o w q>* is a class funct ion on G, so (x'0<P* = (x)q>* = (x)(p if xe H. Since 
G\N is the un ion of a l l the (H\K)\ equat ion (11) becomes 

<<P*><P*>G = ^ T ^ Z (x)(p'(x~1)(p = <<p, <jo>H 

—keep i n m i n d that |G : H | is the number of conjugates of H i n G. F ina l ly 
<<P> <P>H = f2 + 1 by defini t ion of (p. 

(vi) ^ is the restriction to H of some irreducible character \j/f of G. Let 
Xi>'-'>XS be the distinct irreducible characters of G, the t r i v i a l character 
being Xi- Since (p* is a class function, we can wri te (p* = YJUiciXi where 
ct = <<?*, Xi>G = fWi, Xi>G ~ <*AG &>G> which is an integer (by 8.3.3). M o r e 
over by the Frobenius Reciprocity Theorem (8.4.4) 

C l = / < * F , Z l > G - < * C , X l > G 

= / < < / ' l » < / ' l > H - < < / ' S <Al>H 

= / 

since \j/ Also, 

Z cf = <<?*, <p*yG = f2 + i 
i=l 

by (v). Therefore Y,i=2ci = 1 a n d some cf = ± 1 , a l l other c-s being 0 
i f j > 1. Thus 9* = fxi ± Xi- N o w (l)(p* = (l)(p = 0 by (iv), whence 0 = 
/ ± WXt- This shows that the negative sign is the correct one and (l)xt = f 
Therefore (p* = fxi — Xi- If x € H, we have (x)xt = f — (x)(p* = f — (x)(p = 
(x)\j/. Hence (XI)H = *A a n d we can take ij/' to be Xi-

(vii) Let *F denote the set of a l l non t r iv i a l irreducible characters of H 
that are constant on K. Define I = f] K e r if/', the intersection being formed 
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over a l l xp i n *F: here, of course, K e r xp' means the kernel of the associated 
representation. Clearly J o G. We shall show that I = N9 thus complet ing 
the proof. 

Let xe N and xp e x¥. Then 0 = (x)<p* where q>* is given by (9). Hence 
(x)xp' = f since (p* = f%x — xp'. Let p be the representation of G w i t h charac
ter xp'; then the characteristic roots of x p , wh ich are roots of uni ty , add up 
to / , the degree of p. Therefore these characteristic roots a l l equal 1. A p 
ply ing Maschke's Theorem and 8.1.6 to p | < x > , we conclude that xp = 1 and 
thus x e K e r p. Hence x e I and N ^ I. 

Fina l ly let x e H\K. Then there is a non t r iv i a l irreducible representation 
a o f H9 constant on K9 that does not map x to 1—otherwise by Maschke's 
Theorem xK w o u l d belong to the kernel of the regular representation, 
which , of course, is faithful. I f the character of a is ip9 then x <£ K e r ip9 

whence x <£ K e r xp' and x$L Thus I contains no element of (H/K)9 for any 
g9 f rom which i t follows that I ^ N and I = N. • 

Frobenius Groups 

The most impor t an t case of 8.5.4 is when K = 1. 

8.5.5 (Frobenius). If G is a finite group with a subgroup H such that 
HnHx = 1 for all x in G\H9 then N = G\[JxeG(H\l)x is a normal sub
group of G such that G = HN and HnN = 1. 

A group G which has a proper non t r iv i a l subgroup H w i t h the above 
property is called a Frobenius group. H is called a Frobenius complement and 
N the Frobenius kernel. We shall prove i n Chapter 10 the impor t an t theo
rem of Thompson that N is always ni lpotent . 

Frobenius groups arise i n a na tura l way as transitive permuta t ion 
groups—for example, we observed i n 7.1 that the group H(q) is a Frobenius 
group. I n fact there is a characterization of Frobenius groups i n terms of 
permuta t ion groups. 

8.5.6. 
(i) If G is a Frobenius group with complement H9 the action of G on the right 

cosets of H yields a faithful representation of G as a transitive nonregular 
permutation group in which no nontrivial element has more than one fixed 
point. 

(ii) Let G be a transitive but nonregular permutation group in which no 
nontrivial element has more than one fixed point. Then G is a Frobenius 
group. The Frobenius kernel consists of 1 and all elements of G with no 
fixed points. 
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Proof, (i) Suppose that g i n G fixes t w o distinct r ight cosets Hx and Hy. 
Then Hxg = Hx and Hyg = /Jy, equations which i m p l y that g e Hx n / J y . 
Since y x - 1 /J, this yields g = 1. 

(ii) Let G act on a set X . Choose a f rom X and wri te H = St G (a). I f g e 
G\H, then H r\H9 consists of the elements of G that fix the distinct points 
a and ag. Hence H r\H9 = 1 and G is a Frobenius group. The statement 
about the Frobenius kernel follows f rom the defini t ion. • 

EXERCISES 8.5 

1. Prove the following generalization of the Burnside p-q Theorem: a finite group 
with a nilpotent subgroup of prime-power index is soluble. 

2. The center of a Frobenius group is always trivial. 

3. The dihedral group D2n is a Frobenius group if and only if n is odd and > 1. 

4. Let P be an extra-special group of exponent 7 and order 7 3 . Let a and b be 
generators and put c = [a, b~\. The assignments a\-+a2c, b\-+b2, ci—>c4 determine 
an automorphism of order 3. Show that the semidirect product <a> K P is a 
Frobenius group with nonabelian kernel. 

5. Let G be a Frobenius group with kernel N. Prove that CG(x) < N for all 1 ^ x e 
N. 

6. I f G is a Frobenius group with kernel N, then |G : N\ divides |AT| — 1. 

7. Let G be a Frobenius group with kernel N. I f L <a G, prove that either L < N or 
N < L . [Hint: Assume that L £ N and show that |AT| divides |L | . ] 



CHAPTER 9 

Finite Soluble Groups 

The foundations of the theory of finite soluble groups were la id i n an inf lu
ential series of papers by P. H a l l between 1928 and 1937. After 1950 the 
subject developed further thanks to the w o r k of R.W. Carter, W . Gaschutz, 
B. Hupper t , and others. This act iv i ty has resulted i n a theory of great ele
gance. Here we can only present a small part of this theory; for a complete 
account see the recently published book [ b l 9 ] . 

9.1. Hall 7c-Subgroups 

Let G be a group and let n be a nonempty set of primes. A Sylow n-
subgroup of G is defined to be a max ima l 7r-subgroup. Whi le Sylow 7r-sub-
groups always exist, they are usually no t conjugate i f n contains more than 
one prime. 

A more useful concept is that of a H a l l 7r-subgroup. I f G is a finite group, 
a 7r-subgroup H such that |G : H | is a ^/-number is called a Hall n-subgroup 
of G. I t is rather obvious that every H a l l rc-subgroup is a Sylow 7r-subgroup. 
I n general, however, G need not contain any H a l l 7r-subgroups. F o r exam
ple, a H a l l {3, 5}-subgroup of A5 w o u l d have index 4, but A5 has no such 
subgroups (why?). We shall short ly see that i n a finite soluble group H a l l 
7r-subgroups always exist and fo rm a single conjugacy class. Not ice that the 
terms " H a l l p-subgroup" and "Sylow p-subgroup" are synonymous for finite 
groups i n view of Sylow's Theorem. 

The normal 7r-subgroups of a group G play a special role. Suppose that H 
and K are rc-subgroups and X o G. Then clearly HnK and HK/K are 
7r-groups, f rom which i t follows that HK is a 7r-group. Consequently the 

252 
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subgroup generated by al l the n o r m a l rc-subgroups of G is a 7r-group. This is 
the unique m a x i m u m no rma l 7c-subgroup of G; i t is denoted by 

0 , ( G ) . 

The fo l lowing properties of this subgroup are useful. 

9.1.1. Let G be any group and n a set of primes. 

(i) If H is a subnormal n-subgroup of G, then H < On(G). 
(ii) 0 7 r ( G ) is the intersection of all the Sylow nsubgroups of G. 

Proof, (i) By hypothesis there is a series H = / f 0 o / f x o • • • o Hl = G. I f 
/ < 1, then H < G and H < On(G) by defini t ion. Assuming that / > 1, we 
have by induc t ion on / that H < O^H^). Bu t the latter subgroup is char
acteristic i n and hence no rma l i n G. Thus O^H^) < 0 7 r ( G ) and H < 
0 , ( G ) . 

(ii) Let R = On(G) and let S be a Sylow rc-subgroup of G. Then RS is a 
7r-group, by the argument of the paragraph preceding this proof; therefore 
R < S by max imal i ty of S. O n the other hand, the intersection of a l l the 
Sylow 7r-subgroups is certainly n o r m a l i n G, so i t is contained i n R. • 

I n part icular i t follows that 0 7 r ( G ) is contained i n every H a l l 7r-subgroup 
of G. 

The Schur-Zassenhaus Theorem 

The fo l lowing theorem must be reckoned as one of the t ru ly fundamental 
results of group theory. 

9.1.2 (Schur, Zassenhaus). Let N be a normal subgroup of a finite group G. 
Assume that \N\ = n and \G: N\ = m are relatively prime. Then G contains 
subgroups of order m and any two of them are conjugate in G. 

We pause to introduce a useful piece of terminology. I f i f is a subgroup 
of a group G, a subgroup K is called a complement of H i n G i f 

G = HK and H n K = l . 

The reader w i l l recognize that 9.1.2 s imply asserts that complements of N 
exist and any t w o are conjugate. There is yet another fo rmula t ion of 9.1.2: i f 
TZ is the set of pr ime divisors of m, then H a l l rc-subgroups of G exist and any 
t w o are conjugate. 

Proof of 9.1.2. (i) Case: N abelian. Le t Q = G/N. Since N is abelian, i t can 
be made in to a Q-module via the well-defined act ion aNg = a9. F r o m each 
coset x i n Q we choose a representative tx, so that the set {tx\x e Q} is a 
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transversal to N i n G. Since txty belongs to the coset txtyN = txyN, there is 
an element c(x, y) o f N such that 

txty = txyc(x, y). 

By applying this equat ion and the associative law (txty)tz = tx(tytz) one 
obtains the relat ion 

c(xy, z) • c(x, y)z = c(x, yz) • c(y, z\ (1) 

which holds for a l l x, y, and z i n Q. 
Nex t consider the element of N 

d(y) = n c ( x > y)-
xeQ 

F o r m i n g the product of the equations (1) over a l l x i n Q, we f ind that 
d(z) - d(y)z = d(yz) • c(y, z)m because N is abelian; thus 

d(yz) = d(yfd(z)c(y, z)~m (2) 

Since (ra, n) = 1, there is an element e(y) o f N such that e(y)m = d(y)~x, and 
(2) becomes e(yz)~m = (e(yfe(z)c(y, z))~m. Hence 

e(yz) = e(y)ze(z)c(y, z). 

We define sx to be txe(x) and compute 

sysz = tytze(y)ze(z) = tyzc(y, z)e(y)ze(z) = tyze(yz) = syz. 

Consequently the mapping X H S x is a h o m o m o r p h i s m 8: Q G. N o w sx = 
1 implies that tx e N and x = N = 1Q. Hence 6 is injective, I m 6 ^ g , and 
| I m 0| = m. 

N o w suppose that / f and H* are two subgroups of order m. Then 
G = HN = H*N and H n AT = 1 = H* n AT. Let x i n Q map to w x and wj 
respectively under the canonical homomorphisms Q = HN/N H and 
Q = H*N/N i f * . Then = w x a(x) where a(x) e N. Bu t w j y = u*u* = 
uxa(x)uya(y) = uxya(x)ya(y), whence we deduce the relat ion 

a(xy) = a(x)ya(y). (3) 

Define b = Y\xeQa(x). F o r m i n g the product of the equations (3) over a l l x 
i n Q, we obta in b = bya(y)m. Since (m, n) = 1, i t is possible to wri te b = cm 

w i t h c i n N. Then the preceding equat ion becomes c = cya(y) or a(y) = 
c~yc. Therefore u* = uya(y) = uyc~yc = c~1uyc, because c~y = ( c _ 1 ) U y . Hence 
H* = c^Hc. 

(ii) Existence—The general case. We use induc t ion on |G | . Let p be a 
pr ime d iv id ing |iV| and P a Sylow p-subgroup of N. W r i t e L = NG(P) and 
C = CP- Then L < NG(C) = M, say, since C is characteristic i n P. By the 
F r a t t i n i argument (5.2.14) we have G = LN and a fortiori G = MN. Let 
i \ \ denote the n o r m a l subgroup N n M of M and observe that | M : i \ \ | = 
| G : AT | = m. We may apply the induc t ion hypothesis to the group M/C on 
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no t ing that C # 1. Let X/C be a subgroup of M/C w i t h order m. Since 
\X: C| = m is relatively pr ime to |C | , we can apply (i) to conclude that X 
has a subgroup of order m. 

(iii) Conjugacy—The case G/N soluble. Denote by % the set of pr ime d i v i 
sors of m and wri te R = On(G). Let H and X be t w o subgroups of G bo th of 
which have order m. Then R < HnK since H and X are H a l l rc-subgroups 
of G. Evident ly we may pass to the group G/R. Observe that On(G/R) = 1, 
so we may as well suppose that R = 1. O f course we can also assume that 
m > 1, so that N ^ G. 

Let L / i V be a m i n i m a l no rma l subgroup of G/N. Since the latter is 
soluble, L/N is an elementary abelian p-group for some pr ime p i n n. N o w 
H n L is a Sylow p-subgroup of L because H n L ~ (H n L)N/N < L/N 
and | L : / J n L \ = \HL: H\ is a p '-number. The same is true of X n L . 
Thus Sylow's Theorem may be applied to give H n L = (K n L)9 = K9 n L 
for some g i n G. W r i t i n g S for / J n L , we conclude that S o </J, K9} = J, 
say. 

Suppose that J = G, so that S o G. Then, because S is a rc-group, S < 
K = 1; thus L is a p '-group. However this cannot be true since L/N is a 
p-group. I t follows that J ^ G. We can now use induc t ion on \G\ to con
clude that H and K9 are conjugate i n J , whence we derive the conjugacy of 
H and X . 

(iv) Conjugacy—The case N soluble. I f H and X are subgroups of G w i t h 
order m, then HN'/N' and KN'/N' are conjugate by (i). Hence H9 < KN' for 
some g i n G. By induc t ion on the derived length of N we conclude that H9 

and X are conjugate, being subgroups of order m i n the group KN'. Hence 
H and X are conjugate. 

(v) Conjugacy—The general case. Since the integers m and n are rela
tively prime, at least one of them is odd, and the F e i t - T h o m p s o n Theorem 
(see the discussion fo l lowing 5.4.1) implies that either N or G/N is soluble. 
The result now follows f rom (iii) and (iv). • 

Not ice that the F e i t - T h o m p s o n Theorem is only required to prove con
jugacy, and then only i f we do not k n o w a priori that either N or G/N is 
soluble. 

The fo l lowing corol lary of 9.1.2 is impor tan t . 

9.1.3. With the notation of 9.1.2, let m1 be a divisor of m. Then a subgroup of 
G with order m1 is contained in a subgroup of order m. 

Proof. Let H and Hx be subgroup of G w i t h orders m and mx respectively. 
Then G = HN and HXN = (H1N) n (HN) = ((H1N) n H)N, which shows 
that the order of (H1 N)nH equals | Hx N : N \ = \ Hx \ = m1. By 9.1.2 we con
clude that Hx = ((H1N)nH)9 < H9 for some g i n G; of course \H9\ = m. 

• 
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7r-Separable Groups 

Let G be a finite group and let n be a nonempty set of primes. Then G is 
said to be n-separable i f i t has a series each factor of wh ich is either a n-
group or a 7r ' -group. F o r example, a finite soluble group is n-separable for 
all n: to see this one simply refines the derived series by inserting the n-
component of each factor. Not ice that ^-separability is identical w i t h n'-
separability. I t is also very easy to prove that every subgroup and every 
image of a 7r-separable group are likewise 7r-separable. 

The Upper 7r'7r-Series 

I f G is an arb i t rary group, the upper n'n-series is generated by repeatedly 
applying and O^. This is, then, the series 

1 = P o ^ N o ^ P ^ N ^ - ' - ^ P ^ N n - ' -

dGfinGd by 

Nt/Pt = OAG/P,) and Pt+1/Nt = 0%(G/Nt). 

I t is somtimes convenient to wri te the first few terms N0, P l 5 i V l 5 . . . as 

C M C ) , C W G ) , 0,.,AG),.... 

W h a t we have here is a series of characteristic subgroups whose factors are 
alternately ^/-groups and 7r-groups. 

9.1.4. Let G be a finite n-separable group and let 1 = H0 o X 0 o Hx o 
X x o • • •<] / f w o Km = G be a n'n-series, that is, such that KJHi is a n'-
group and Hi+1/Kt is n-group. Then Ht < Pt and Kt < Nt where Pt and Nt are 
terms of the upper n'n-series of G. In particular, Nm = G. 

Proof. Suppose that the inclusion Ht < Pt has been p r o v e d — i t is of course 
true i f i = 0. Then KiPJPi is a subnormal ^/-subgroup of G/Ph whence Kt < 
Nt by 9.1.1(i). Thus Hi+1Ni/Ni is a subnormal rc-subgroup of G/Nt and 
Hi+1 < Pi+1. The result now follows by induct ion . • 

I t follows that a finite group G is n-separable if and only if it coincides 
with a term of its upper n'n-series. Moreover the upper fl/Tr-series is a 
shortest fl/Tr-series; its length is termed the n-length o f G 

We take note of a simple characterization of 7r-separable groups. 
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9.1.5. The following properties of the finite group G are equivalent: 

(i) G is n-separable; 
(ii) every principal factor of G is an or a %'-group; 

(iii) every composition factor of G is a n-group or a n'-group. 

Proof, (i) (ii). I f G is ^-separable, then so is every pr incipal factor; but the 
latter are characteristically simple, so by 9.1.4 each one is either a 7r-group 
or a flZ-group. 

(ii) (i i i) . Simply refine a pr inc ipa l series to a composi t ion series. 
(iii) (i). This is obvious. • 

Hall 7r-Subgroups of 7r-Separable Groups 

The most impor tant property of ^-separable groups is that H a l l rc-subgroups 
exist and are conjugate. 

9.1.6 (P. H a l l , Cunihin) . Let the finite group G be n-separable. Then every 
n-subgroup is contained in a Hall n-subgroup of G and any two Hall n-sub-
groups are conjugate in G. 

Proof. Since each rc-subgroup is contained i n a Sylow 7r-subgroup, i t suffices 
to prove that a Sylow rc-subgroup P is a H a l l rc-subgroup and that a l l such 
subgroups are conjugate. This w i l l be accomplished by induc t ion on |G| , 
wh ich we suppose greater than 1. Let R = On(G) and assume first that 
R 1. Then R < P and by induc t ion P/R is a H a l l 7r-subgroup of G/R. O f 
course i t follows that P is a H a l l rc-subgroup of G. I f Q is another H a l l 
7r-subgroup of G, then P/R and Q/R are conjugate, whence P and Q are 
conjugate. 

N o w assume that R = 1. Since G is ^-separable and G ^ 1, we have S = 
O ^ G ) ^ 1. O f course PS/S is a rc-group and by induc t ion i t is contained i n 
a H a l l 7r-subgroup Q/S of G/S. By 9.1.3 the rc-subgroup P is contained i n a 
H a l l 7r-subgroup P* of Q. Bu t P is a Sylow rc-subgroup, so P = P* and P is 
a H a l l 7r-subgroup of Q and hence of G. I f Px is any other H a l l rc-subgroup 
of G, then PS/S and PiS/S are conjugate; for these are surely H a l l n-
subgroups of G/S. Thus Pf < PS for some g i n G. Bu t now the Schur-
Zassenhaus Theorem may be applied to PS to show that P and Pf are 
conjugate. • 

The most impor t an t case of 9.1.6 is when G is soluble: this is the or ig inal 
theorem of P. H a l l and we shall restate i t as 

9.1.7 (P. Ha l l ) . If G is a finite soluble group, then every n-subgroup is con
tained in a Hall n-subgroup of G. Moreover all Hall n-subgroups of are 
conjugate. 
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I t is a remarkable fact that the converse of 9.1.7 holds: the existence of 
H a l l 7r-subgroups for a l l % implies solubil i ty. 

9.1.8 (P. Hal l ) . Let G be a finite group and suppose that for every prime p 
there exists a Hall p'-subgroup. Then G is soluble. 

Proof. Assume that the theorem is false and let a counterexample G of 
smallest order be chosen. Suppose that N is a proper non t r iv i a l no rma l 
subgroup of G. I f H is a H a l l p'-subgroup of G, i t is evident that HnN and 
HN/N are H a l l p'-subgroups of N and G/N respectively. Therefore N and 
G/N are soluble groups by m i n i m a l i t y of G. Bu t this leads to the contradic
t i on that G is soluble. Consequently G must be a simple group. 

W r i t e \G\ = pi1 •"plh where et>0 and P i , . . . , p f c are distinct primes. 
Burnside's theorem (8.5.3) shows that k > 2. Let Gt be a H a l l p^-subgroup 
of G and put H = G 3 n - n G k . Then \G:Gi\=pfi. By 1.3.11 we have 
\G:H\ = Yi^3pf\ whence \H\ = p{'pe

2

2 and H is soluble, by Burnside's the
orem once again. Let M be a m i n i m a l no rma l subgroup of H; then M is an 
elementary abelian p-group where p = px or p 2 , let us say the former. N o w 
\G:HnG2\=pe

2

2'-pk

3\ so \HnG2\=p{K Thus HnG2 is a Sylow p x -
subgroup of H and consequently M < H n G 2 < G 2 . Also | i f n G x | = p | 2 by 
the same reasoning. Hence G = (HnG1)G2 by consideration of order. I t 
follows that MG = M°2 < G 2 < G, and MG is a proper non t r iv i a l no rma l 
subgroup of G. This is a contradict ion. • 

Minimal Nonnilpotent Groups 

O u r next objective is a theorem of Wie landt asserting that i f a finite group 
has a nilpotent H a l l rc-subgroup, then a l l H a l l rc-subgroups are conjugate. 
I n order to prove this we need to have in fo rmat ion about m i n i m a l non
ni lpotent groups. Indeed knowledge of the structure of such groups is useful 
i n many contexts. 

9.1.9 (O.J. Schmidt). Assume that every maximal subgroup of a finite group G 
is nilpotent but G itself is not nilpotent. Then: 

(i) G is soluble; 
(ii) |G | = pmqn where p and q are unequal primes; 

(iii) there is a unique Sylow p-subgroup P and a Sylow q-subgroup Q is cyclic. 
Hence G = QP and P < G . 

Proof, (i) Let G be a counterexample of least order. I f AT is a proper non-
t r iv i a l n o r m a l subgroup, b o t h N and G/N are soluble, whence G is soluble. 
I t follows that G is a simple group. 



9.1. Hall 7r-Subgroups 259 

Suppose that every pair of distinct max ima l subgroups of G intersects i n 
1. Let M be any max ima l subgroup: then certainly M = NG(M). I f |G | = 
n and \M\ = m, then M has n/m conjugates every pair of which intersect 
t r iv ia l ly . Hence the conjugates of M account for exactly (ra — l)n/ra = 
n — n/m nont r iv ia l elements. Since ra > 2, we have n — n/m > n/2 > (n — l ) /2 : 
i n add i t ion i t is clear that n — n/m <n — 2<n — 1. Since each noniden-
t i ty element of G belongs to exactly one max ima l subgroup, n — 1 is the 
sum of integers ly ing str ict ly between (n — l ) / 2 and n — 1. This is p la inly 
impossible. 

I t follows that there exist distinct max ima l subgroups Mx and M 2 whose 
intersection I is non t r iv ia l . Let Mx and M 2 be chosen so that I has maxi 
m u m order. W r i t e N = NG(I). Since M is ni lpotent , I ^ NMi(I) by 5.2.4, so 
that I < Nn Mx. N o w I cannot be n o r m a l i n G; thus N is proper and is 
contained i n a max ima l subgroup M . Then I < N r\Ml < M n M 1 ? which 
contradicts the max imal i ty of | / | . 

(ii) Let \G\ = pi1"-pk

k where et > 0 and the pt are distinct primes. As
sume that k > 3. I f M is a max ima l normal subgroup, its index is pr ime since 
G is soluble; let us say \G\M\=p1. Let Pt be a Sylow p r s u b g r o u p of G. I f 
i > 1, then Pt< M and, since M is ni lpotent , i t follows that P ; 0 G; also the 
subgroup P1Pi cannot equal G since k > 3. Hence P x Pj is ni lpotent and thus 
[ P 1 ? p . ] = l (by 5.2.4). I t follows that A G ( P X ) = G and P ^ G. This means 
that a l l Sylow subgroups of G are normal , so G is ni lpotent . By this contra
d ic t ion k = 2 and |G | = p^pl2. We shall wri te p = p2 and q = px. 

(iii) Let there be a max ima l n o r m a l subgroup M w i t h index g. Then the 
Sylow p-subroup P of M is no rma l i n G and is evidently also a Sylow p-
subgroup of G. Let Q be a Sylow ^-subgroup of G. Then G = g P . Suppose 
that Q is no t cyclic. I f g e Q, then P> ^ G since otherwise g ^ G/P, 
which is cyclic. Hence P> is n i lpotent and [g, P ] = 1. But this means 
that [ P , Q] = 1 and G = P x Q, a n i lpotent group. Hence Q is cyclic. • 

Wielandt's Theorem on Nilpotent Hall 7r-Subgroups 

I n an insoluble group H a l l 7r-subgroups, even i f they exist, may not be con
jugate: for example, the simple group PSL(2, 11) of order 660 has subgroups 
isomorphic w i t h D 1 2 and AA\ these are nonisomorphic H a l l {2, 3}-subgroups 
and they are certainly not conjugate. However the s i tuat ion is quite differ
ent when a ni lpotent H a l l 7r-subgroup is present. 

9.1.10 (Wielandt) . Let the finite group G possess a nilpotent Hall n-subgroup 
H. Then every n-subgroup of G is contained in a conjugate of H. In particu
lar all Hall n-subgroups of G are conjugate. 

Proof. Let X be a rc-subgroup of G. We shall argue by induc t ion on \K\, 
which can be assumed greater than 1. By the induc t ion hypothesis a max i -
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ma l subgroup of K is contained i n a conjugate of H and is therefore 
ni lpotent . I f K itself is not ni lpotent , 9.1.9 may be applied to produce a 
pr ime q i n n d iv id ing \K\ and a Sylow ^-subgroup Q wh ich has a no rma l 
complement L i n K. O f course, i f K is ni lpotent , this is s t i l l true by 5.2.4. 

N o w wri te H = Hx x H2 where is the unique Sylow ^-subgroup of H. 
Since L ^ K , the induc t ion hypothesis shows that L <H9 = H{ x H9

2 for 
some g e G. Thus L <H9

2 because L is a g'-group. Consequently AT = NG(L) 
contains < i f f , X > . Observe that | G : H x | is no t divisible by q\ hence H\ is a 
Sylow g-subgroup of N and by Sylow's Theorem Q < (Hf)* for some x e N. 
But L = L x and, using L < i f f , we ob ta in 

K = QL = QLX < HfxH9

2

x = 

as required. • 

EXERCISES 9.1 

1. Let G be a Frobenius group with kernel K. Prove that every complement of K 
in G is a Frobenius complement and that all Frobenius complements of K are 
conjugate in G (see Exercise 8.5.6). 

*2. Let AT<3 G and suppose that | G : N\ = m is finite and N is an abelian group 
in which every element is uniquely expressible as an mth power. Prove that N 
has a complement in G and all such complements are conjugate. [Hint: See the 
proof of 9.1.2.] 

3. Let G be a countable locally finite group (i.e., finitely generated subgroups are 
finite). Suppose that ATo G and that elements of N and G/N have coprime 
orders. Prove that N has a complement in G. Show also that not all the 
complements need be conjugate by considering the direct product of a count
able infinity of copies of S3. 

4. I f H is a subnormal subgroup of a group G, prove that On(H) = H n 0 7 C(G). 

5. Let H and X be 7r-separable subgroups of a finite group G. I f H is subnormal 
in G, prove that <H, X > is 7i-separable. 

6. I f p divides the order of a finite soluble group G, prove that there is a maximal 
subgroup whose index is a power of p. Show that this is false for insoluble 
groups. 

7. Let G be a finite soluble group whose order has exactly k prime divisors where 
k > 1. Prove that there is a prime p and a Hall p'-subgroup H such that |G| < 

|-H^r. L e t | G | = pe,... p e k a n d ^ ^ 1 . t n e smallest pf'.] 

8. Let G be a finite soluble group whose order has at least three distinct prime 
divisors. I f every Hall p'-subgroup of G is nilpotent, show that G is nilpotent. 
[Hint: Prove that each Sylow subgroup is normal.] 

9. (Wielandt). I f a finite group G has three soluble subgroups Hl,H2,H3 with 
their indices coprime in pairs, then G is soluble. [Hint: Use induction on the 
order of G. Assume H1 ^ 1 and choose a minimal normal subgroup N of H±: 
show that NG is contained in either H2 or H 3 . ] 
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10. A finite group in which every subgroup is either subnormal or nilpotent is solu
ble. [Use 9.1.9.] 

11. Let G = PQ be a finite minimal nonnilpotent group with the notation of 9.1.9. 
Derive the following information about G: 
(a) Frat Q < CG. 
(b) P = [P, Q] and Frat P < £(G), so P is nilpotent of class at most 2. 
(c) I f p is odd, Pp = 1, while P 4 = 1 i f p = 2 [Hint: Prove that [a, x]p = 1 or 

[a, x ] 4 = 1 where a e P and x e Q.] 

12. (Ito). Let G be a group of odd order. I f every minimal subgroup lies in the 
center, prove that G is nilpotent. [Use Exercise 9.1.11.] 

13. (Ito). Let G be a group of odd order. I f every minimal subgroup of G' is normal 
in G, prove that G' is nilpotent and G is soluble. 

*14. Let A be a minimal normal subgroup of a finite soluble group G such that 
N = CG(N). Prove that N has a complement in G and all such complements are 
conjugate. [Hint: Let L/N be minimal normal in G/N. Show that N has a com
plement X in L and argue that NG(X) is a complement of N in G.] 

9.2. Sylow Systems and System Normalizers 
Let G be a finite group and let p l 9 . . . , pk denote the distinct pr ime divisors 
of |G | . Suppose that Qt is a H a l l p--subgroup of G. Then the set { Q l 9 Q k } 
is called a Sylow system of G. I t is a direct consequence of 9.1.7 and 9.1.8 
that a finite group has a Sylow system if and only if it is soluble. 

A Sylow system determines a set of permutable Sylow subgroups of G i n 
the fo l lowing manner. 

9.2.1. Let { < 2 1 ? . . . , Qk} be a Sylow system of the finite soluble group G. 

(i) If n is any set of primes, then ^\Pi$%Qi is a Hall n-subgroup of G. In 
particular Pt = f]j¥:iQj is a Sylow prsubgroup of G. 

(ii) The Sylow subgroups P 1 ? P k are permutable in pairs, that is, PtPj = 
PjP, 

Proof. Let |G | = p{'--pe

k

k where \G:Qt\= pf*. I t follows f rom 1.3.11 that 
H = f]Pi^nQi has index equal to YlpitnPi** wh ich shows that H is a H a l l 
7r-subgroup of G. A p p l y i n g this result to n = {ph pj}, i ^ j , we conclude that 
K = f)k¥:ijQk is a H a l l rc-subgroup w i t h order pppp, containing Pt and Pj. 
Since \PtP-\ = pf*pp, i t follows that P ^ = K = PjPt. • 

A set of mutua l ly permutable Sylow subgroups, one for each pr ime 
d iv id ing the group order, is called a Sylow basis. By 9.2.1, i f J = 
{ Q i , Q k } is a Sylow system of finite soluble group G, there is a 
corresponding Sylow basis = { P 1 ? P k } given by Pt = f^j^Qj. I n fact 
the converse holds: each Sylow basis determines a Sylow system. 
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9.2.2. / / G is a finite soluble group, the function J H-» is a bijection between 
the set of Sylow systems and the set of Sylow bases of G. 

Proof. Let 0* = { P l 9 P k } be any Sylow basis of G and define Qt = 
Ylj&Pj- Since the Pj are permutable, Qt is a subgroup. F r o m its order we 
can tell that Qt is a H a l l p--subgroup. Hence ^ = { Q l 9 Q k } is a Sylow 
system of G. F ina l ly one easily verifies that 

n r u = n and n n e ^ a , 
i^kj^i k^i j^k 

so that 0* ^ and J h-» are inverse mappings. • 

T w o Sylow systems { Q l 9 Q k } and { Q l 9 Q k } of G are said to be 
conjugate i f there is an element g o f G such that Qf = Qj for i = 1, 2 , . . . , k. 
Conjugacy of two Sylow bases is defined i n the same way. 

9.2.3 (P. Hal l ) . In a finite soluble group G any two Sylow systems are conju
gate, as are any two Sylow bases. 

Proof. Denote by ^ the set of a l l H a l l p--subgroups of G. Then G acts on 9{ 

by conjugation and 9.1.7 shows that this act ion is transitive. Consequently 
|^| = \G:NG(Qt)\ where Qt-e Sf{. i t follows that | ^ | divides \G:Qt\ and 
equals a power of pt. N o w G also acts by conjugation on the set 9* = 
^ x • • • x <fk o f al l Sylow systems. A n element of G fixes (Ql9..., Qk) i f and 
only i f i t normalizes each Qt. Thus the stabilizer of ( Q l 9 Q k ) i n G is the 
intersection of a l l the N G ( Q j ) , wh ich has index equal to J ] . = 1 \Sft\ = Bu t 
this means that G acts transit ively on £f9 wh ich is jus t to say that any t w o 
Sylow systems are conjugate. A p p l y i n g the mapping J h-» and using 9.2.2 
we deduce the corresponding result for Sylow bases. • 

System Normalizers 

Let { Q l 9 Q k } be a Sylow system of a finite soluble group G. The subgroup 

N = 0 NG(Qd 
i=l 

is called a system normalizer of G. We shall see that these subgroups have 
many remarkable properties. Not ice that i f {Pl9..., Pk} is the corresponding 
Sylow basis, an element of G normalizes every Qt i f and only i f i t normalizes 
every Pt: this i n on account of the re la t ion between the Pt and the Qt (see 
9.2.1 and 9.2.2). Hence 

N=f] NG(Pt). 
i=l 

and the system normalizers can also be obtained f rom Sylow bases. 
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9.2.4. In a finite soluble group the system normalizers are nilpotent and any 
two are conjugate. 

Proof. Let { P 1 ? P k } be a Sylow basis g iving rise to a system normalizer 
N. N o w \N:Nn Pt\ = \NPt: Pt\ divides \ G:Pt\ since P^o NPt. Hence N n Pt 

is a Sylow p r s u b g r o u p of N. Also J V n P ^ A . I t follows f rom 5.2.4 that 
A is ni lpotent . The conjugacy of the system normalizers is a direct conse
quence of the conjugacy of the Sylow systems. • 

Covering and Avoidance 

Suppose that G is a group and let K o f f < G and L < G. Then L is said 
to cover H/K i f HL = KL, or equivalently, i f H = K(H n L ) . O n the other 
hand, i f HnL = K n L , that is, i f HnL < K, then L is said to avoid 
H/K. 

9.2.5. Le£ G be a finite soluble group and let H/K be a principal factor of 
G which is a p-group. Let M o G and denote by Q a Hall p'-subgroup of 
M. Then NG(Q) covers or avoids H/K according as M centralizes H/K or 
not. 

Proof. Denote NG(Q) by L . First of a l l suppose that M centralizes H/K, 
so that [ f f , M ] < K. N o w QH = Q [ i f , Q] by 5.1.6 and, because Q < M, i t 
follows that QH < Q(K n M). I f x e i f , then Q and Qx are clearly H a l l p'-
subgroups of Q(K n M ) and 9.1.7 shows that they are conjugate, say Qx = 
Qy for some y in K nM. Hence xy'1 e L and x e LK = KL, wh ich shows 
that L covers H/K. 

N o w suppose that M does not centralize H/K and wri te C = CG(H/K); 
then D = C n M < M and consequently there is a pr inc ipal factor E/D of G 
such that E < M ; thus E £ C. N o w E / D acts via conjugation on i f / X . I f 
£ / D were a p-group, the natura l semidirect product (E/D) K ( i f /K) w o u l d be 
a finite p-group and hence ni lpotent , wh ich w o u l d i m p l y that [ i f , E~]K < i f 
and thus [ i f , E~] < K: however this is false because E £ C. Therefore the 
pr inc ipa l factor E/D is a p ' -group, f rom which we deduce that E < DQ: for 
Q is a H a l l p '-subgroup of M . I t follows that 

[ i f nL,E~]<iHnL, DQ] < [HnL, D ] [ i f n L , Q] < K; 

for D < C, while [H nL, Q]<HnLnQ<K since i f / X is a p-group. 
Thus ( i f nL)K/K < CH/K(EK/K); n o w the latter is G-admissible and not 
equal to H/K because E £ C. Since H/K is a pr inc ipa l factor, CH/K(EK/K) is 
t r iv i a l , so HnL < K and L avoids i f / X . • 

This result is the stepping stone to a fundamental covering and avoid
ance proper ty of system normalizers. 
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9.2.6 (P. Hal l ) . / / N is a system normalizer of a finite soluble group G, then N 
covers the central principal factors and avoids the noncentral principal factors 
ofG. 

Proof. Let 1 = G 0 < Gx < • • • < Gn = G be a pr inc ipa l series of G. Let the 
system normalizer N arise f rom a Sylow system {Ql9..., Qk} and put A^ = 
NG(Qi% so that N = JVX n • • • nNk. 

Accord ing to 9.2.5 (wi th G i n place of M ) , the subgroup Nt covers the 
central p r p r i n c i p a l factors and avoids the noncentral p r p r i n c i p a l factors 
(here Qt is a H a l l p--subgroup). Hence N certainly avoids the noncentral 
pr inc ipa l factors. N o w \Gj+1 Nt: GjNt\ equals 1 or \Gj+1:Gj\ according to 
whether Nt covers or avoids GJ+1/Gj. I t follows that | G : Nt\ equals the p rod 
uct of the orders of the noncentral p r p r i n c i p a l factors. Since the |G : Nt\ are 
relatively prime, |G:AT| equals the product of the orders of a l l the non-
central pr inc ipa l factors. This implies that \N\ equals the product of the 
orders of the central pr inc ipa l factors. Bu t \N\ equals the product of al l the 
indices \ Gj+1 nN :GjnN\ where Gj+1/Gj is central; for N avoids noncentral 
factors. Hence | G j + 1 n N: G y n N\ = \Gj+1: G5\ i f Gj+1/Gj is central: this 
implies that Gj+1 = Gj(Gj+1 n N) and N covers Gj+1/Gj. • 

A n interesting corol lary of 9.2.6 is the fact that the order of a system 
normalizer equals the product of the orders of all the central factors in a 
principal series. 

As an applicat ion of the covering-avoidance proper ty of system no rma l 
izers, we shall prove a theorem on the existence of complements. 

9.2.7 (Gaschiitz, Schenkman, Carter). Let G be a finite soluble group and 
denote by L the smallest term of the lower central series of G. If N is any 
system normalizer in G, then G = NL. If in addition L is abelian, then also 
N n L = 1 and N is a complement of L . 

Proof. F o r m a pr inc ipa l series of G th rough L by refining 1 < L < G. Since 
G / L is ni lpotent , pr inc ipa l factors "above" L w i l l be central and hence are 
covered by N (by 9.2.6). Therefore G = NL. 

N o w assume that L is a abelian. Then i t is sufficient to prove that no 
pr inc ipa l factor of G "below" L is central: for by 9.2.6 the system normalizer 
N w i l l avoid such factors and N n L w i l l be t r iv ia l . We shall accomplish this 
by induc t ion on | L | > 1. By the induc t ion hypothesis i t suffices to show that 
L n C G = 1. 

I f C = C G ( L ) , then L < C < G since L = [ L , G ] ^ 1. Hence G/C is n i l -
potent; we now choose a non t r i v i a l element gC f rom the center of G/C, 
no t ing that [ L , [ g , G ] ] = 1. We deduce f rom this re lat ion and one of the 
fundamental commuta to r identities that if ae L and xeG, then 

La, gY = Lax, = [a\ [ x , g ~ ^ = lax, gl 
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Hence the mapping 6: L L defined by a0 = la, g] is a nonzero G-endo-
morph i sm of L , and K e r # o G. Since L n £ G < K e r 0, we may assume 
K e r 0 ^ 1 , so that ( L / K e r 0) n C(G/Ker 0) is t r i v i a l by induct ion. Also 
L / K e r 6 ~ G L 0 , f rom which i t follows that L° n CG = 1. N o w 1 ^ L 0 o G 
and ( L / L 0 ) n C(G/L 0 ) is t r i v i a l by induct ion . Therefore Ln£G = 1, as 
required. • 

9.2.8. Le£ N be a system normalizer of a finite soluble group G. Then NG, the 
core of N in G, equals the hypercenter of G and the normal closure of N 
equals G itself 

Proof. Le t H be the hypercenter of G and refine the series l < H < G t o a 
pr inc ipa l series. By 9.2.6 every central pr inc ipa l factor is covered by A , so 
H < N and hence H < NG = K, say. I f H ^ K, there is a pr inc ipal factor 
L/H where L < K. N o w since L/H cannot be central, i t is avoided by A . 
But L < K < N, f rom which i t follows that L = H, a contradict ion. 

I f the no rma l closure NG were proper, i t w o u l d lie inside a max ima l nor
ma l subgroup of G, say M . Bu t G/M is abelian since G is soluble. Hence A 
covers G / M and G = M A = M , wh ich cannot be true. • 

Since A G is generated by conjugates of A , we deduce f rom 9.2.8 the fo l 
l o w i n g fact. 

9.2.9. A finite soluble group is generated by its system normalizers. 

Abnormal Subgroups 

A subgroup H of a group G is called abnormal i f g e (H, H9} for a l l g i n 
G. Fo r example, i t is simple to show that a nonnorma l max ima l subgroup 
is always abnormal . A b n o r m a l i t y is a strong fo rm of nonnormal i ty which 
leads to an interesting characterization of system normalizers. 

I m p o r t a n t examples of abnormal subgroups are the Sylow normalizers. 

9.2.10. Let N be a normal subgroup of the finite group G and let P be a Sylow 
p-subgroup of N. Then NG(P) is abnormal in G. 

Proof. Let H = NG(P) and pu t K = <ff , H9} where g is some element of G. 
N o w P and P9 are conjugate i n K n A since they are Sylow p-subgroups 
of that group. Therefore P9 = Px for some x in K n N, and gx'1 e H. I t 
follows that g E K, as requred. • 

A n abnormal subgroup H always coincides w i t h its normalizer: for i f g e 
NG(H), then g e <ff , H9} = H. N o w i t is obvious that any subgroup of G 
that contains an abnormal subgroup is itself abnormal . Consequently every 
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subgroup that contains f f is also self-normalizing. I n fact the converse of 
this statement is true for finite soluble groups. 

9.2.11 (Taunt). Let G be a finite soluble group and let H be a subgroup. Then 
H is abnormal in G if and only if every subgroup containing H coincides with 
its normalizer in G. 

For the p roof we require a simple lemma. 

9.2.12. Let G be a finite group and let H < G and N<] G. If H is abnormal in 
HN and HN is abnormal in G, then H is abnormal in G. 

Proof. I f g e G, then g e {HN, (HN)9} = N{H, H9}; thus g = xy where 
x e N and y e <ff , H9}. N o w x e <ff , f f x > since H is abnormal i n HN. 
Hence x e <ff , H9*'1} < <ff , H9} since y e <ff , H9}. F ina l ly g e <ff , H9} as 
required. • 

Proof of 9.2.11. O n l y the sufficiency of the condi t ion is i n question: assume 
that H satisfies the condi t ion . We shall prove that H is abnormal i n G by 
induc t ion on |G | > 1. I f AT is a m i n i m a l no rma l subgroup of G, the hypothe
sis on H is inheri ted by HN/N, w i t h the result that HN/N is abnormal 
i n G/N by induct ion . Obviously this means that i f AT is abnormal i n G. I f 
f f AT ^ G, then f f is abnormal i n HN, by induc t ion once again, and the de
sired conclusion follows f rom 9.2.12. Final ly , suppose that HN = G. Then, 
since N is abelian, f f n N = 1; we may apply 5.4.2 to show that f f is max i 
ma l i n G. However f f = NG(H) by hypothesis, so f f is abnormal i n G. • 

System Normalizers and Abnormality 

The a im of the rest of this section is to explore the relationship between 
abnormal i ty and system normalizers, the pr inc ipa l theorem (9.2.15) being a 
characterization of system normalizers. Fo r the latter we shall need two pre
l imina ry results. 

9.2.13. Let M be a nonnormal maximal subgroup of a finite soluble group G 
and let \ G:M\ = pm. If Q is a Hall p'-subgroup of M, then NG(Q) < M. 

Proof. I n the first place \G:M\ is indeed a power of a pr ime p by 5.4.3. 
Induc t on |G | > 1. I f the core of M i n G—ca l l i t K—is non t r iv ia l , then 
NG/K(QK/K) < M/K by induct ion , wh ich surely implies that NG(Q) < M. 
Henceforth we suppose that K = 1. Choose a m i n i m a l no rma l subgroup N 
of G; then N ^ M , so that G = MN a n d M n J V < G . (Keep i n m i n d that N 
must be abelian because G is soluble.) I t follows that M n N = 1 and | N\ = 
\G:M\= pm. 
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Let Nx be m i n i m a l no rma l i n M and suppose that Nx is a p-group. Then 
NN1 is a p-group and hence is ni lpotent ; thus [AT, A^] < N. But [AT, A T ^ o 
MAT = G, so [AT, A^] = 1 and 1 ^ A ^ o MN = G. However, since M has 
t r iv i a l core, this is impossible. I t follows that Nx has order pr ime to p and 
i n consequence A^ < Q. W r i t i n g L for NG(Q\ we argue that A/f < N™N = 
Ni < NXN. Therefore JVf <(N1N)nQ = Nx and L < NG(N1). The latter 
subgroup equals M since J V ^ M and M is maximal : thus L < M . • 

9.2.14. 7/ M is a nonnormal maximal subgroup of a finite soluble group G, 
then every system normalizer of M contains a system normalizer of G. 

Proof. Let {Qi, ...,Qk} be a Sylow system of G where Q f is a H a l l p--
subgroup of G. The index of M is G is a pr ime power, say p™. Since a H a l l 
pi-subgroup of M is also a H a l l pi-subgroup of G, we may assume that 
Q i < M . I f i > 1, the indices |G : M | and |G : <2f| are relatively pr ime and we 
conclude f rom Exercise 1.3.8 that G = MQt. Hence \M:MnQt\ = | G : & | , 
wh ich is a power of p f. I t follows that M n is a H a l l p--subgroup of M 
and that { g t = M n Q l 5 MnQ2,.. , Mr\Qk} is a Sylow system of M . 
Since A ^ Q i ) < M by 9.2.13, 

t=l i=l i= l 

Hence some system normalizer of G is contained i n one of M . The required 
result follows f rom the conjugacy of the system normalizers of M . • 

Subabnormal Subgroups 

A subgroup H o f a group G is said to be subabnormal i n G i f there is a finite 
chain of subgroups H = H0 < Hx < • • < Hn = G such that i f , is abnormal 
i n Hi+1. Subabnormal i ty is a weaker proper ty than abnormal i ty . O u r inter
est i n subabnormal i ty stems f rom the next theorem. 

9.2.15 (P. Hal l ) . The system normalizers of a finite soluble group G are pre
cisely the minimal subabnormal subgroups of G. 

Proof. F i rs t ly i t w i l l be established that every subabnormal subgroup H 
contains a system normalizer of G. B y defini t ion there is a chain H = 
H0 < Hx < " < Hs = G such that Ht is abnormal i n Hi+1. Since addi t ional 
terms can be inserted i n the chain w i t h o u t d is turbing abnormal i ty , we may 
assume that Ht is max ima l i n Hi+1. O f course Ht is not no rma l i n Hi+1. Thus 
9.2.14 implies that each system normalizer of Ht contains one of Hi+1, and 
surely H contains a system normalizer of G. 

T o complete the p roof i t is sufficient to prove that every system normal 
izer is subabnormal. I f G is ni lpotent , the only system normalizer is G itself: 
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for this reason we shall suppose that G is no t ni lpotent . Choose a pr inc ipa l 
series of G and let f f be the smallest nonni lpotent te rm i n the series. I f K 
is the preceding term, then K is n i lpotent and, of course, H/K is a pr inc ipa l 
factor of G w i t h order pk, say, where p is prime. I f P is a Sylow p-subgroup 
of f f , then f f = PK and P cannot be normal i n f f ; otherwise the latter w o u l d 
be ni lpotent i n view of 5 .2 .8 . Thus L = NG(P) ^ G; note that L is abnormal 
i n G by 9 . 2 . 1 0 . Also the F r a t t i n i argument ( 5 . 2 . 1 4 ) implies that G = LH = 
LPK = LK. 

We show next that any system normalizer A of L is automatical ly a sys
tem normalizer of G. By induc t ion on |G | we have that A is subabnormal i n 
L and hence i n G. A p p l y i n g the result of the first paragraph, we conclude 
that A contains a system normalizer of G. Since system normalizers of G, 
being conjugate, have the same order, i t suffices to prove that A is con
tained i n a system normalizer of G. 

Let A arise f rom the Sylow system [Qu ..., Qk} o f L . W r i t i n g Kt for the 
unique H a l l p--subgroup of the n i lpotent group K, we observe that Kt*<\ G 
and Qf = QtKt is a p--group. Also | G : Qf\ = \LK: QiKt\ is a power of p{ 

since bo th \L:Qt\ and \K:Kt\ are powers of pt. Therefore Qf is a H a l l 
p--subgroup of G and { Q * , Q k } is a Sylow system of G — w i t h corre
sponding system normalizer A * , let us say. Since NL(Qt) < NG(Qf), we 
obta in A < A * as required. 

Final ly , A is subabnormal i n L , wh ich is abnormal i n G; hence A is 
subabnormal i n G. This completes the p roof since al l system normalizers of 
G are conjugate. • 

EXERCISES 9 .2 

1. Locate the system normalizers of the groups S3, AA, S4, SL(2, 3). 

2. Let G be a finite soluble group and let n be the set of prime divisors of |G|. Let 
7i = K1 u 7 i 2 u • • • u % be any partition of 7i. Prove that there exists a set of 
pairwise permutable Hall 7i rsubgroups, i = 1, 2 , . . . , k. 

3. (P. Hall). Let G be a finite soluble group of order f | * = 1 pfs where the pt are dis
tinct primes. Prove that the order of Out G divides the number YYi=i miPii(ei~di\ 
where mt = \GL(dh pt)\ and dt is the minimal number of generators of a 
Sylow p rsubgroup of G. [Hint: Let £f be a Sylow basis of G and let y e Aut G: 
now consider 5^7.] 

4. Show that the last part of 9.2.7 need not be true if L is nonabelian. 

5. Let G be a finite soluble group in which the last term L of the lower central series 
is abelian. Prove that every complement of L is a system normalizer. 

6. Give an example of a subabnormal subgroup that is not abnormal. 

7. Let G be a finite soluble group which is not nilpotent but all of whose proper 
quotients are nilpotent. Denote by L the last term of the lower central series. 
Prove the following statements: 
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(a) L is minimal normal in G; 
(b) L is an elementary abelian p-group; 
(c) there is a complement X ^ 1 of L which acts faithfully on L; 
(d) the order of X is not divisible by p. 

8. Suppose that X ^ 1 is a finite nilpotent p'-group that acts faithfully on a simple 
FX-module L where F = GF(p). Prove that every proper quotient of G = X K L 
is nilpotent but G is not nilpotent. 

9. Let G be a finite soluble group which is not abelian but all of whose proper 
quotients are abelian. Prove that either G is generalized extra-special (see Exer
cise 5.3.8) or G is isomorphic with a subgroup of H(q) where q > 2 (see 7.1). 

9.3. p-Soluble Groups 
I f n is a set of primes, a finite group G is called n-soluble i f i t has a series 
whose factors are rc-groups or 7r ' -groups and i f the 7r-factors are soluble. 
Equivalent ly we could have said that each composi t ion factor is either a 
7r-group or a 7r ' -group and i n the former case has pr ime order. (The reader 
should supply a proof.) 7r-solubi l i ty is, therefore, a strong fo rm of %-
separability. Evident ly al l finite soluble groups are 7r-soluble. O f part icular 
importance is p-solubility (which is the same as p-separability), a concept 
in t roduced i n 1956 by P. H a l l and G . H i g m a n [a80] i n a paper of great 
significance for finite group theory. 

The fo l lowing result is basic. 

9.3.1. If G is a n-separable group, then CG(07t'7t(G)/0JZ(G)) < 0 7 r , 7 r (G). 

Proof. Clearly we can assume that O^(G) = 1 and prove that C G ( O w ( G ) ) < 
O ^ G ) . Put P = On(G) and C = C G (P) . Then P n C = C P o G, so that CP < 
O ^ C ) . Also O ^ C ) < P n C = CP, and i t follows that CP = O ^ C ) . I f C £ P, 
then O ^ C ) = CP < C. Since C is ^-separable, there exists a characteristic 
subgroup L of C such that O ^ C ) < L and L/On(C) is a 7r ' -group. By the 
Schur-Zassenhaus Theorem (9.1.2) there is a subgroup K such that L = 
K(On(C)) and K n O ^ C ) = 1. I n fact L = Kx On(C) because X < C and C 
centralizes 0 7 r (G) . I t follows that K is no rma l i n G, being the unique Sylow 
7r ' -subgroup of L . Thus K < On(G) = 1 and L = O ^ C ) , i n contradic t ion to 
the choice of L . • 

9.3.2 ( H a l l - H i g m a n ) . Let G be a p-soluble group such that Op(G) = 1. If P 
denotes Op(G), then conjugation leads to a faithful representation of G/P as a 
group of linear transformations of the vector space P /Fra t P. 

Proof. Recall that Fra t P = P'PP by 5.3.2, so that P /Fra t P is a vector space 
over Zp. Thus C = C G ( P / F r a t P) contains P. I f D = C G (P) , then D < C and 
C/D is a p-group by 5.3.3. Also D < Op(G) by 9.3.1, so C is a p-group. Since 
C o G, i t follows that C = P. • 
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p-Nilpotent Groups 

A finite g roup G is said to be p-nilpotent (where p is a prime) i f i t has a 
no rma l H a l l p '-subgroup, that is, i f Opp(G) = G. Obvious ly every finite 
n i lpotent group is p-nilpotent; conversely a finite group which is p-ni lpotent 
for a l l p is ni lpotent , as the reader should check. 

The product of al l the n o r m a l p-ni lpotent subgroups of a finite group is 
clearly Opp(G): this is the m a x i m u m no rma l p-ni lpotent subgroup of G and 
we shall also wri te i t 

F i t p (G) , 
the p-Fitting subgroup. 

The fo l lowing characterization of F i t p ( G ) is analogous to an already 
proven characterization of F i t G—see 5.2.9. 

9.3.3. If G is a finite group, then F i t p ( G ) equals the intersection of the central
izers of the principal factors of G whose orders are divisible by p. 

Proof. Let i f be a n o r m a l p-ni lpotent subgroup of G and let A be a 
m i n i m a l no rma l subgroup of G whose order is divisible by p. Assume that 
[ f f , A ] ^ 1. Then H n N ^ l and thus A < f f . N o w A ^ Op,(H), so that 
NnOp,(H) = 1. Hence A is a p-group. Also CH(N) ^ Op,(H) and f f = 
H/CH(N) is a p-group. The natura l semidirect product f f K A is a p-group, 
so i t is ni lpotent and [ f f , A ] < A . This implies that [ f f , A ] = 1 since A is 
m i n i m a l no rma l i n G. I t follows by induc t ion on | G| that f f centralizes every 
pr inc ipal factor whose order is divisible by p. 

N o w let C be the intersection of the centralizers of the pr inc ipa l factors 
whose orders are divisible by p. Then F i t p ( G ) < C by the previous para
graph. We are required to prove that C is p-nilpotent . Let A be m i n i m a l 
no rma l i n G. Then by induc t ion o n the group order CN/N ~ C/C n A is 
p-nilpotent. We may therefore assume that C n A ^ 1, so that N < C and 
C/N is p-nilpotent. I f A is a p ' -group, i t is obvious that C is p-nilpotent. 
Suppose that p divides | A | ; then [ A , C ] = 1 and A < £C. I t follows that A 
is a p-group. Let M/N = Op,(C/N): clearly C/M is a p-group. Because A < 
CM we can apply 9.1.2 to show that M has a n o r m a l H a l l p '-subgroup L . 
But C/L is a p-group, so C is p-nilpotent . • 

Another analogue of a result on ni lpotency is next (see 5.2.15). 

9.3.4. Let G be a finite group and assume that Fra t G < J V < G and A / F r a t G 
is p-nilpotent. Then N is p-nilpotent. Hence F i t p ( G / F r a t G) = F i t p ( G ) / F r a t G. 

Proof. Le t F = Fra t G and wri te Op,(N/F) = Q/F. Since Op,(F) can be 
factored out i f necessary, we may assume that F is a p-group. By 9.1.2 there 
is a subgroup i f such that Q = HF and f f n F = 1: here of course f f is a 
p '-group. I f g e G, then f f and H9 are conjugate i n Q, by 9.1.2 again: hence 
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H9 = Hx for some x i n Q and gx'1 eL = NG(H). I t follows that G = LQ = 
LF. However F consists of nongenerators by 5.2.12. Consequently G = L 
and G. Since N/H is obviously a p-group, N is p-nilpotent. • 

I n Chapter 10 we shall establish impor t an t cri teria for a group to be 
p-ni lpotent due to Frobenius and Thompson . 

The p-Length of a p-Soluble Group 

Recall that i f G is a p-soluble group, the p-length lp(G) is the length of the 
upper p'p-series. We wish to relate this invar iant to other invariants of G 
such as the ni lpotent class of the Sylow p-subgroups. T o begin w i t h two 
simple lemmas w i l l be established. 

9.3.5. If G is a finite group and p is a prime dividing |G | , then p also divides 
| G : F r a t G|. 

Proof. Assume that | G : F r a t G | is no t divisible by p; then a Sylow p-
subgroup P of G is contained i n Fra t G. Since the latter is ni lpotent , P < ] G. 
By 9.1.2 there is a subgroup H such that G = HP and H n P = 1. But , since 
P < Fra t G, i t follows that G = H and P = 1, wh ich contradicts the fact 
that p divides |G | . • 

9.3.6. If G is a p-soluble group, lp(G) = / p (G/Fra t G). 

Proof. I f F denotes Fra t G, then i t is obvious that lp(G/F) < lp(G). I f 
lp(G/F) = 0, then p does no t divide | G : F | and 9.3.5 shows that p cannot 
divide |G| : hence lp(G) = 0. Suppose that lp(G/F) > 0: now F i t p ( G / F ) = 
F i t p ( G ) / F by 9.3.4, that is, Op,p(G/F) = Opp{G)/F ^ 1. F r o m this i t follows 
that the upper p'p-series of G and G/F have same length. • 

The fundamental theorem on p-length can now be established. 

9.3.7 ( H a l l - H i g m a n ) . Let G be a p-soluble group. 

(i) lp(G) < cp(G) where cp(G) is the nilpotent class of a Sylow p-subgroup. 
(ii) lp(G) < dp(G) where dp(G) is the minimum number of generators of a 

Sylow p-subgroup. 
(iii) lp(G) < sp(G) where sp(G) is the maximum rank of a p-principal factor of 

G. 

Proof, (i) I f cp(G) = 0, then of course G is a p ' -group and lp(G) = 0: suppose 
that cp(G) > 0 and proceed by induc t ion on cp(G). Let P be a Sylow 
p-subgroup of G. Then P O ^ G y O ^ G ) is a Sylow p-subgroup of G / O ^ G ) , 
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so i t contains Op,p(G)/Op,(G). Therefore CP centralizes Op.p(G)/Op.(G) and 
9.3.1 shows that CP < Op,p(G). F r o m this i t follows that cp(G/Op>p(G)) < 
cp(G) - 1; consequently lp{G/Op>p{G)) < cp(G) - 1. F ina l ly 

lp(G) = lp(G/Op.p(G)) + 1, 

so the desired inequal i ty follows. 
(ii) The p roof employs induc t ion on d = dp(G). Not ice that d = 0 is to be 

interpreted as P = 1, so that lp(G) = 0 i n this case. Let lp(G) > 0. Evident ly 
we may assume that Op,(G) = 1. Let P1 = Op(G); then Px < P. 

Suppose that Px < Fra t P. Then Px < Fra t G by 5.2.13, wh ich leads to 
lp(G/FmtG)<lp(G/P1) = lp(G)-l, i n cont radic t ion to 9.3.6. Therefore 
P x ^ Fra t P. 

By the Burnside Basis Theorem (5.3.2) d equals the m i n i m u m number 
of generators of P /Fra t P, so this group has order pd. N o w Fra t (P /P x ) 
contains (Frat P ) P 1 / P 1 . Thus the F r a t t i n i quot ient group of P/P1 is an 
image of P/(Frat P)PX and its order is at most p d - 1 . App l i ca t ion of the i n 
duc t ion hypothesis to G/P1 yields ^ ( G / P J < d — 1 and hence lp(G) < d. 

(iii) Let s = sp(G). I f s were 0, then G w o u l d be a p ' -group and / = lp(G) 
w o u l d equal 0; therefore we assume s > 0. Let H/K be a p-pr incipal factor 
of G; then H/K has order pn where n < s. N o w G/CG(H/K) is isomorphic 
w i t h a subgroup of Aut(H/K) and Aut(H/K) ^ G L ( n , p) (see Exercise 1.5.11). 
The set of (upper) uni t r iangular matrices i n G L ( n , p) is a Sylow p-subgroup 
and its n i lpotent class is equal to n — 1 (Exercise 5.1.11): i t follows that 
ynP centralizes H/K. Therefore ysP centralizes every p-pr incipal factor and 
ysP < F i t p ( G ) = Op.p(G) by 9.3.3. By (i) we have 

lp(G/Op.p(G)) < cp(G/Op.p(G)) < s - 1, 

f rom which i t follows immediately that lp(G) < s. • 

A n appl icat ion of 9.3.7 to the restricted Burnside Prob lem is given i n 
14.2. 

p-Soluble Groups of p-Length at Most 1 

A finite p-soluble group G has p-length at most 1 i f and only i f Op.pp.(G) = 
G. F o r example, a p-ni lpotent group has p-length < 1. The next objective is 
a result of Hupper t that characterizes soluble groups of p-length < 1 i n 
terms of their Sylow bases. This theorem is preceded by two pre l iminary 
results. 

9.3.8. Let G be a p-soluble group and suppose that every proper image of G 
has p-length < k while lp(G) > k. Then: 
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(i) Fra t G = 1; 
(ii) F i t p ( G ) = Op>p(G) = N is an elementary abelian p-group; this is also the 

unique minimal normal subgroup of G; 
(iii) N = CG(N) and N has a complement in G. 

Proof, (i) fol lows at once f rom the equat ion / p (G/Fra t G) = lp(G) (see 9.3.6). 
(ii) and (ii i) . Clearly Op (G) = 1, so N is a p-group. Also Fra t N < 

Fra t G = 1 by 5.2.13, which shows that N is elementary abelian. N o w i f Nx 

and N2 are non t r iv i a l n o r m a l subgroups of G such that N1nN2 = 19 then 
G/Nx and G/N2 b o t h have p-length < k and the mapping g\-+(gNl9 gN2) is 
a m o n o m o r p h i s m of G in to G/Nx x G/N2; however this implies that lp(G) < 
k. I t fol lows that G has a unique m i n i m a l no rma l subgroup L and L < N. 
Since Fra t G = 1, there is a max ima l subgroup M which fails to contain L . 
Thus G = M L and M n L < M L since L is abelian. Consequently M n L = 
1 and M is a complement of L i n G. Also N = N n ( M L ) = (AT n M ) L , and 
AT n M o G since b o t h M and L normalize NnM.liNnM^l, then L < 
AT n M < M , i n contradic t ion to the choice of M . Therefore AT n M = 1 and 
AT = L . 

Final ly , suppose that C = CG(N) is strictly larger than N. Then C = 
C n ( M N ) = ( C n M)AT and l ^ C n M o G . However this implies that 
AT < C n M , which is impossible. • 

I t turns out that the proper ty of having p-length at most 1 is closely 
connected w i t h a curious permutabi l i ty proper ty of the Sylow p-subgroups 
of G. This is already indicated by the next result. 

9.3.9. Let G be a finite p-soluble group. Let P be a Sylow p-subgroup and Q a 
Hall p'-subgroup of G. If P'Q = QP\ then lp(G) < 1. 

Proof. Let G be a counterexample to the assertion w i t h least possible order. 
Since the hypothesis is inheri ted by images, every proper image of G has 
p-length < 1. This is our oppor tun i ty to make use of 9.3.8. Thus 
N = F i t p ( G ) is a p-group and N < P. Therefore Nn(P'Q) = NnP'^P. 
But N n ( F 0 < P'Q and by examinat ion of order G = PQ; hence 
N n P ' o G. N o w , according to 9.3.8, the subgroup N is the unique m i n i m a l 
no rma l subgroup of G, so either N n P' = 1 or N < P'. I n the first case 
[AT, P ' ] = 1 because N < P; therefore P' < CG(N) = AT, by 9.3.8(iii). This 
leads to the successive conclusions P' = 1, cp(G) < 1, and lp(G) < 1 via 9.3.7. 
I t follows that the other possibil i ty N < P' must prevail . Consequently 
N < Frat P. App ly ing 5.2.13(i) we conclude that N < Frat G. But Frat G = 1 
by 9.3,8, so N = 1, a contradict ion. • 

W e come now to the cr i ter ion referred to above. 
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9.3.10 (Huppert) . Let G be a finite soluble group and let {Pl9...9Pk} be a 
Sylow basis of G. 

(i) If P;Pj = PjP; for all i and j , then lp(G) < 1 for all p. 
(ii) Conversely if lp(G) < 1 , every characteristic subgroup of Pt is permutable 

with every characteristic subgroup of Pf in particular P'tPj = PjP(. 

Proof, (i) Let Qj be a H a l l pj-subgroup arising f rom the given Sylow basis 
(as i n 9 .2 .2 ) ; thus Qj = Y\k^jPk. Hence P- surely permutes w i t h Qj by the 
hypothesis, and lp(G) < 1 by 9 .3 .9 . 

(ii) W r i t e H = PtPj9 where i ^ j 9 keeping i n m i n d that Pt and Pj permute 
since they belong to a Sylow basis. Clearly lp(H) < lp(G) < 1 , wh ich shows 
that the upper pjpy-series of H has the fo rm l < i V < i NPj^i H where A and 
H/NPj are pj-groups. Let Kj be characteristic i n Pj. Since the natura l homo
morph i sm Pj -> NPj/N is an isomorphism, i t follows that NKj/N is charac
teristic i n NPj/N, and hence that NKj^i H. N o w N < Ph so PtKj = Pt(NKj) 
is a subgroup. By 1 .3 .13 we deduce that PtKj = KjPt = L , say. N o w lp(H) < 1 
and Pj and Kj are respectively a Sylow p r and a Sylow p-subgroup of L . I f 
Kt is a characteristic subgroup of Pi9 then KtKj = KjKt by what has already 
been proved. • 

EXERCISES 9.3 

1. A finite group is nilpotent if and only if it is p-nilpotent for all p. 

2. Give an example of a finite group that is p-nilpotent and ^-nilpotent for two 
distinct prime divisors p, q of its order, but is not nilpotent. 

3. A finite group is soluble if and only if it is p-soluble for all p. 

4. A finite group is p-nilpotent i f and only if every principal factor of order divisible 
by p is central. 

5. A finite group is p-soluble of p-length < 1 if and only if the group induces a 
p'-group of automorphisms in every principal factor whose order is divisible by p. 

6. Let G be a finite p-soluble group with O p,(G) = 1. Prove that CG(P/Frat P) = P 
where P = O p(G). Deduce that |G| is bounded by a function of |P|. 

7. Let G be a finite p-soluble group. Prove that G has an abelian Sylow p-subgroup 
if and only if lp(G) < 1 and O p > (G)/O p , (G) is abelian. 

9.4. Supersoluble Groups 

D u r i n g the exposit ion of basic properties of supersoluble groups i n Chapter 
5 i t was shown that a max ima l subgroup of a supersoluble group has pr ime 
index. O u r object i n this section is to prove that for finite groups the con-
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verse of this statement is true, a result due to Hupper t . We begin w i t h an 
auxi l iary result wh ich is of independent interest. 

9.4.1 (P. Hal l ) . If every maximal subgroup of a finite group G has index a 
prime or the square of a prime, then G is soluble. 

Proof. Let AT be a m i n i m a l no rma l subgroup of G and denote by p the 
largest pr ime divisor of \N\. Let P be a Sylow p-subgroup of N and put 
L = NG(P). I f L = G, then P o G and G/P is soluble by induc t ion on |G| ; 
hence G is soluble. Thus we may assume that L < G and choose a maximal 
subgroup M which contains L . Then according to the hypothesis \ G:M\ = 
q or q2 for some pr ime q. By the F r a t t i n i argument G = NL = NM and 
\G\M\ = \N: N n M | , f rom which we deduce that q divides \N\ and conse
quently q < p. 

Next , the conjugates of P i n G account for a l l the Sylow p-subgroups of 
N; therefore | G : L | = 1 m o d p by Sylow's Theorem. Fo r the same reason 
\M: L | = 1 m o d p and i t follows that | G : M\ = 1 m o d p. N o w q =fc 1 m o d p 
because g < p, so we are left w i t h only one possibili ty, \G:M\ = q2 = 
1 m o d p and thus q = — 1 m o d p. However this is possible only i f p = 3 
and q = 2. Thus | N : N n M\ = 4 and consequently JV has as an image some 
non t r iv i a l subgroup of S 4 (see 1.6.6). Hence N > N' and AT = 1 by m i n i 
mal i ty . Thus N is abelian, while G/N is soluble by induct ion . Final ly , we 
conclude that G is soluble. • 

We shall also need two results of a more elementary character. 

9.4.2. Let N be a minimal normal subgroup of the finite soluble group G and 
let N < L < G. Assume that L/N is p-nilpotent but L is not. Then N has a 
complement in G. 

Proof. Suppose first that N < Fra t G = F . Then L F / F is p-nilpotent. H o w 
ever, by 9.3.4 this implies that L F , and hence L , is p-nilpotent. Thus there 
exists a max ima l subgroup M not containing N. Then G = MN and 
M n A T o G since N is abelian. Hence M n N = 1. • 

9.4.3. Let G be an irreducible abelian subgroup of G L ( n , p). Then G is a cyclic 
group of order m where n is the smallest positive integer such that pn = 
1 m o d m. 

Proof. Let us identify G w i t h a group of linear transformations of an n-
dimensional vector space V over Fp = GF(p) . Then V is a simple module 
over R = FpG. Choose any nonzero vector v f rom V. Then rt-+vr is an R-
module homomorph i sm f rom R onto V9 the kernel I being a maximal ideal 
since R/I ~ V. Hence F = R/I is a finite field of order pn. N o w the mapping 
gy-±g + I is a m o n o m o r p h i s m c? f rom G to F* . Consequently G is cyclic. 
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Also m = \ G\ divides pn — 1 and pn = 1 m o d m. Let nx be a smaller positive 
integer than n. Since the equation £ p n i = t has only p" 1 solutions i n F and 
since G6 generates F , we must have gpni ^ # for some g i n G. Hence p" 1 ^ 
1 m o d m. • 

We come now to the pr inc ipa l theorem of this section. 

9.4.4 (Huppert) . Let G be a finite group. If every maximal subgroup has prime 
index, then G is supersoluble. 

Proof. I n the first place 9.4.1 assures us that G is at least soluble. We as
sume that |G | > 1 and employ induc t ion on |G| . Let AT be a m i n i m a l n o r m a l 
subgroup of G; then G/N is supersoluble by the induc t ion hypothesis, and 
N is an elementary abelian p-group, say of order pn. O u r task is to prove 
that n = 1. 

Let L/N = Op,p(G/N), so L/N is p-nilpotent. Assume that L is not p-
nilpotent . Then by 9.4.2 there is a subgroup X such that G = XN and 
X n N = 1. Thus \ G:X\ = \N\ = pn. Bu t i t is clear that X is max ima l i n G, 
whence i t follows that n = 1. 

N o w assume that L is p-nilpotent . Consider a p-pr incipal factor H/K 
of G such that N < K. Since G/N is supersoluble, \H: K\ = p and thus 
G/CG(H/K) is abelian w i t h order d iv id ing p — 1. I f g is any element of G, 
then gp~l centralizes every p-pr incipal factor of G/N. A p p l y i n g 9.3.3 we con
clude that gv~l G L . Also G' < L for the same reason, so G / L is abelian w i t h 
order d iv id ing p — 1. 

Nex t IN, L ] o G, so either N = [AT, L ] or [AT, L ] = 1; i n the former 
event, since L is p-ni lpotent and thus L/Op(L) is ni lpotent , we should 
have N_ < Op,{L) and N = 1. I t fol lows that [AT, L ] = 1 and L < CG(N). 
Thus G = G/CG(N) is abelian w i t h exponent d iv id ing p — 1. I t is also 
isomorphic w i t h an irreducible subgroup of G L ( n , p). We deduce f rom 9.4.3 
that G is cyclic of order m where n is the smallest positive integer such that 
p" = 1 m o d m. However m divides p — 1, so i n fact p = 1 m o d m and n = 1. 

• 
N o t e the fo l lowing consequence of Huppert 's theorem. 

9.4.5. If G is a finite group and G/Frat G is supersoluble, then G is super-
soluble. 

EXERCISES 9.4 

1. Let G be a finite soluble group which is not supersoluble but all whose proper 
quotients are supersoluble. Establish the following facts (without using 9.4.4). 
(a) The Fitting subgroup F is an elementary abelian p-group of order > p. 
(b) F is the unique minimal normal subgroup of G. 
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(c) G = XF and X n F = 1 where the supersoluble subgroup X acts faithfully on 
F. 

(d) Frat G = 1. 

2. Deduce Huppert's Theorem (9.4.4) from Exercise 9.4.1. 

3. Let G be a finite soluble group. Assume that every quotient group G with p-
length at most 2 is supersoluble for all primes p. Prove that G is supersoluble. 

4. Let G be a finite group. Prove that G is supersoluble if and only if for every 
proper subgroup H there is a chain of subgroups H = H0 < H1 < • • • < Hl = G 
with each index \Hi+1: Ht\ a prime. 

9.5. Formations 

A class of finite groups g is said to be a formation^ i f every image of an 
g -group is an g -group and i f G/N1 n A 2 belongs to g whenever G/Nx and 
G / A 2 belong to g . A comparison of this defini t ion w i t h the characterization 
of varieties i n 2.3.5 migh t suggest that a fo rmat ion be thought of as a k i n d 
of finite analogue of a variety. (However formations are not i n general 
closed w i l l respect to fo rming subgroups.) 

Examples of formations are readily found. The classes of finite groups, 
finite soluble groups, finite n i lpotent groups, and finite supersoluble groups 
are a l l formations. 

A fo rmat ion g is said to be saturated i f a finite group G e g whenever 
G/Frat G e g . Obvious ly the class of a l l finite groups is saturated. The 
nilpotency of Fra t G implies that finite soluble groups f rom a saturated for
mat ion . The other two formations ment ioned above are also saturated i n 
view of 5.2.15 and 9.4.5. 

Locally Defined Formations 

We shall describe an impor t an t me thod of constructing saturated forma
tions. For each pr ime p let g p be a fo rmat ion or the empty set. Define g to 
be the class of a l l groups G w i t h fo l lowing property: i f H/K is a pr incipal 
factor of G whose order is divisible by p, then G/CG(H/K) belongs to g p . 

I t is clear that the class g is closed w i t h respect to fo rming images. I f 
G/Nl and G / A 2 belong to g a n d N i n A 2 = 1, a pr inc ipa l factor of G is 
G-isomorphic w i t h a pr inc ipa l factor of G/Nx or of G / A 2 . This is a conse
quence of the J o r d a n - H o l d e r Theorem. The va l id i ty of the centralizer p rop
erty is now apparent. Thus g is i n fact a format ion, g is said to be locally 
defined by the g p . F o r example, we see that the class of groups of order 1 is 
local ly defined by tak ing every g p to be empty. 

t Some authors allow formations to be empty. 
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9.5.1 (Gaschutz). / / g is locally defined by formations g p , then g is a satu
rated formation. 

Proof. Let G be a group such that G/Frat G e g : we have to show that 
G e g . Let P denote the intersection of the centralizers of those pr inc ipa l 
factors of G/Frat G whose orders are divisible by the pr ime p; then G/P e 
g p by defini t ion of g . N o w P/Fra t G = F i t p ( G / F r a t G) = F i t p ( G ) / F r a t G by 
9.3.3 and 9.3.4. Thus P = F i t p ( G ) and 9.3.3 shows that P centralizes every 
pr inc ipa l factor of G whose order involves p. I f H/K is such a pr inc ipa l 
factor, then CG(H/K) > P and therefore G/CG(H/K) e g p . I t now follows 
that G G g . • 

Remark. P. Schmid [ a 185] has proved that every saturated fo rmat ion is 
local ly defined. Thus a l l saturated formations can be constructed i n the 
above manner. 

E X A M P L E S . Let g be the fo rmat ion local ly defined by formations g p where p 
is prime. 

(i) I f each g p is the class of un i t groups, then g is the class of finite 
nilpotent groups. 

(ii) I f q is a fixed prime, define $ q to be the class of al l un i t groups and i f 
p ^ q, let g p be the class of a l l finite groups. Then g is the class of finite 
groups i n which every pr inc ipa l factor w i t h order divisible by q is central. 
By 9.3.3 this is jus t the class of finite q-nilpotent groups. 

9.5.2. Let g be a saturated formation and let N be a minimal normal subgroup 
of the finite soluble group G. Assume that G/N e g G ̂  g . T/zen AT /zas a 
complement in G and all such complements are conjugate. 

Proof. I f N < Fra t G, then G/Frat G e g , whence G e g because g is 
saturated. This is incorrect, so there exists a max ima l subgroup M not 
containing N. Then G = MAT and M n AT o G since AT is abelian. Hence 
M n AT = 1. 

For the second part, let Kl and K2 be two complements of N i n G. Then 
Kl and K 2 are max ima l subgroups of G by 5.4.2. W r i t e C for the core of Kx 

i n G. Then surely CnN =1 and, since G g , i t follows that G/C $ g . I f 
C£K2, then G = C K 2 and G/C - K 2 / C n X 2 e g because X 2 - G/AT e g . 
By this contradic t ion C < K2. Consequently Kl/C and K2/C are comple
ments of NC/C i n G/C. Moreover G/ATC e g and G/C £ g , while AT - G 

ATC/C, so that NC/C is m i n i m a l n o r m a l i n G/C. N o w i f C is non t r iv ia l , we 
can apply induc t ion on the group order to G/C, concluding that K1/C and 
K2/C—and hence Kx and K2—are conjugate. I f C = 1, then CKi(N) = 1 
and therefore N = CG(N). N o w we may apply Exercise 9.1.14 to obta in the 
result. • 
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g-Covering Subgroups 

I f 5 is a fo rmat ion and G is a finite group, let 

denote the intersection of al l no rma l subgroups N such that G/N e g . Then 
G / G 5 e g a n d this is the largest g-quot ient of G. 

A subgroup H o f G is called an ^-covering subgroup i f H e g a n d i f 5 = 
S^ / f for a l l subgroups S that contain / J : of course this equat ion asserts that 
H covers S/S% and hence every g-quot ient of S. I t w i l l t u r n out that g -
covering subgroups exist and are conjugate whenever G is soluble and g is 
saturated. Before p rov ing this we shall record two simple facts about g -
covering subgroups. 

9.5.3. Let G be a finite group, H < G and i V < G. Let $ be a formation. 

(i) If H is an ^-covering subgroup of G, then HN/N is an ^-covering sub
group of G/N. 

(ii) If Hi/N is an ^-covering subgroup of G/N and H is an ^-covering sub
group of H1, then H is an ^-covering subgroup of G. 

Proof, (i) Let HN/N < S/N < G/N and put RJN = (S/N)% and R = S%; 
then RN/N < RJN. Hence 

(HN/N)(R1/N) > (HR)N/N = S/N, 

which implies that HN/N is an g-covering subgroup of G/N. 
(ii) Firs t of a l l observe that Hx = HN because HJN e g and H < Hx. 

Assume that H < S < G and pu t R = S%. Obviously Hl/N is an g-covering 
subgroup of SN/N and SN/RN e g ; therefore SN = HXRN = HRN and 
S = S n (HRN) = (HR)(S n N). I n add i t ion SnHx=Sn (HN) = H(S n N), 
so (S nHJR = S. Consequently S n Hx/R nHx ~ S/R e g . Since H is an 
g-covering subgroup of SnHx, i t fol lows that SnHx = H(RnHJ and 
hence that S = (S n HJR = HR, as we wanted to show. • 

W e come now to the fundamental theorem on g-covering subgroups 
which yields numerous families of conjugate subgroups i n a finite soluble 
group. 

9.5.4 (Gaschiitz). Let g be a formation. 

(i) If every finite group has an ^-covering subgroup, then g is saturated. 
(ii) If g is saturated, every finite soluble group G possesses ^-covering sub

groups and any two of these are conjugate in G. 

Proof, (i) Let G be a finite group such that G/Frat G e g . I f H is an g -
covering subgroup of G, then G = H(Frat G), which implies that G = H by 
the nongenerator proper ty of Fra t G. Thus G e g and g is saturated. 
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(ii) This par t w i l l be established by induc t ion on |G | . I f G e g , then G 
is evidently the only g-covering subgroup, so we shall exclude this case. 
Choose a m i n i m a l n o r m a l subgroup A of G. Then by induc t ion G/N has an 
g-covering subgroup H^/N. 

Suppose first that G/N g , so that Hl ^ G. By induc t ion i J x has an 
g-covering subgroup H. We deduce directly f rom 9.5.3(h) that H is an g -
covering subgroup of G. N o w let H1 and / J 2 be two g-covering subgroups 
of G. By 9.5.3(1) the subgroups HXN/N and H2N/N are g-covering sub
groups of G/N, whence they are conjugate, say HXN = H9

2N where g e G. 
N o w H1N ^ G because G / A £ g . Hence i J x and Hg

2, as g-cover ing sub
groups of H1N, are conjugate, which implies that H1 and / J 2 are conjugate. 

F ina l ly , assume that G/N e g . Then 9.5.2 shows that there is a comple
ment K o f AT i n G. Moreover X must be max ima l i n G since N is m i n i m a l 
normal . Since G/N e g , we have G% = N and G = X G 5 . Therefore, since X 
is max ima l i n G, i t is an g-covering subgroup of G. I f H is another such 
subgroup, then G = HAT, while H n N = 1 since AT is abelian. A p p l y i n g 9.5.2 
we conclude that H and K are conjugate. • 

There is a simple but useful appl ica t ion of 9.5.4. 

9.5.5. Let $ be a saturated formation and G a finite soluble group. If A < ] G 
then each ^-covering subgroup of G/N has the form HN/N where H is an 
^-covering subgroup of G. 

Proof. Let K/N be an g-covering subgroup of G / A and let Hx be one of G. 
Then Hx N/N is an g-covering subgroup of G /A , so / J x A / A is conjugate to 
X / A by 9.5.4. Hence X = (HxN)9 = HfN for some g i n G. Define H to be 
Hf. • 

g-Projectors 

Let g be a format ion . A subgroup H o f a finite group G is called an g -
projector i f HN/N is max ima l g-subgroup of G / A whenever A < ] G. 

There is a close connection between g-covering subgroups and g-projec-
tors, as the next theorem indicates. 

9.5.6 (Hawkes). Let $ be a formation and let G be a finite soluble group. 

(i) Every ^-covering subgroup of G in an ^-projector. 
(ii) / / g * s saturated, every ^-projector of G is an ^-covering subgroup. 

Before commencing the p roo f we must establish an auxi l iary result. 

9.5.7 (Car ter -Hawkes) . Let $ be a saturated formation and G a finite soluble 
group. If H is an ^-subgroup such that G = H(Fit G), then H is contained in 
an ^-covering subgroup of G. 
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Proof. Let us argue by induc t ion on |G | > 1. Obviously we may assume 
that G g . Let AT be a m i n i m a l no rma l subgroup of G. Then HN/N inherits 
the hypotheses on i f , so by induc t ion i t is contained i n some g-covering 
subgroup of G/N. The latter w i l l by 9.5.5 be of the fo rm KN/N where K is 
an g-covering subgroup of G. Consequently H < KN. 

Suppose that KN < G. Then by induc t ion hypothesis H is contained i n 
some g-covering subgroup M of KN. Bu t evidently K is an g-covering sub
group of KN and as such is conjugate to M . This shows M to be an g -
covering subgroup of G. 

W e may therefore assume that KN = G. Let F = F i t G. N o w N < F 
since G is soluble, and indeed N < £ F because l / J V n ( F < G . Therefore 
K n F < KAT = G. I f K n F ^ l , we can apply the induc t ion hypothesis to 
G/K n F , concluding that H < T where T / X n F is an g-covering subgroup 
of G/K n F . Thus T 5 < X . Also T covers G/ (X n F)N e g , so G = TAT and 
T/TnN ~ K/K n AT e g . Thus T%< KnN. Bu t KnN = 1 since the alter
native is AT < X , which leads to G = K e g . Therefore T 5 = 1 and T e g . I t 
is now clear that T is an g-covering subgroup of G. 

Consequently we can assume that KnF = 1. Hence F = (KN)nF = N. 
Then G = HN and i f is max ima l i n G: for i f ^ G since G £ g . F ina l ly G 5 = 
AT since G/N e g . Hence G = / JG^ and / J itself is an g-covering subgroup 
of G. • 

Proof of 9.5.6. (i) Let H be an g-covering subgroup of G and let N o G. I f 
HN <K and X/AT e g , then i f covers X/AT and K = HN. Hence HN/N is a 
max ima l g-subgroup of G/N and / J is an g-projector. 

(ii) We shall argue by induc t ion on |G | > 1. Assume that H is an g -pro-
jector of G and let AT be a m i n i m a l n o r m a l subgroup of G. Then one easily 
verifies that HN/N is an g-projector of G/N. By induc t ion hypothesis 
HN/N is an g-covering subgroup of G/N. 

By 9.5.5 we can wri te M = HN = H*N where H* is an g-covering 
subgroup of G. Since N is abelian, i t is contained i n F i t M , and M = 
H(Fit M ) = H*(Fit M ) . By 9.5.7 there is an g-covering subgroup H of M 
containing /J . Bu t / J is a max ima l g-subgroup of G by the projector p rop
erty, so H = H. Bu t H* is clearly an g-covering subgroup of M. I t follows 
now f rom 9.5.4 that H and i f * are conjugate i n M. Obviously this means 
that H is an g-cover ing subgroup of G. • 

Carter Subgroups 

The most impor t an t instance of the preceding theory is when g is the class 
of finite n i lpotent groups. Then g-covering subgroups and g-projectors 
coincide and fo rm a single conjugacy class of self-normalizing ni lpotent sub
groups i n any finite soluble group. The existence of these subgroups was 
first established by R.W. Carter i n 1961. 
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A Carter subgroup o f a group is defined to be a self-normalizing ni lpotent 
subgroup. 

9.5.8 (Carter). Let G be a finite soluble group. 

(i) The Carter subgroups of G are precisely the covering subgroups (or pro
jectors) for the formation of finite nilpotent groups. 

(ii) Carter subgroups are abnormal in G. 

Proof, (i) Let 91 be the format ion of finite n i lpotent groups and let H be an 
9l-covering subgroup of G. Suppose that H < NG(H). Then there is a sub
group K such that / f < K and K/H has pr ime order. N o w K = HR where 
R = Kft. However R < H, so K = H, a cont radic t ion which shows that 
H = NG(H). Since H e 91, i t is a Carter subgroup. 

Conversely, let H be a Carter subgroup of G and suppose that H < S < 
G. W r i t e R = and assume that / J & < S. Then there is a max ima l sub
group M of S containing HR. Since S/K e 91, we have M o S. Induc t ion on 
the group order shows that / J is an 9l-covering subgroup of M . I f x e S, 
then i f * is also an 9l-covering subgroup of M and i t is conjugate to H i n M 
by 9.5.4. I t follows that S < NG(H)M = HM = M , which is false, indicat ing 
that H is an 9l-covering subgroup of G. 

(ii) Aga in let H be a Carter subgroup. I f H < K < G, then i n fact K = 
NG(K) by the argument of the first paragraph. Tha t H is abnormal i n G is 
now a consequence of 9.2.11. • 

Since a Carter subgroup of G is abnormal , i t has a subgroup which is 
m i n i m a l w i t h respect to being subabnormal i n G. Remembering that the 
m i n i m a l subabnormal subgroups are precisely the system normalizers 
(9.2.15), we derive the fo l lowing result. 

9.5.9. In a finite soluble group every Carter subgroup contains a system 
normalizer. 

I n general the system normalizers are proper ly contained i n the Carter 
subgroups (Exercise 9.5.8). However i n the case of finite soluble groups of 
small n i lpotent length quite a different s i tuat ion prevails. 

9.5.10 (Carter). Let G be a finite soluble group of nilpotent length at most 2. 
Then the system normalizers coincide with the Carter subgroups of G. 

Proof. By hypothesis there exists a n o r m a l n i lpotent subgroup M such that 
G / M is ni lpotent . I f A is a system normalizer of G, then A covers every 
central pr inc ipa l factor by 9.2.6 and we have G = A M . Denote by pl9..., pk 

the distinct pr ime divisors of |G| . Let Nt and Mt be the unique Sylow p[-
subgroups of the ni lpotent groups A and M respectively. Then Qt = MtNi 
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is a H a l l p--subgroup of G since G =NM. Thus { Q l 9 Q k } is a Sylow 
system of G. N o w M f o G; hence N normalizes Qt and N < NG(Qi) for a l l 
i. Since al l system normalizers have the same order, being conjugate, i t 
follows that N = f]ki=i NG(Qi). I f g normalizes AT, i t also normalizes Nt and 
hence Qt. Thus g e AT and AT is self-normalizing, which means that AT is a 
Carter subgroup. Since system normalizers and Carter subgroups are conju
gate, the theorem follows. • 

Fitting Classes and g-Injectors 

A natura l dual izat ion of the theory of formations was given by Fischer, 
Gaschiitz, and Har t ley ( [ a47 ] ) i n 1967. A class of finite groups g is called a 
Fitting class i f i t is closed w i t h respect to forming no rma l subgroups and 
n o r m a l products of its members. Fo r example, finite soluble groups and 
finite n i lpotent groups fo rm F i t t i n g classes while finite supersoluble groups 
do not (see Exercise 5.4.6). 

A subgroup H of a finite group G is called an ^-injector i f H n S is a 
max ima l g-subgroup of S whenever S is a subnormal subgroup of G. Thus 
an g-injector is the na tura l dual of an g-projector. 

The analogue of 9.5.4 asserts that i f g is any F i t t i n g class, every finite 
soluble group contains a unique conjugacy class of g-injectors. ( N o extra 
hypothesis on g corresponding to saturation is required.) W h e n g is the 
class of finite n i lpotent groups, i t turns out that the g-injectors are precisely 
the maximal nilpotent subgroups which contain the F i t t ing subgroup. These 
usually differ f rom the g-projectors, that is, f rom the Carter subgroups. 

EXERCISES 9.5 

1. Give an example of a formation of finite soluble groups that is not subgroup 
closed. [Hint: Let g be the class of finite soluble groups G such that no G-
principal factor in G' is central in G.] 

2. I f g is a formation and H is an g-covering subgroup of a finite group G, then H 
is a maximal g-subgroup. 

3. Let g be a formation containing all groups of prime order. I f i f is a subgroup 
which contains an g-covering subgroup of a finite group G, then G = NG(H). 
Deduce that i f G is soluble, then g-covering subgroups are abnormal in G. 

4. Show that every formation which is locally defined by formations g p satisfies the 
hypothesis of Exercise 9.5.3. 

5. Prove that a finite soluble group has a set of conjugate abnormal supersoluble 
subgroups. Need all abnormal supersoluble subgroups be conjugate? 

6. Identify the Carter subgroups of groups S3, A4, and S4. 

7. Prove that S5 has Carter subgroups all of which are conjugate, but that A5 has 
no Carter subgroups. 
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8. Give an example of a finite soluble group in which the Carter subgroups are not 
system normalizers. 

9. Let G be a finite soluble group with abelian Sylow subgroups. Prove that each 
Carter subgroup contains exactly one system normalizer. 

10. I f G is a finite soluble group of nilpotent length < 2, prove that every sub-
abnormal subgroup is abnormal. 

11. A group is called imperfect i f i t has no nontrivial perfect quotient groups. Prove 
that finite imperfect groups form a saturated formation. 



CHAPTER 10 

The Transfer and Its Applications 

The subject of this chapter is one of the basic techniques of finite group 
theory, the transfer homomorphism. Since the kernel of this homomorphism 
has abelian quot ient group, i t is especially useful i n the study of insoluble 
groups. I t w i l l be seen that this technique underlies many deep and impor 
tant theorems about finite groups. 

10.1. The Transfer Homomorphism 

Let G be a group, possibly infinite, and let i f be a subgroup w i t h finite 
index n i n G. Choosing a r ight transversal { t l 9 t „ } to H i n G, we have 
Httg = Ht{i)g w i t h g e G, where the mapping i i—• (i)g is a permuta t ion of the 
set { 1 , 2 , . . . , n). Thus ttgt^g e H for a l l g i n G. 

Suppose that 6: H A is a given homomorphism from H to some abelian 
group A. Then the transfer o f 6 is the mapping 

0*: G-+A 
defined by the rule 

1=1 

Since ^ is abelian, the order of the factors i n the product is irrelevant. 

10.1.1. The mapping 6*: G -> A is a homomorphism which does not depend on 
the choice of transversal. 

Proof. Let us first establish independence of the transversal. Let {t[,..., t'„} 
be another r ight transversal to H i n G and suppose that Htt = Ht[ and 

285 
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t[ = hiti w i t h ht i n H. Then, i f x e G, 

and therefore, since A is commutat ive, 

ft W x t ( ' o i ) 8 = f l ( ^ < o * ) * • f l W x • (!) 
1 = 1 1 = 1 i = l 

N o w as i runs over the set { 1 , 2 , n } , so does (i)x, f rom which i t fo l 
lows that the second factor i n (1) is t r iv ia l . Hence the uniqueness of 6* is 
established. 

Next , i f x and y are elements of G, we calculate that 

(xy)9' = ft (ttxyt^J 
1 = 1 

— E I (hxt(i)x)e(hi)xyhi)xyf 
i = l 

i = l 7=1 

and 0* is a homomorph i sm as claimed. • 

Computing #* 

We continue the no ta t ion used above. The value of 0* at x can often be 
effectively computed by mak ing an appropriate choice of transversal; this 
choice w i l l no t affect 0* by 10.1.1. 

Consider the permuta t ion of the set of r ight cosets {Htl9 ...,Htn} p ro
duced by r ight mu l t ip l i ca t ion by x e G. A typical <x>-orb i t w i l l have the 
fo rm 

(Hsi9Hsix,...9Hsixli-1); (2) 

here xli is the first positive power of x such that Hstxli = Hsi9 and of course 
YJ=I k = n- The elements stxj

9 i = 1 , . . . , k9 j = 1 , . . . , l{ — 1 fo rm a r ight 
transversal to H. Us ing this transversal we calculate xe*. Since Hstxli = Hsi9 

the con t r ibu t ion of the o rb i t (2) to xd* is 

{{stx)(siXri • • • (stX^i)(s,xi'-iri(stxi'sri)H>, 

which reduces to (SfX^sj - 1) 0 . Therefore 

x<"=fl(siX'^f. 
i = l 

We shall give this impor t an t formula the status of a lemma. 
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10.1.2. Let the x-orbits of the set of right cosets of H in G be 

(HSi^HSiX^.^HSiX1*-1), 

i = 1 , . . . , k. If 9: H -> A is a homomorphism into an abelian group, then 

x°- = n ( s i X ' ^ t 

Transfer into a Subgroup 

The most impor t an t case of the transfer arises when 6 is the natura l homo
morph i sm f rom H to / J a b , that is, xe = H'x. I n this case 0*: G - > f f a b is 
referred to as the transfer of G into H. 

T w o cases of special interest are when H is central i n G and when H is a 
Sylow subgroup of G. We consider the central case first. 

10.1.3 (Schur). Let H be a subgroup of the center of a group G and suppose 
that \G:H\ = n is finite. Then the transfer % of G into H is the mapping 
x i—• xn. Hence this mapping is an endomorphism of G. 

Proof. Con t inu ing the no ta t ion of 10.1.2, we note that s^s^1 e H since 
i t is a product of elements of H. I t follows that xli e H and hence that 
S j x V 1 = xli. F ina l ly xr = xli = xn. • 

W e pause to ment ion a corol lary of 10.1.3 which w i l l be impor t an t i n the 
study of finiteness properties of a group that refer to conjugates (Chapter 
14). 

10.1.4 (Schur). If G is a group whose center has finite index n, then G' is finite 
and (GJ = 1. 

Proof. Let C = CG and wri te G/C = {Cg1,Cgn). F o r any ct i n C we 
have, on account of the fundamental commuta tor identities, the equality 
[cigi, Cjgf] = [gt, gf\, wh ich implies that G is generated by the (£) elements 

i < j - Since G / G n C ~ G'C/C, wh ich is finite, we deduce f rom 
1.6.11 that G ' n C is a finitely generated abelian group. F r o m 10.1.3 we 
k n o w that the mapping x i—• xn is a homomorph i sm f rom G to C, and since 
C is abelian, G must be contained i n the kernel; therefore (G')n = 1. Tha t 
G n C, and hence G , is finite is now a consequence of 4.2.9. • 

Transfer into a Sylow p-Subgroup 

I f P is a Sylow p-subgroup of a finite group G and T: G P a b is the transfer, 
then G/Ker T is an abelian p-group. W i t h this i n m i n d we define 

G'(p) 
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to be the intersection of al l normal subgroups N such that G/N is an abelian 
p-group. Thus G/G'(p) is the largest abelian p-quotient of G. 

10.1.5. Let T: G - > P a b be the transfer of a finite group G into a Sylow p-
subgroup P. Then G'(p) is the kernel of x and P n G ' is the kernel of the 
restriction of % to P. 

Proof. W r i t e K for K e r T. I n the first place G'(p) < K because G/K is an 
abelian p-group. 

Decompose the set of r ight cosets of P in to x-orbi ts as i n 10.1.2; then i n 
the no ta t ion of that result 

N o w G = PG'(p), so we may choose the st to lie i n G'(p). O n the basis of 
this equat ion we may wri te x T = P'xnc where n = | G : P | and c e G'(p). Thus 
x E K implies that xn G P'G'(p) = G'(p). I t follows that K/G\p) is a p ' -group, 
a conclusion which can only mean that K = G'(p). 

F ina l ly P n K e r T = P n G'(p) = P n Gf since G'(p)/G' is a p ' -group. • 

I t follows f rom 10.1.5 that I m T ~ G/G'(p): obviously the latter is iso
morph ic w i t h the Sylow p-subgroup of G a b , that is, w i t h PG'/G' . Hence 

Groups with an Abelian Sylow p-Subgroup 

These ideas may be applied w i t h part icular advantage i n the presence of an 
abelian Sylow p-subgroup. 

10.1.6. Let the finite group G have an abelian Sylow p-subgroup P and let N 
denote NG(P). Then P = CP(N) x [P , i V ] . Moreover, if T: G P is f/ze frans-
fer, I m T = CP(AT) and P n K e r r = [ P , AT]. 

Proof. As i n 10.1.2 we can wri te x T = ] ^ [ f = 1 SfX*^" 1. Let x e P and wri te y for 
x ' f . Then y and y s r l b o t h belong to P. Since P is abelian, the subgroup 
C = CG(ys7i) contains <P, P s r l > , and by Sylow's Theorem P and P s ' r l are 
conjugate i n C , say, P S j 7 1 = P c where C G C . Thus ri = s^1c~1eN. Since 
^ r 1 = y r i ? we compute that 

k 

X T = F n s ^ v 1 . 

I m T - P/P n G'. (3) 

(4) 

where n = |G : P\ and = f | f = 1 [ x ^ , r j G [ P , AT]. I t follows successively that 
xn G P T [ P , AT] and P = P T [ P , AT] because (n, p) = 1. Suppose next that 
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x T G K e r i where XGP; then 1 = ( x T ) T = (xz)n because (G') T = 1. Conse
quently xz = 1 and P T n K e r T = 1. Since G = PG'(p), and thus I m r = P\ 
we have P = ( I m T) X [ P , AT]. 

Next we cla im that I m T < N . F o r i f x e P and y e N, then 

( x 7 = f l (ttxt^y = f l ^ ( ^ r 1 , 
i = i i = i 

where { t l 9 t „ } is any r ight transversal to P. But {t{,..., ty

n) is also a r ight 
transversal because y e NG(P). Thus ( x T ) y = (x y) T—see also Exercise 10.1.14. 
Hence I m x o N. 

W e deduce that [ I m T, N ] < I m T n [ P , AT] = 1 and I m i < CP(N). O n 
the other hand, i f x e CP(N), then (4) shows that x T = xn, which 
yields x e I m r and C P ( iV) < I m T. Hence CP(AT) = I m T. F ina l ly [ P , AT] < 
P n K e r r, and also |P : P n K e r r | = |P T | = |P : [ P , AT] | since P = P T x 
[ P , AT]. Therefore P n K e r r = [ P , AT]. • 

10.1.7 (Taunt). Let G be a finite group all of whose Sylow subgroups are 
abelian. Then G' n CG = 1 and CG is the hypercenter of G. 

Proof. Let p be a pr ime and P a Sylow p-subgroup of G. Then 

( G n CG) n P < C P(ATG(P)) n(PnG') = l 

by 10.1.5 and 10.1.6. Since this is true for every prime, i t follows that 
G'n£G= 1. F ina l ly [ C 2 G , G]<GfnCG=l and therefore CG = C 2 G. • 

The fo l lowing useful result is an easy consequence of 10.1.6. 

10.1.8 (Burnside). If for some prime p a Sylow p-subgroup P of a finite group 
G lies in the center of its normalizer, then G is p-nilpotent. 

Proof. By hypothesis P is abelian and P = CP(NG(P)). We deduce at once 
f rom 10.1.6 that P n K e r T = 1 where of course T: G P is the transfer. This 
means that K e r T is a p '-group, wh ich i n t u r n implies that G is p-nilpotent 
since G/Ker T ~ I m T, a p-group. • 

Whi l e much more powerful criteria for p-nilpotence are available, as the 
fo l lowing sections w i l l show, 10.1.8 provides significant in format ion about 
the orders of finite simple groups. 

10.1.9. Let p be the smallest prime dividing the order of the finite group G. 
Assume that G is not p-nilpotent. Then the Sylow p-subgroups of G are not 
cyclic. Moreover \ G\ is divisible by p 3 or by 12. 

Proof. Let P be a Sylow p-subgroup of G and wri te N and C for the nor
malizer and centralizer of P respectively. Then C ^ N by 10.1.8. N o w N/C 
is i somorphic w i t h subgroup of A u t P, by 1.6.13. I f P is cyclic, then P < C 
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and N/C has order d iv id ing p — 1 by 1.5.5. However p is the smallest pr ime 
divisor of |G | , so we are forced to the cont radic t ion N = C. Hence P is no t 
cyclic. 

Nex t suppose that p 3 does no t divide |G| . Then P must be an elementary 
abelian p-group of order p 2 by 1.6.15 and the noncycl ici ty of P. Hence 
A u t P ~ G L ( 2 , p), wh ich has order ( p 2 — l ) ( p 2 — p). Since C > P, i t follows 
that | i V : C | divides (p — l ) 2 ( p + 1), which , i f p were odd, w o u l d yield a 
smaller pr ime divisor of | G | than p. Hence p = 2 and |iV : C\ = 3, so that | G | 
is divisible by 12. • 

I f G is a finite simple group of composite order, then 10.1.9 tells us that 
|G | is divisible by 12 or the cube of the smallest pr ime d iv id ing the order of 
G. However by the F e i t - T h o m p s o n Theorem this smallest pr ime is actually 
2. So i n fact the order of G is divisible by either 8 or 12. I n add i t ion the 
Sylow 2-subgroups of G cannot be cyclic. Fo r a more precise result see 
Exercise 10.3.1. 

Finite Groups with Cyclic Sylow Subgroups 

We have developed sufficient machinery to classify a l l finite groups having 
cyclic Sylow subgroups. The definitive result is 

10.1.10 (Holder, Burnside, Zassenhaus). / / G is a finite group all of whose 
Sylow subgroups are cyclic, then G has a presentation 

G = {a, b\am = 1 = bn, b'lab = ar} 

where rn = 1 (mod m), m is odd, 0 <r < m, and m and n(r — 1) are coprime. 
Conversely in a group with such a presentation all Sylow subgroups are 

cyclic. 

This means that a finite group whose Sylow subgroups are cyclic is an 
extension of one cyclic group by another; such groups are called metacyclic. 
I n part icular the group is supersoluble. 

Proof of 10.1.10. (i) Assume that a l l the Sylow subgroups of G are cyclic. I f 
G is abelian, then, being the direct product of its Sylow subgroups, G is 
cyclic and has a presentation of the required sort w i t h m = 1. Thus we may 
assume that G is no t abelian. 

Let p denote the smallest pr ime divisor of |G| . Then, according to 10.1.9, 
the group G is p-ni lpotent and G/Op (G) is a p-group. By induc t ion on the 
group order G is soluble; let d be the derived length. Then G ( d _ 1 ) is abelian 
and therefore cyclic, f rom which i t fol lows that A u t ( G ( d _ 1 ) ) is abelian. H o w 
ever this means that G' centralizes G{d~l), which , i f d > 2, gives the contra
d ic t ion G{d~l) < (G'y n C(G') = 1 by 10.1.7. So i t has been proved that d = 2 
and G is metabelian. Hence G/G' and G' are cyclic groups. 
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I f Q is a Sylow ^-subgroup of G, then 10.1.6 implies that either Q < G or 
Q n G = 1: for Q, being cyclic, does no t admi t a non t r iv i a l direct decompo
sit ion. Hence q cannot divide bo th ra = \ G\ and n = | G : G | ; consequently 
these integers are coprime. 

Let G = <a> and G / G = <b 1 G / > . The order of fcx must be expressible i n 
the fo rm mln where rat divides ra. N o w = fr™1 has order n and fcG gener
ates G/G because (ra 1 ? n) = 1. Therefore G = <a, fc>. Also a b = a r where the 
integer r satisfies rn = 1 m o d ra and 1 < r < ra. Suppose that there is a 
pr ime g d iv id ing ra and r — 1. Then r = 1 m o d g and i f a x = am/q, we should 
have \ax \ = q and a j = = a l 9 whence a x e G' n CG = 1 by 10.1.7; but this 
w o u l d mean that \a\ = m/q, a cont radic t ion which shows that (ra, r — 1) = 1. 
Since (ra, r) = 1, i t follows that ra is odd. 

(ii) Conversely assume that G has the given presentation and that P is a 
Sylow p-subgroup. Then <a> o G and G is finite of order ran, while either 
P < <#> or P n <a> = 1 since (ra, n) = 1. I n either case P is cyclic. • 

Prominent among the groups w i t h cyclic Sylow subgroups are the groups 
with square-free order: such groups are therefore classified by 10.1.10. 

EXERCISES 10.1 

1. Let H < K < G where G is finite. Denote the transfer of G into K by T G k . Prove 
that TG KTK H = TG H (with a slight abuse of notation). 

2. I f G is a group whose center has finite index n, prove that |G'| divides n"[ log2«]-n+2 
[Hint: Use Exercise 1.3.4.] 

*3. I f G/CG locally finite 7r-group (that is, finitely generated subgroups are finite n-
groups), prove that G' is a locally finite 7r-group. 

4. I f G is a simple group of order p2qr where p, q, r are primes, prove that G ~ A5. 
[Hint: \G\ is divisible by 12.] 

5. There are no perfect groups of order 180, (so a nonsimple perfect group of order 
< 200 has order 1 or 120—see Exercise 5.4.4). 

6. Let H be a p'-group of automorphisms of a finite abelian p-group A. Prove that 
A = [A, # ] x CA(H). I f H acts trivially on A[p\ prove that H = 1. 

7. Let N be a system normalizer of a finite soluble group G which has abelian 
Sylow subgroups. Prove that G = NG' and N nG' = 1. 

8. (Taunt). Let G be a finite soluble group with abelian Sylow subgroups. I f L <a G 
and L is abelian, prove that L = (L n G') x (L n CG). Deduce that L = 
(L n CG) x ( L n CG) x • • • x (L n CG ( d _ 1 ) ) where d is the derived length of G. 
[Hint: Let N be a system normalizer. Apply Exercise 10.1.7 and show that 
LnN = Ln CG.] 

9. Let G(m, n, r) be a finite group with cyclic Sylow subgroups in the notation 
of 10.1.10. Prove that G(m, n, t) ~ G(m, n, r) if and only if m = m, n = n and 
<r + mZ> = <r + mZ> in Z*. 
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10. How many nonisomorphic groups are there of order 210? 

11. Let G be a finite group with cyclic Sylow subgroups. Prove that every subnor
mal subgroup of G is normal. 

12. (Burnside). Let n be a positive integer. Prove that every group of order n is cyclic 
if and only if (n, (p(n)) = 1 where cp is the Eulerian function. 

13. What conditions on the integer n wi l l ensure that all groups of order n are 
abelian? 

14. Let H be a subgroup of finite index in a group G. I f T is the transfer of G into H 
and y e NG(H), prove that (xx)y = (xyf for all x in G. 

15. Let G be a group, H a subgroup with finite index in G, and A any abelian group. 
Then restriction to H yields a homomorphism Res: Hom(G, A) -> Hom(# , A). 
The corestriction map Cor: Hom(#, A) -> Hom(G, A) is defined by 0 i—• 9* where 
0* is the transfer of 0. Prove that Cor is a homomorphism and that Res o Cor is 
multiplication by |G : H\ in Hom(G, A). 

10.2. Griin's Theorems 
T w o impor t an t and powerful transfer theorems due to O. G r i i n w i l l be 
proved i n this section. These theorems provide us w i t h more useful expres
sions for the kernel and image of the transfer in to a Sylow subgroup. 

10.2.1 (Gri in 's Firs t Theorem). Let G be a finite group and let P be a Sylow 
p-subgroup of G. If N = NG(P) and T : G -> P a b is the transfer, then 

P n K e r r = P n G' = <P n AT, P n ( P ' f |# e G>. 

/ V 0 0 / . I n the first place P n K e r T = P nGf by 10.1.5. Define D to be the 
subgroup generated by P n AT' and a l l P n (P')*7 w i t h g e G. Then certainly 
D < P o f f and D o P. W h a t we must prove is that P r\G' < D. Assuming 
this to be false, let us choose an element u of least order i n (P n G ' ) \D . 

We shall calculate wT by a refinement of the method of 10.1.2. Firs t of a l l 
decompose G in to (P, P)-double cosets P X J P , j = 1 , 2 , s . N o w a double 
coset PxP is a un ion of cosets of the fo rm Pxy, y e P, and the latter are 
permuted transit ively by r ight mu l t ip l i ca t ion by elements of P. Hence the 
number of cosets of the fo rm Pxy, yeP, w i t h Px fixed, divides |P | and 
equals a power of p, say p ' . Under r ight mu l t ip l i ca t ion by u the cosets Pxy 
fall in to orbi ts of the fo rm 

(Pxyh Pxy(u,..., PxyiUprnil), i = 2,..., r, (5) 

where yte P and w p m i is the smallest positive power of u such that 
PxyiU*™1 = P x y f . These orbits are to be labeled so that m1 <m2 <"' <mr. 
Replacing x by xyl9 we can suppose y1 = 1. The elements xytuj, i = 1, 
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2 , . . . , r, j = 0, 1 , . . . , pm'x — 1 fo rm part of a r ight transversal to P which may 
be used to compute u\ 

Let us calculate the con t r ibu t ion of the w-orbit (5) to u\ This is P'vt 

where 

vt = xy^y^x'1 = (uptni[u^\ y r 1 ] ) * " 1 , (6) 

an element of P. Tak ing i = 1 we deduce that (uprni)xl G P since y x = 1. N o w 
m x < m f by our ordering, so (upmi)x 1 G P for a l l i and i t follows f rom (6) that 
c = [ w p m f , y f 1 ] * - 1 e P. I n add i t ion c G ( P ' ) x - 1 , which means that c e D. Con
sequently vt = (upTni)xX m o d D. The to ta l con t r ibu t ion to ux of the double 
coset PxP is therefore P 'w(x) where 

w(x) = t \ v i = [uptfX m o d D (7) 
i = i 

since ^ . = 1 pmi = p\ 
N o w suppose that t > 0. Since w(x) G P, we have ( w p t ) x 1 G P n K e r T by 

(7), and by m i n i m a l i t y of |w| we ob ta in ( w p t ) x _ 1 e D. Fo r the same reason 
upt e D. Thus we certainly have w(x) = 1 = upt m o d D. 

If, on the other hand, t = 0, then PxP = Px, which is equivalent to x G AT. 
Hence P x P contributes P'xux'1 = P'u[u9 x _ 1 ] to wT: of course [w, x _ 1 ] G 
P n Nf < D. Aga in we have w(x) = w p t m o d D. 

Thus f l 5 = i w(xj) — u l m o & D where / = Yfj=i Ptj anc* Ptj is the number of 
cosets Pxyy i n Px7-P. Then / = \ G:P\, the to ta l number of r ight cosets of 
P i n G. Since ue PnG', we have ux = Pf < D. Hence G D , which yields 
u G D since p does not divide /. • 

The next result illustrates the usefulness of Grun 's theorem. 

10.2.2 (Wong). Suppose that G is a finite group which has a Sylow 2-subgroup 
P with a presentation <a, b\a2n = 1 = b2, ab = a 1 + 2 n x> where n > 2. Then G 
is 2-nilpotent and, in particular, G cannot be simple. 

Proof. Let N denote NG(P). The Schur-Zassenhaus Theorem implies that 
there is a subgroup Q such that N = QP and QnP = 1; of course Q has 
odd order. However Q/CQ(P) is i somorphic w i t h a subgroup of A u t P and 
by Exercises 5.3.5 the latter is a 2-group. Thus we are forced to conclude 
that Q = CQ(P) and N = Q x P. 

A p p l y i n g 10.2.1 we have 

PnG' = (Pn N\ P n (PJ\g G G>. 

N o w PnN' = Pn(Qf x P') = < a 2 n _ 1 > , a group of order 2, which allows 
us to conclude that PnG' is generated by elements of order 2. Since al l 
the elements of P w i t h order 2 belong to P 0 = < a 2 n _ 1 , fc>, i t follows that 
P n G < P 0 . 
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Let L / G ' be the o d d component of G a b and set S = <a 2 , b}L, evidently 
a no rma l subgroup of G. N o w P nS = <a 2 , b} (P n L ) and P n L = 
PnG' < P 0 , f rom which i t follows that PnS = <a 2 , b} = P 1 ? say. P x is a 
Sylow 2-subgroup of S since S o G. 

F r o m the presentation one sees that P x is abelian: indeed i t is the direct 
product of a cyclic group of order 2 " _ 1 > 2 and a group of order 2. Conse
quently A u t P x is a 2-group by Exercise 1.5.13. The argument of the first 
paragraph now shows that P1 is a direct factor of As(Pi ) and we deduce 
f rom 10.1.8 that S is 2-nilpotent. Since \ G:S\<2, the same holds for G. • 

There has been much w o r k on the classification of finite simple groups 
of composite order according to the nature of their Sylow 2-subgroups. I t 
was remarked above that the Sylow 2-subgroups of such a group cannot be 
cyclic; of course 10.2.2 excludes a further set of 2-groups. 

F o r example, we ment ion that Brauer and Suzuki have shown that a 
(generalized) quaternion group Q2n cannot be the Sylow 2-subgroup of a 
finite simple group. I n another invest igation Gorenstein and Wal ter have 
proved that PSL(2, p m ) , p ^ 2, and A1 are the only finite simple groups to 
have a dihedral Sylow 2-subgroup. The proofs of these results are difficult 
and cannot be discussed here. F o r more in fo rmat ion on these questions 
consult [ b 2 6 ] . 

Weak Closure and p-Normality 

I f H and K are subgroups of a group, then H is said to be weakly closed i n 
K i f H < K and i f H9 < K always implies that H = H9. Otherwise stated H 
is weakly closed i n K i f K contains H but no other conjugate of H. 

I f P is a Sylow p-subgroup of G and i f the center of P is weakly closed i n 
P, then G is said to be p-normal. A m o n g p-normal groups are groups w i t h 
abelian Sylow p-subgroups and groups i n which distinct Sylow p-subgroups 
have t r i v i a l intersection. 

10.2.3 (Gri in 's Second Theorem). Let the finite group G be p-normal and 
let P be a Sylow p-subgroup of G. If L = NG(£P), then P nG' = P nL' and 
G/G'(p) ~ L/L'(p). 

Proof. I n the first place G/G'(p) - P/PnG' by 10.1.5 and (3). I n addi t ion , 
since P < L , the subgroup P is a Sylow p-subgroup of L and L/L'(p) ~ 
P/P n L ' . The theorem w i l l therefore fo l low should we succeed i n p rov ing 
that P nG' = P nL'. W h a t is more, by Gr i in ' s Firs t Theorem i t suffices 
to show that P n N' < P n L and P n (P')g < P n L for a l l g i n G, where 
N = NG(P). Since CP is characteristic i n P, i t is certainly true that N < L 
and P n AT < P nL'. Thus we can concentrate on / = P n ( P ' ) 9 . 
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Let P 0 = C P and M = NG(I). Then P0 < M and P9

0<M since P9

0 = £(P*). 
Let P X and P 2 be Sylow p-subgroups of M containing P 0 and P<f respec
tively. Then of course P1 = P 2 for some h i n M . N o w P X < Px for some x 
i n G and P 0 < P1 < P x , so that P 0 and PQ 1 are b o t h contained i n P . By 
p-normal i ty P 0 = P £ \ I n add i t ion P$h < P\ = P1 < Px, so that P$h = P$ = 
P 0 by p-normal i ty again. Thus gh e L . I t now follows that I = I h = 
Ph n (P,yh < L / s i n c e p < L F ina l ly / < P n L ' as required. • 

EXERCISES 10.2 

1. Show that 10.2.2 does not hold if n = 2. 

2. Let P be a finite 2-group such that Aut P is a 2-group and P cannot be generated 
by elements of order dividing |P'|. Prove that there is no finite simple group 
whose Sylow 2-subgroups are isomorphic with P. Give some examples. [Hint: 
Apply Griin's First Theorem.] 

3. Prove that a p-nilpotent group is p-normal. 

4. Let G be a finite p-normal group. I f P is a Sylow p-subgroup and L = N G(£P), 
prove that LnG'(p) = L'(p). 

10.3. Frobenius's Criterion for p-Nilpotence 

Here we derive a useful cr i ter ion for p-nilpotence, describing i n the sequel 
some of its many applications. The fo l lowing technical lemma is used i n the 
proof. 

10.3.1 (Burnside). Let Px and P2 be Sylow p-subgroups of a finite group G. 
Suppose that H is a subgroup of Px n P 2 which is normal in P1 but not in P2. 
Then there exists a p-subgroup M , a prime q ^ p and a q-element g such that 
H<Mandge NG(M)\CG(M). 

Proof. W r i t e K = Np2(H) and assume that P2 has been chosen so that K 
is max ima l subject to P 2 ^ NG(H). Since K < NG(H) and Px is a Sylow p-
subgroup of NG(H\ there is an x i n NG(H) such that K < Px by Sylow's 
Theorem. N o w H o Pl implies that i f o P f , which indicates that we may 
replace P1 by Px w i t h o u t d is turbing the hypotheses. Hence we can assume 
that K < Pu so that K < Px n P 2 < K and K = P1 n P 2 . Since P1 P 2 , i t 
follows that K < P x and K < P 2 . 

A p p l y the normalizer condi t ion to Ph i = 1, 2: then K < Nt < Pt where 
Nt = NP.(K). Hence K < L = < iV 1 ? N2}. Not ice that L cannot normalize H 
because, i f i t d id , N2 w o u l d be contained i n NPi(H) = K. 

Next Nx is contained i n a Sylow p-subgroup of L , which i n t u r n is con
tained i n some Sylow p-subgroup P 3 o f G. Then K < Nx < Np3(H); this, i n 
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view of the maximal i ty of K , implies that P 3 normalizes H. I t follows that 
there is a Sylow p-subgroup of L wh ich normalizes H. 

C o m b i n i n g the results of the last two paragraphs we conclude that there 
exist a pr ime q ^ p and a Sylow ^-subgroup Q o f L such that Q does not 
normalize H. Let g e Q\NG(H) and put M = i f < f l f > . Since H o L and 
<2 < L , we see that M is a p-group. Obvious ly g e NG(M), but g $ CG(M) 
since g $ CG(H). • 

10.3.2 (Frobenius). A finite group G is p-nilpotent if and only if every p-
subgroup is centralized by the p'-elements in its normalizer. 

Proof. Assume that G is p-ni lpotent and that P is a p-subgroup. Then 
al l the p'-elements belong to O p ( G ) , and we have [_Op(G)nNG(P), P ] < 
P n Op(G) = 1, wh ich establishes the necessity of our condi t ion . 

Conversely assume that the cond i t ion is satisfied i n G and let P be a 
Sylow p-subgroup. The p-nilpotence of G w i l l be established by induc t ion 
on |G| ; of course we may suppose that |G | ^ 1 and |P | ^ 1. W r i t e C = CP 
and L = NG(C). Then 1 / C < L and P /C is a Sylow p-subgroup of L / C . 
We verify easily that L/C inherits the condi t ion imposed on G; therefore 
L / C has a no rma l H a l l p '-subgroup Q/C. By the Schur-Zassenhaus Theo
rem there is a complement M of C i n Q. Bu t since M normalizes C and is a 
p ' -group, i t centralizes C; thus Q = M x C. Evident ly | L : M | is a power of 
p, and i n addi t ion M is characteristic i n Q and hence n o r m a l i n L . F r o m 
these properties there follows the equali ty L = P M . Consequently P n L ' < 
P n ( P ' M ) = P' and P n L ' = P'. 

By 10.3.1 and the hypothesis a n o r m a l subgroup of a Sylow p-subgroup 
of G is no rma l i n every Sylow p-subgroup that contains i t . I t follows that 
every Sylow subgroup containing C is itself contained i n L . Bu t L = P M 
and b o t h P and M centralize C, so that C < CL. C o m b i n i n g this w i t h the 
previous sentence we conclude that C lies i n the centre of every Sylow p-
subgroup which contains i t , a proper ty that is manifestly equivalent to weak 
closure of C i n P, that is, to p -normal i ty of G. 

We are now i n a posi t ion to apply Grun's Second Theorem, concluding 
that PnG' = P n L . Bu t we have seen that P n L = P', so i n fact P' = 
P n G , which is a Sylow p-subgroup of G and hence of G'(p). I f G'(p) were 
equal to G, i t w o u l d fo l low that P = P' and P = 1, contrary to assumption. 
Thus G'(p) is a proper subgroup and by induc t ion on |G | i t is p-nilpotent , 
which implies at once the p-nilpotence of G. • 

Applications of Frobenius's Theorem 

10.3.3 (I to). Let G be a finite group which is not p-nilpotent but whose maxi
mal subgroups are p-nilpotent. Then G has a normal Sylow p-subgroup P such 
that \ G : P | is a power of a prime q ^ p. Moreover every maximal subgroup of 
G is nilpotent. 
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Proof. Since G is not p-nilpotent , 10.3.2 shows that there exist a p-subgroup 
P, a pr ime q ^ p and an element # of order qm such that # normalizes but 
does not centralize P. N o w P> cannot be p-nilpotent, by 10.3.2 again. 
Consequently G = P> and P < G. Hence | G : P | = |#| = qm and P is a 
Sylow p-subgroup. 

Let H be any max ima l subgroup of G. Since H is p-nilpotent, H/Op,(H) is 
ni lpotent . I n add i t ion n P is n i lpotent while P n Op(H) = 1. I t follows 
that H is ni lpotent . • 

Thus i t emerges that a finite m i n i m a l non-p-nilpotent group is a m i n i m a l 
nonni lpotent group. Fur ther structural properties can therefore be deduced 
f rom Exercise 9.1.11. 

10.3.3 has, i n tu rn , appl icat ion to groups whose proper subgroups are 
supersoluble. 

10.3.4 (Huppert) . / / every maximal subgroup of a finite group G is super-
soluble, then G is soluble. 

Proof. Assume that G is insoluble and let p be the smallest pr ime d iv id ing 
|G| . I f G is p-nilpotent , then Op(G) ^ G, so that Op(G) is supersoluble. Since 
G/Op (G) is a p-group, the solubili ty of G follows. Hence G is not p-nilpotent. 
O n the other hand, a max ima l subgroup of G is supersoluble and hence 
p-ni lpotent by 5.4.8. However 10.3.3 shows that G must be soluble. • 

A good deal of s tructural in fo rmat ion about finite m i n i m a l nonsuper-
soluble groups is available: for details see [ b 6 ] (and also Exercise 10.3.10). 

O n the basis of 10.3.4 an interesting characterization of finite super-
soluble groups per ta ining to max ima l chains may be established. Here by a 
maximal chain i n a group G we mean a chain of subgroups 1 = M 0 < Mx < 
- - < Mm = G such that M{ is max ima l i n Mi+1 for each i. 

10.3.5 (Iwasawa). A finite group G is supersoluble if and only if all maximal 
chains in G have the same length. 

Proof. First let G be supersoluble. Since a max ima l subgroup of a super-
soluble group has pr ime index, the length of any max ima l chain i n G equals 
the number d of pr ime divisors of |G | , including mult ipl ici t ies . 

Conversely, assume that G has the chain property but is not supersoluble. 
Let G be chosen of least order among such groups. Since subgroups inheri t 
the chain property, G is a m i n i m a l nonsupersoluble group, so by 10.3.4 i t is 
soluble. Therefore a composi t ion series of G is a max ima l chain and the 
length of each max ima l chain equals the composi t ion length, which is jus t d, 
the number of pr ime divisors of | G|. 

By 9.4.4 there exists a max ima l subgroup M whose index is composite. 
O n refinement of the chain 1 < M < G there results a max ima l chain whose 
length is less than d, a contradict ion. • 
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EXERCISES 10.3 

1. I f G is a finite simple group of even order, then |G| is divisible by 12, 16, or 56. 

2. I f G is a finite simple group whose order is divisible by 16, prove that |G| is 
divisible by 32, 48, 80, or 112. 

3. A subgroup H is said to be pronormal in a group G i f for all g in G the sub
groups H and H9 are conjugate in (H, H9}. I f H is pronormal and subnormal in 
G, show that H < G . 

4. Let G be a finite group and let p be the smallest prime dividing |G|. I f every 
p-subgroup is pronormal in G, then G is p-nilpotent. [Hint'. Use Frobenius's 
criterion and Exercise 10.3.3.] 

5. (J.S. Rose). Let G be a finite group and p a prime. Prove that every p-subgroup is 
pronormal in G if and only if each p-subgroup is normal in the normalizer of 
any Sylow p-subgroup that contains it. [Hint: Use and prove the result: i f P 
and H9<3 P where P is a Sylow p-subgroup of the finite group G, then H and H9 

are conjugate in iVG(P).] 

6. Show that Exercise 10.3.4 does not hold for arbitrary primes p. 

7. Let P be a Sylow p-subgroup of a finite group G. I f NG(H) = P whenever H is a 
nontrivial abelian subgroup of P, prove that G is p-nilpotent. [Hint: Prove that 
PnP9 =1 i f # e G \ P ] 

8. Let P be a Sylow p-subgroup of a finite group G. Prove that G is p-nilpotent i f 
and only i f NG(H) is p-nilpotent whenever 1 ^ H < P. 

9. I f G is a finite group in which every minimal p-subgroup is contained in the 
centre of G, then G is p-nilpotent provided p > 2. 

10. (K. Doerk). Let G be a finite minimal nonsupersoluble group. Prove that G is 
p-nilpotent for some p dividing |G|. 

10.4. Thompson's Criterion for p-Nilpotence 

The subject of this section is a very powerful cond i t ion for p-nilpotence 
due to Thompson which has impor t an t appl icat ion to Frobenius groups. A 
major role is played by a rather curious subgroup that can be formed i n any 
finite p-group P. We define 

j(p) 

to be the subgroup generated by al l abelian subgroups of P w i t h max ima l 
rank. Obvious ly J(P) is characteristic i n P. 

10.4.1 (Thompson). Let G be a finite group, p an odd prime and P a Sylow 
p-subgroup of G. Then G is p-nilpotent if and only if NG(J(P)) and C G ( £ P ) are 
p-nilpotent. 
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Proof, (i) O f course i t is only the sufficiency of the condit ions that is i n 
question. We assume henceforth that NG(J(P)) and CG(CP) are p-nilpotent 
but G itself is no t p-nilpotent . Fur thermore let G be a group of smallest 
order w i t h these properties. Observe that any proper subgroup containing 
P inherits the condit ions on G and is therefore p-nilpotent. 

The p roo f is b roken up in to a series of reductions, each one of itself being 
fairly s traightforward. 

(ii) Op.(G) = 1. 
Suppose that on the contrary T = Op(G) ^ 1 and wri te G = G/T and 

P = PT/T O u r immediate object is to show that the condit ions on G apply 
to G. Certainly P is a Sylow p-subgroup of G isomorphic w i t h P via the 
natura l homomorph i sm X K X T . F r o m this we deduce that J(P) = J(P)T/T 
I f xTeNG(J(P))9 then J(P)XT = J (P)T, f rom which i t follows by Sylow's 
Theorem tha t_J(P) x = J(P)y for some y i n T; thus x e NG(J(P))T Conse
quently NG(J(P)) is contained i n NG(J(P))T/T9 wh ich shows the former to be 
p-nilpotent. 

N o w we must examine CG(CP). Clearly £P = (£P)T/T9 so that i f xT e 
CG(CP), then (CP)XT = (CP)T; just as i n the previous paragraph, x e NG(£P)T. 
Clearly we can assume that x e NG(CP). Then [CP, x ] < T n CP = 1 and 
x e CG(CP). Consequently C G(CP) = CG(CP)T/T is p -n i lpo ten t 

F ina l ly the m i n i m a l i t y of G allows us to conclude that G is p-nilpotent, 
which implies at once that G is p-nilpotent. 

(ii i) We introduce the set £f of a l l non t r iv i a l p-subgroups whose normal 
izer i n G is not p-nilpotent. £f is no t empty, otherwise the normalizer of 
every non t r iv i a l p-subgroup w o u l d be p-nilpotent, which i n view of the 
Frobenius cr i ter ion (10.3.2) w o u l d i m p l y the p-nilpotence of G. 

The set is par t ia l ly ordered by means of a relat ion ^ defined i n the 
fo l lowing manner. I f Hl9 H2e ¥9 then H1 < H2 means that either 

(i) IN^H^KlN^H^ 
or 

(ii) \NG(H1)\p = \NG(H2)\p and \HX\ < \H2\. 

Here np denotes the largest power of p d iv id ing n. 
Choose an element H of £f wh ich is max ima l w i t h respect to this par t ia l 

order ing and wri te 
N = NG(H). 

I f P 0 is a Sylow p-subgroup of N9 then H < P0 since H o N. Replacing P i f 
necessary by a suitable conjugate, we may suppose that P 0 < P and thus 
H < P. Also P 0 < P n N9 so that P 0 = P nN since P 0 is a Sylow p-subgroup 
of N. 

(iv) i f = Op(G) and G = G/H is p-nilpotent. 
We shall first establish the fact that N satisfies the condit ions on G. 

Since H < P, we have [CP, FT] = 1 and CP < N , which implies that CP < 
P 0 n C G ( P 0 ) = CP0 because P0 = P n AT. I n consequence C^CPo) < Q(CP) , 
which demonstrates that (^(CPo) is p-nilpotent. 
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Let us now examine NN(J(P0)). I f P 0 were equal to P, this normalizer 
w o u l d certainly be p-nilpotent. Assuming that P 0 < P, we invoke the nor
malizer cond i t ion to produce a subgroup Pl normal iz ing P such that P 0 < 
P i < P. Since J(P0) is characteristic i n P 0 , i t is no rma l i n Pl and thus 
P1 < NG(J(P0)\ which shows that \NG(J(P0))\P > | P 0 | = \N\P. By max imal i ty 
of H i n £f the group NG(J(P0)) must be p-nilpotent , whence so is NN(J(P0)). 

I f N ^ G, then AT is p-ni lpotent by min ima l i t y of G. Bu t this contradicts 
the fact that H e £f. Hence N = G and H o G, which leads at once to 
H < Op(G). Suppose that P2/H is a non t r iv i a l no rma l subgroup of P/H. 
Then P < ATG(P 2), f rom which i t follows that \NG(P2)\p = \P\ = \N\P: also 
| i f | < |P 2 | , o f course. Once again max imal i ty of H i n £f enters the argu
ment, forcing NG(P2) to be p-nilpotent . This makes i t clear that P 2 cannot be 
no rma l i n G; since H < Op(G) < P, i t follows that H = Op(G). 

Observe that P = P/H ^ 1 since P cannot be no rma l i n G. O n applying 
the preceding discussion to P2/H = J(P) we ob ta in the p-nilpotence of 
NG(J(F)). I n a similar manner, t ak ing P2/H to be C(P) we f ind that NG(CP) 
is p-nilpotent , and since C G ( £ P ) < NG(£P)/H, the p-nilpotence of CG(£P) 
follows. F ina l ly |G | < |G| , so G is p-ni lpotent by min ima l i t y of |G| . 

I n the sequel we shall wri te 

K = Opp.(G)9 

so that G/K is a p-group. Also a "bar" will always denote a quotient group 
modulo H. 

(v) P is maximal in G and CG(H) < H. 
Since C G ( £ P ) is p-nilpotent , i t is proper and lies inside a max ima l sub

group M . Then P < C G ( £ P ) < M , so that M is p-ni lpotent by (i). We have 
to prove that P = M , or equivalently that U = Op(M) = 1. N o w [ / < M 
and also H o G and H < P < M , so we have [ (7 , # ] < U n # = 1 and 
U < CG(H). I n add i t ion U < K because G/K is a p-group, and therefore 
U < CK(H). 

N o w consider CK(H). Clearly H n C K ( / f ) = f rom which i t follows 
that CK(H)/£H is a p ' -group and £H has a complement X i n CK(H). H o w 
ever is obviously contained i n the centre of CK(H\ so that i n fact 
CK(H) = £H x X. Here X = Op,(CK(H))^i G because C K ( # ) o G. However 
O p , (G) = 1 by (ii); thus X = 1 and C K ( # ) = C#, a p-group. I t therefore fo l 
lows that U = 1 as required. 

F ina l ly | C G ( / f ) : CK(H)\ is a power of p because | G : K\ is. Since C K ( / f ) = 
£H by the last paragraph, CG(H) is a p-group. Hence CG(H) < Op(G) = H. 

(vi) K is a nontrivial elementary abelian q-group9 q ^ p. 
I n the first place K cannot equal H9 otherwise G w o u l d be a p-group and 

a fortiori p-nilpotent. Choose a pr ime q d iv id ing \K:H\; then certainly 
q ^ p. I f Q is a Sylow ^-subgroup of K , the F r a t t i n i argument applies to 
give G = NG(Q)K9 f rom which i t follows that \G:NG(Q)H\ divides | X : i f | 
and is pr ime to p; thus NG(Q)H contains a Sylow p-subgroup of G, let us say 
P9. Then P < NG(Q9 l)H and, since Q may be replaced by Q9 \ we can i n 
fact assume that P < NG(Q)H. 
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Let <20 denote the subgroup generated by a l l the elements of order q i n 
the center of Q. Since Q0 is characteristic i n Q, i t is no rma l i n NG(Q\ which 
implies that Q0H^ NG(Q)H. I t follows that (Q0H)P = Q0P is a subgroup 
since we agreed that P < NG(Q)H i n the last paragraph. Fur thermore 
G = Q0P since P is max ima l i n G, f rom which we deduce that Q = 
Q n (QoP) = 2o> thus showing Q to be elementary abelian. 

F ina l ly K = Kn (QP) = Q(K n P) = QH since K = Opp(G); therefore 

K = QH and K - Q. (8) 

(vii) CG(K) = K. 
O f course CG(K) > K by (vi). N o w K has a no rma l complement i n CG(K) 

a fact that shows CG(K) to be the direct product of K and PJH = Op(CG(K)). 
I t follows that ? ! < G and since Px is a p-group, Px = H, which yields the 
desired equality. 

(vii i) A t this po in t one must observe that J(P) cannot be contained i n H; 
for i f i t were, since H < P, we should have J(P) = J ( / f ) o G, thus forcing 
G = NG(J(P)) to be p-nilpotent. Consequently there is an abelian subgroup 
A of P w i t h max ima l rank which is no t contained i n H. Then [ K , A~\ ^ H; 
for otherwise ^ < K by (vii), wh ich w o u l d i m p l y that A < P n K = H. Since 
K = QH, i t follows that [Q , A~\ £ H. 

(ix) P = AH and Q = K is minimal normal in QA. 
Not ice that 2 = K < G and that Q is an abelian Sylow g-subgroup of 

QA i n view of (vi). A p p l y i n g 10.1.6 to the group QA we obta in a direct 
decomposi t ion 

Q = CQ(QA) x [ Q , Q l ] = C 5 ( I ) x [ Q , I ] . (9) 

We have observed i n (viii) that [ Q , A~] ^ / J ; thus [ Q , A~] I and we can 
choose Q x such that Q x < Q and is a m i n i m a l no rma l subgroup of QA 
contained i n [ Q , A ] . I t is necessary to prove that QX = Q. 

T o accomplish this we consider the subgroup 

R = < H , A, Q i > = QiAH = QXAH 
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w i t h a view to showing that i t satisfies the condit ions on G. We recognize 
AH as a Sylow p-subgroup of R: for i t is surely a p-group while AH < R < 
AK and \AK : AH\ is pr ime to p. 

We shall prove first of a l l that NR(AH) = AH. I f this is false, the group 
AH is normal ized by some element u o f Qx\H; this element must satisfy 
\_A9 u] < (AH) n K since u e Qx < K. Therefore [A, u] < H and uH e CQ(A). 
This means that uH belongs to b o t h CQ(A) and [ Q , A~] since Qx < [ Q , A~]9 

which contradicts (9). Nex t let x e NR(J(AH)). Obvious ly A < J(AH)9 so we 
have Ax < J(AH) < AH and x e NR(AH) = AH. Consequently NR(J(AH)) = 
AH, a p-group and hence certainly p-nilpotent . 

N o w consider CR^(AH)\ Since H < P, we have CP < CG(H) < H by (v). 
Also A < P, wh ich implies that CP < t{AH) and CR^(AH)) < CR^P). Since 
the latter is p-nilpotent , so is CR(£(AH)). 

I f R ^ G, the m i n i m a l i t y of |G | leads to the p-nilpotence of R; thus 
R/Op(R) is a p-group. Bu t Op(R) centralizes H by 10.3.2 and CR(H) < H by 
(v); therefore P is a p-group and Qx = 1, wh ich is contrary to the choice 
o f 2 i -

Hence G = R = QXAH9 wh ich implies that Q < QXA. Thus Q = Ql9 as 
claimed. F ina l ly P = : for AH has been seen to be a Sylow p-subgroup 
of R = G. 

(x) ^ is cyclic. 
We see f rom (ix) that K is a simple F ^ - m o d u l e where Fq = GF(q). Also 

A acts faithfully on K by (vii). A p p l y i n g 9.4.3. we conclude that A is cyclic. 
(xi) Wr i t e D = CH and consider the group QD. Obvious ly D is an abelian 

Sylow p-subgroup of QD and D o QD. Thus 10.1.6 yields the decomposi t ion 

D = CD(QD) x [ D , g D ] = C D ( 0 x [ D , Q ] . (10) 

Suppose that [ D , Q ] = 1; then Q < C G ( D ) < CG(CP) since CP < C G ( # ) = D 
by (v). N o w CG(CP) = P since P is max ima l and CG(CP) cannot equal G. 
There results the contradic t ion Q = 1, wh ich shows that [ D , Q ] ^ 1. 

N o w define F as the subgroup generated by a l l elements of order p i n 
[ D , g ] . Not ice that [ D , Q ] = [ D , Q # ] = [ D , K ] o G, so that F < G. O f 
course V is an elementary abelian p-group. 

(xii) | F | < p 2 . 
Let A0 = A n H. Since A/A0 is cyclic by (x), we have r(A) — r(A0) < 1. 

Also ^ 0 F is abelian because F < £H. I n view of A0 V < P and the max i 
mal i ty of A we have r(A0V)<r(A). I t is easy to show that r(A0V) = 
r(A0) + r(V) — r(A0 n V)9 using the fact that V is elementary. Hence r(V) — 
r(A0 nV)< r(A) - r(A0) < 1. This implies that r(V/A0 n V) < 1 and 
F /^o n V is cyclic. I f 1 ^ x e 2 , then V/AQ n F is cyclic, by conjugation. 
N o w suppose that r(V) > 3; then A0 n AQ n V ^ 1 and 7 = ^ n ^ x n F ^ l . 
I f v4x < P = ^ / f , we should have x e NG(AH) = NG(P) = P by maximal i ty 
of P, and x = 1. Thus Ax £ P and G = <P, /4X> = ^4, Ax}9 wh ich leads 
to 7 < CG. Bu t then 7 < CD(Q) n [ D , Q ] = 1 by (10), a contradic t ion. 

(xii i) The final step. 
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We begin by showing that CG(V) = H. Obviously H < C G ( F ) o G, and 
i f H ^ CG(V\ then CG(V) is not a p-group. Hence Q n CG(V) 1, wh ich 
implies that H < CK(V) < K. N o w C K ( F ) o G since F < G, and yet K is a 
m i n i m a l n o r m a l subgroup of QA by (ix). Hence K = CK(V). However this 
yields V < CD(Q) n [ D , Q] = 1, wh ich is certainly false. Consequently 
CG(V) = H. 

This result tells us that G is isomorphic w i t h a group of automorphisms 
of V9 and hence i n view of (xii) w i t h a subgroup of G L ( 2 , p). N o w SL(2, p) is 
n o r m a l and has index p — 1 i n G L ( 2 , p), indicat ing that a l l p-elements of 
G L ( 2 , p) lie i n SL(2, p). However P is max ima l i n G, so we may be sure that 
G, and hence G, is generated by p-elements. Consequently G is isomorphic 
w i t h a subgroup of SL(2, p). 

Recall f rom 3.2.7 that |SL(2, p)| = (p - l ) p (p + 1). Thus | X | = g m divides 
(p — l ) ( p + 1). Suppose that q > 2, so that g cannot divide b o t h p — 1 and 
p + 1. N o w qm = 1 m o d p by (ix) and 9.4.3, wh ich implies that qm > p + 1 
and qm = p + 1. Since p is an odd prime by hypothesis, p + 1 is even and 
q = 2. Bu t an easy mat r ix calculation—see Exercise 10.4.2—reveals that 
SL(2, p) has precisely one element of order 2, namely — 1 2 , wh ich is i n the 
centre. Since K is elementary abelian, K < £(G) and (vii) gives K = G and 
hence A < H, contrary to the choice of A, wh ich is our final contradict ion. 

• 
E X A M P L E . Thompson's theorem is not true if p = 2. Fo r let G = S4 and let P 
be a Sylow 2-subgroup. Then P is a dihedral group of order 8 and i t is easy 
to see that for this group J(P) = P and NG(J(P)) = P; i n add i t ion CG(CP) = 
P. O f course P is 2-nilpotent bu t G does not have this property: indeed 
O r ( G ) = 1. 

Groups with a Nilpotent Maximal Subgroup 

I n Chapter 9 we proved the theorem of Schmidt that a finite group whose 
max ima l subgroups are al l n i lpotent is soluble. We shall use Thompson's 
cr i ter ion to establish a notable improvement of Schmidt's theorem which 
applies to groups i n wh ich a single max ima l subgroup is ni lpotent . 

10.4.2 (Thompson). If a finite group G has a nilpotent maximal subgroup M 
of odd order, then G is soluble. 

Proof. As usual we suppose the theorem false and choose for G a counter
example of smallest order. I f M contains a non t r iv i a l no rma l subgroup N of 
G, then G/N is soluble by m i n i m a l i t y of |G| : therefore G is soluble, N being 
nilpotent . Hence the core of M i n G must be 1. 

Choose a pr ime p d iv id ing | M | and let P 0 be the unique Sylow p-sub
group of M . Then P 0 is contained i n a Sylow p-subgroup P of G. Since M is 
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max ima l and P 0 is no t n o r m a l i n G, i t must be true that NG(P0) = M , which 
implies that NP(P0) = P n M = P 0 . By the normalizer cond i t ion P 0 = P, 
which means that |G : M | is pr ime to p and M is a H a l l rc-subgroup where n 
is the set of pr ime divisors of | M | . 

We a im next to show that Thompson's theorem is applicable to G. Since 
J ( P ) is characteristic i n P, i t is n o r m a l i n M . N o w J ( P ) cannot be no rma l i n 
G, so i t follows that NG(J(P)) = M . F o r exactly the same reason C G ( £ P ) = M . 
Thus 10.4.1 assures us that G is p-ni lpotent for every pr ime p i n n. Def ining 
L to be the intersection of a l l OP (G) for p i n n9 we see that L is a 7r ' -group 
and G / L a 7r-group. Since M is a H a l l rc-subgroup, i t follows that G = ML 
and M n L = 1. 

Let Q be any Sylow subgroup of L . Then G = NG(Q)L by the F r a t t i n i 
argument. The Schur-Zassenhaus Theorem provides us w i t h a complement 
of NL(Q) i n N G ( e ) , say NG(Q) = XNL(Q). This gives G = X i V L ( g ) L = X L , so 
that X is another complement of L i n G and X = M9 for some g by the 
conjugacy par t of the Schur-Zassenhaus Theorem. I t follows that X is a 
max ima l subgroup and Q o XQ = G. Hence every Sylow subgroup of L is 
n o r m a l and so L is ni lpotent . Since G / L ~ M , i t follows that G is soluble. 

• 
I n fact 10.4.2 is false i f the max ima l subgroup possesses elements of order 

2; for the simple group PSL(2, 17) has a max ima l subgroup of dihedral type 
D 1 6 . However Deskins and Janko have proved that 10.4.2 remains true i f 
the Sylow 2-subgroup is al lowed to have class at most 2. F o r details see 
[ b 6 ] . 

EXERCISES 10.4 

1. Let G be a finite group whose order is not divisible by 6. Let P be a Sylow 
p-subgroup of G. Prove that G is p-nilpotent i f and only if NG(J(P)) and C G(£P) 
are both p-nilpotent. 

2. I f p is an odd prime, prove that the only element of order 2 in SL(2, p) is — 1 2 . 
Deduce that a Sylow 2-subgroup of SL(2, p) is a generalized quaternion group 
and that a Sylow 2-subgroup of PSL(2, p) is dihedral. [Hint: Apply 5.3.6.] 

3. Let P be a Sylow 2-subgroup of G = PSL(2, 17). Show that P ~ Dl6 and that 
p = NG(P). Show also that NG(J(P)) = P = C G(£P). Thus the p-nilpotence of 
NG(J(P)) and C G(£P) does not imply the solubility of G. (Remark: P is actually 
maximal in G.) 

4. Assume that the finite group G has a nilpotent maximal subgroup M . I f 
Fit G = 1, prove that M is a Hall 7i-subgroup of G for some n. 

5. Let M be a maximal subgroup of a finite group G. Assume that each subgroup of 
M is normal in M . Prove that G cannot be simple unless its order is a prime. 
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10.5. Fixed-Point-Free Automorphisms 

A n au tomorphism a of a group G is said to have a fixed point g i n G i f 
ga = g; thus CG(oc) is the set of a l l fixed points of a. I f C G (a) = 1, and 1 is 
the only fixed po in t of a, then a is called fixed-point-free. A subgroup H of 
A u t G is said to be fixed-point-free i f every non t r iv i a l element of H is fixed-
point-free. 

We shall make use of Thompson's cr i ter ion for p-nilpotency to prove an 
impor t an t theorem about groups w i t h a fixed-point-free au tomorphism of 
pr ime order: this can then be applied to the structure of Frobenius groups. 

The fo l lowing lemma collects together the most elementary properties of 
fixed-point-free automorphisms. 

10.5.1. Let a be be a fixed-point-free automorphism of a finite group G and 
let a have order n. 

(i) If ( i , n) = 1, then ocl is also fixed-point-free. 
(ii) The mapping — 1 + a which sends x to x~1+<x = x~1x<x is a permuta

tion of G. 
(iii) x and x a are conjugate if and only if x = 1. 
(iv) x i + « + - + « » - 1

 = i for au X I N Q. 

Proof, (i) holds because a is a power of oc\ 
(ii) I f x ~ 1 + a = y~1+\ then ( x y - 1 ) a = x y " 1 and x = y. Since G is finite, 

— 1 + a is a permuta t ion . 
(iii) Suppose that xa = x9 for some g i n G. By (ii) i t is possible to wri te 

g = y~1+<x for some y i n G. I t follows that xa = x9 = y~<x(yxy~1)y<x and hence 
that (yxy'1)* = yxy'1. Therefore yxy'1 = 1 and x = 1. 

(iv) Let z = x i + « + - + « " ~ 1 . t r l e n z a = x « + « 2 + - + « » - 1 + i = z * T r m s z = 1 by 

(iii) . • 

10.5.2. If a is a fixed-point-free automorphism of a finite group G, then for 
each prime p there is a Sylow p-subgroup P such that P a = P. 

Proof. Let P 0 be any Sylow p-subgroup. Then P£ = P«? for some g i n G. 

A p p l y i n g 10.5.1(h), we may wri te g = / T 1 + A for a suitable h: now let P = 

P^"1. Then 

pa = (p$~lr = (p0

ar = = ô_l = p- • 

10.5.3. Let H be a group of automorphisms of a finite abelian group A. Sup
pose that H is the semidirect product <a> x M where G[S is fixed-point-free 
of prime order p for every [S in M. Assume also that \A\ and \M\ are coprime. 
Then M = 1. 
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Proof. Let ae A and e M. Then a

1+°fi+'"+M)p~i = i by 10.5.1. T a k i n g the 
product of these equations for all fi i n M and remembering that A is abelian, 
we obta in 

i = n n a i * p ) i = « m n n ^ • ai) 
peM i = 0 i = l 0eM 

We cla im that i f i is a fixed integer satisfying 1 < i < p — 1, the elements 
(<7j8)', J8 e M , are a l l different. F o r suppose that (txjS)1' = (<7j8)'; then <rj8 e <<J/?> 
since (/, p) = 1 and (afty = 1. Thus <r/? = (cr/?)J where 1 < j < p; however 
this implies that j = 1 and /? = /? because <(j> n M = 1 and <r has order p. 
This establishes our claim. Hence these elements (ap)1 account for a l l the 
elements a1/}, (i being fixed). Therefore 

Yl = ^ a**fi9 

so that (11) yields 

a" l M l = n n ** t f i ' 
i = l /3eM 

But the r ight -hand side of this last equat ion is clearly fixed by each element 
of M; since (\a\, \M\) = 1, we deduce that a is fixed by each such element. 
Because a was an arb i t rary element o f A, we conclude that M = 1. • 

We come now to the pr inc ipa l theorem of this section. 

10.5.4 (Thompson). Let G be a finite group and let p be a prime. If G has a 
fixed-point-free automorphism oc of order p, then G is nilpotent. 

Proof. Assume that the theorem is false and let G be a counterexample of 
m i n i m a l order. We see f rom 10.5.1(h) that — 1 + a is surjective on G/CG, 
so the hypotheses on G are inheri ted by G/CG. Hence £G = 1. The p lan 
of attack is first to deal w i t h the case where G is soluble, then to use 
Thompson's cr i ter ion to reduce the general case, 

(i) Case G soluble. 
Let 1 G and let A be m i n i m a l subject to Aa = A. Since (A'f = A\ 

we see that A is abelian and, since (Aq)a = Aq, that A is an elementary 
g-group for some pr ime q. N o w G cannot be a g-group because i t is no t 
ni lpotent , so there exists a pr ime r different f rom q d iv id ing |G | . Also 10.5.2 
tells us that G has an a-admissible Sylow r-subgroup R. Observe that r ^ p 
otherwise a w o u l d have a fixed point i n R since <oc> x R w o u l d be nilpotent. 

I f AR ^ G, then, since (AR)* = AR, the m i n i m a l i t y of |G | forces AR to be 
ni lpotent and thus R < CG(A) because (\A\, \R\) = 1. Should this be true for 
al l r ^ q, the group G = G/CG(A), and hence G K A, w o u l d be a g-group 
and thus ni lpotent , leading to the cont radic t ion A n ^ G ^ l . Consequently 
G = AR for some r ^ q. 

Let a be the restr ict ion of a to A and let M denote the group of auto
morphisms of A that arise f rom conjugation by elements of R. Then 
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H = <<T, M > = <(j> x M < A u t A We shall show that the conditions of 
10.5.3 are met i n H. 

Let g e R and let g r e M b e the au tomorph ism induced by conjugation 
by g i n A. We cla im that agz is conjugate to a i n A u t A; this w i l l show that 
agz is a fixed-point-free au tomorphism of order p. Since a - 1 is fixed-point-
free on R, we can f ind an r i n R such that ga~y = r ~ 1 + a _ 1 ; hence # = r " a + 1 . 
The automorphism ( r T ) _ 1 0 r T sends ae A to b = r~l(rar~l)ar. N o w ( r a r - 1 ) * = 
( r a r _ 1 ) a = raaar~a, so that ft = r - i + « f l ^ r - « + 1 = g~1aag. Hence ( r T ) _ 1 o r T = o-#T 

as required. 
We may now apply 10.5.3 to show that M = 1, that is, [A, K] — 1. H o w 

ever this gives the cont radic t ion 1 ^ A < CG since G = ,4P. 
(ii) Case G insoluble. 
Let g be an odd pr ime d iv id ing |G| . By 10.5.2 there is a Sylow ^-sub

group Q such that Q a = Q. Hence J(Qf = J(Q\ wh ich implies that NG(J(Q)) 
is a-admissible. I f < / ( 0 o G, then G/J(Q) w o u l d be ni lpotent and G soluble, 
which by (i) cannot be the case. Therefore NG(J(Q)) is a proper subgroup, 
and, being a-admissible, i t is ni lpotent . Fo r similar reasons C G ( C © is n i l -
potent. Thompson's cr i ter ion now shows that G is g-nilpotent and G/0^(G) 
a g-group. Since Oq,(G) is proper and a-admissible, i t is n i lpotent and G is 
soluble. • 

I n add i t ion rather precise in fo rmat ion is available concerning the struc
ture o f a fixed-point-free au tomorphism group. 

10.5.5. Let H be a fixed-point-free group of automorphisms of a finite group 
G. Then every subgroup of H with order pq where p and q are primes is cyclic. 
The Sylow p-subgroups of H are cyclic if p is odd and cyclic or generalized 
quaternion if p = 2. 

Proof. Let S be a noncyclic subgroup of H w i t h order pq. Then by Exercise 
1.6.13 there is a no rma l Sylow subgroup, say Q o f order q, and clearly 
S = QP where P is a subgroup of order p. By 10.5.4 the group G is nilpotent: 
let R be a non t r iv i a l Sylow r-subgroup of G. Clearly Rs = R. Also, i f r = q, 
then Q x R w o u l d be ni lpotent and have non t r iv i a l center, which w o u l d 
prevent H f rom being fixed-point-free. Therefore r ^ q. Let P = <a> and let 
fi G Q; then |a/?| cannot equal pq since \S\ = pq and S is no t cyclic; thus 
|a/?| = p. N o w a/? is fixed-point-free, so we may apply 10.5.3 to S as a group 
of automorphisms of CR, ob ta in ing at once the contradic t ion [CP, Q] = 1. 
The structure of the Sylow subgroups is now a direct consequence of 5.3.6. 

• 
E X A M P L E . There is a finite nonnilpotent group with a fixed-point-free auto
morphism of order 4. Let A = <a> x <fc> be an elementary abelian 7-group 
of order 49, and let X = <x> be a cyclic group of order 3. The assignments 
a i—• a2 and b i—• b4 determine an au tomorphism of A w i t h order 3. Thus 
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there is a corresponding semidirect product G = X x A; this is a metabelian 
group of order 147. One easily verifies that the assignments a i—• b, b i—•a"1, 
x i—• x " 1 determine an au tomorphism of G w i t h order 4. A typical element g 
of G w i l l have the fo rm xlajbk where 0 < / < 3 and 0 < j , k < 7, and g is 
mapped by a to x~lbja~k. Thus # is a fixed po in t i f and only i f i = j = k = 0, 
that is, g = 1. Hence a is fixed-point-free, bu t G is no t ni lpotent . 

Frobenius Groups 

Recall f rom Chapter 8 that a group G is a Frobenius group i f i t has a proper 
non t r iv i a l subgroup H such that H r\H9 = 1 for a l l g i n G\H. By 8.5.5 there 
is a Frobenius kernel, that is, a n o r m a l subgroup X such that G = / J K and 
H nK = 1. 

The fo l lowing fundamental theorem on Frobenius groups is a con
sequence of the ma in results o f this section. 

10.5.6. Let G be a finite Frobenius group with kernel K and complement H. 
Then: 

(i) K is nilpotent (Thompson); 
(ii) the Sylow p-subgroups of H are cyclic if p > 2 and cyclic or generalized 

quaternion if p = 2 (Burnside). 

Proof. Let 1 ^ he H and suppose that kh = k where k e K. Then 1 ^ hk = 
ke H n Hk, whence ke H nK = 1 by defini t ion of a Frobenius group. 
Hence conjugation by h i n K induces a fixed-point-free au tomorphism i n K. 
I t follows immediately f rom 10.5.4 that K is ni lpotent . Since CH(K) = 1, the 
group H is a fixed-point-free group of automorphisms of K. The second 
statement is now a consequence of 10.5.5. • 

EXERCISES 10.5 

1. A finite group has a fixed-point-free automorphism of order 2 if and only if it is 
abelian and has odd order. 

2. Let G be a finite group with a fixed-point-free automorphism a of order 3. Prove 
that [x, y, y] = 1 for all x, y in G. [For the structure of such groups see 12.3.6. 
Hint: Show first that [x, x a ] = 1 and then prove that [xy, x a ] = 1 for all x, y.] 

3. Let a be a fixed-point-free automorphism of a finite group G. I f a has order a 
power of a prime p, then p does not divide |G|. I f p = 2, infer via the Fei t -
Thompson Theorem that G is soluble. 

4. I f X is a nontrivial fixed-point-free group of automorphisms of a finite group G, 
then X K G is a Frobenius group. 

5. Let G be a finite Frobenius group with Frobenius kernel K. I f | G : K\ is even, 
prove that K is abelian and has odd order. 
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6. Suppose that G is a finite group with trivial center. I f G has a nonnormal abelian 
maximal subgroup A, prove that G = AN and A n N = 1 for some elementary 
abelian p-subgroup N which is minimal normal in G. Show also that A must be 
cyclic of order prime to p. [Hint: Prove that AnAx= 1 if x e G \ A ] 

7. I f a finite group G has an abelian maximal subgroup, then G is soluble with 
derived length at most 3. 

8. A finite Frobenius group has a unique Frobenius kernel, namely Fit G. Deduce 
that all Frobenius complements are conjugate (see Exercise 9.1.1). 

9. I f a finite Frobenius group G has a Frobenius complement of odd order, then G 
is soluble. (Do not use the Feit-Thompson Theorem.) 

10. Let P be a nonabelian group of order 7 3 and exponent 7. Find a fixed-point-free 
automorphism of P with order 3. Hence construct a Frobenius group with non
abelian Frobenius kernel. 



CHAPTER 11 

The Theory of Group Extensions 

The object of extension theory is to show how a group can be constructed 
f rom a no rma l subgroup and its quot ient group. I n this subject concepts 
f rom homologica l algebra arise natura l ly and contr ibute greatly to our 
understanding of i t . The necessary homologica l machinery, inc luding the 
definitions of the (co)homology groups, is presented i n 11.2. 

The classical theory o f group extensions was developed by O. Holde r 
and O. Schreier while the homologica l implicat ions o f the theory were first 
recognized by S. Eilenberg and S. MacLane . M u c h of the version presented 
here is due to K . W . Gruenberg. 

11.1. Group Extensions and Covering Groups 

I f N and G are arbi t rary groups, an extension of N by G is, i n famil iar 
parlance, a group E possessing a n o r m a l subgroup M such that M ~ N and 
E/M ~ G. F o r our purposes i t is best to be rather more specific. By a group 
extension of N by G we shall mean a short exact sequence of groups and 
homomorphisms 

1 • N — E — e — + G • 1. 

The ma in features here are firstly that p is injective and s surjective, and 
secondly that I m p = K e r s = M say. Thus M ~ N and E/M ~ G, so E is 
an extension of N by G i n the or ig ina l sense. The group N is called the 
kernel o f the extension. 

F o r the sake of brevi ty let us agree to wri te >-> to denote a mono
morph i sm and - » an epimorphism. The above extension becomes i n this 

310 
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no ta t ion 
N >-^—• E — G . 

Extensions of N by G always exists. F o r example, we may fo rm the semi-
direct product E = Gt<^N corresponding to a homomorph i sm £ : G - > 
A u t N. Define aM = (1 , a) and (g, df = g where a e N, g e G. Then 

N >-^—• E — G 

is an extension of AT by G. 

Morphisms of Extensions 

By a morphism f rom A f A F - ^ G t o A f A F - ^ G i s meant a t r iple of homo
morphisms (a, /?, y) such that the fo l lowing diagram commutes: 

N >-^—> E — G 

oc P y 

N >^—> E —"-^ G. 

We ment ion that the collection of a l l g roup extensions of N by G and mor
phisms between them is a category, a l though this w i l l play no part i n the 
sequel. 

Certa in types of morphisms are of special interest, foremost among them 
equivalences; these are morphisms of the fo rm (1 , /?, 1) f rom N ^ E - » G to 
N ^ E - » G. A more general type of morph i sm is an isomorphism; this is a 
morph i sm of the fo rm (a, /?, 1) f rom N ^ E - ^ G to N ^ E - ^ G where a 
is an i somorphism of groups. I t is easy to see that /? too must be an iso
morphism. I t is clear that equivalence and isomorphism of extensions are 
equivalence relations. 

Couplings 

Let N A E G be an extension. By choosing a transversal to M = I m p = 
K e r £ i n E one obtains a funct ion T: G -> E called a transversal function. 
Thus i f x e E, the coset representative o f xM is (xe)z. Usual ly T w i l l not be a 
h o m o m o r p h i s m — a fact that makes extension theory interesting. But T w i l l 
always have the proper ty 

TS = 1. 

Conversely any funct ion T w i t h this proper ty determines a transversal to M 
i n G, namely the set {gz\g e G} . 
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We associate w i t h each g i n G the operat ion of conjugation by gz i n M . 
Since M ~ N, this leads to an au tomorphism gx o f N described by the rule 

( a ' > = ( 0 T V G T ) , (aeN,geG). (1) 

I n this way we obta in a funct ion l\ G -> A u t N. 
T o what extent does I depend upon the choice of transversal funct ion T? 

I f x' is another transversal function, then gx and g T ' differ by an element 
of M . Consequently, i f x' leads to a function A': G - > A u t AT, then gk and 
g A differ by an inner au tomorphism of N, as one can see f rom (1). Hence 
g A ( I n n N) = gx ( I nn N), wh ich makes i t reasonable to define a funct ion 

by the rule 

X: G -> O u t AT 

0* = £ A ( I n n N); (2) 

here # does not depend on the transversal function. W h a t is more, x is a 
homomorphism because (g1g2Y = GiQi m o d M . 

Thus each extension N A E -4» G determines a unique homomorph i sm 
#: G -> O u t AT wh ich arises f rom conjugat ion i n I m p by elements of E. I f 
G and N are arbi t rary groups, we shall refer to a h o m o m o r p h i s m %: G -> 
O u t AT as a coupling o f G to AT, whether or no t i t arises f rom an extension. 

I f C is the center o f AT, a coupl ing # o f G to N gives rise to a G-modulef 
structure of C, namely a9 = agX\ this act ion is well-defined because I n n N 
acts t r iv ia l ly on C. I n the very impor t an t case where N is abelian, the cou
p l ing x' G -> A u t AT prescribes a G-module structure for N. 

11.1.1. Equivalent extensions have the same coupling. 

Proof. Let (1 , 9, 1) be an equivalence f rom AT A £ 
then there is a commutat ive diagram 

N E G 

G to N 

N >-

G; 

(3) 

(Here the left and r ight vertical maps are identity functions.) Let x and x be 
the respective couplings o f the t w o extensions. Choose a transversal func
t i o n T: G -> £ for N ^ £ - » G. Then r = T# is a transversal funct ion for the 
second extension: this is because xl = x(9s) = xs = 1 by commuta t iv i ty of 
(3). 

f In order to assign a ZG-module structure to an abelian group M it is enough to prescribe the 
action of the elements of G. We shall therefore treat the terms "G-module" and ZG-module" as 
synonymous. 
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Let us use % and f to compute the couplings x a n d X- I n the first place 

g

x = # A ( I n n N) and gJ = # A ( I n n N) where h G -> A u t AT and I : G -> A u t AT 
arise f rom x and f as i n (1). A p p l y i n g 0 to (1) and keeping i n m i n d that 
p9 = /Z, by (3), we obta in (agkf = ( # T 1 a ' V ~ ) = (a>g*f- Hence gx = # x and 
gx = gx, wh ich shows that x = X- • 

The pr inc ipa l aims of the theory of group extensions may be summarized 
as follows: 

(i) to decide wh ich couplings of G to N give rise to an extension of N by 
G; 

(ii) to construct a l l extensions of N by G w i t h given coupl ing x\ 
(iii) to decide when two such extensions are equivalent (or possibly iso

morphic) . 

We shall see that these goals can, i n principle at least, be attained w i t h 
the a id of cohomology. 

Split Extensions 

A n extension N A E 4> G is said to split i f there exists a transversal func
t i o n T: G -> E wh ich is a homomorph i sm. F o r example, the semidirect p rod
uct extension A T ^ G x A T - ^ G i s split because g i—• (g, 1) is a transversal 
function wh ich is a homomorph i sm. 

I n fact this example is entirely typical of split extensions. F o r suppose 
that N A F 4> G splits via a h o m o m o r p h i s m T: G -> F. W r i t e X = F £ T = G T. 
Since rs = 1, we have (x~ezxf = x ~ £ x £ = 1, so that x ~ £ T x e M = K e r £ and 
F = XM. I n add i t ion X n M = 1 because xex e M implies that 1 = ( x £ T ) £ = 
x £ . Hence E = XKM~GKN; this shows that every split extension is a 
semidirect product extension. 

Complements and Derivations 

Consider a split extension N >-> F - » G, which can w i t h o u t loss be taken to 
be a semidirect product extension; thus E = G x N. Recall f rom 9.1 that a 
subgroup X w i t h the properties XN = E and X nN = 1 is called a comple
ment o f AT i n F . O f course G itself—or indeed any conjugate of G—is a 
complement. I t is an impor t an t p rob lem to decide whether every comple
ment is conjugate to G. 

We shall show that complements of N i n F correspond to certain func
tions f rom G to N k n o w n as derivations. I f X is any complement, each g i n 
G has a unique expression of the fo rm g = xa'1 where xe X and ae N: 
define 3 = 3X: G -> N by g3 = a. Thus gg3 e X. Let gt e G, i = 1, 2; then X 
contains the element (g1g3

1)(g2Q2\ wh ich equals 0i02(#iT202> s o that the 
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function 3 has the proper ty 

( 0 l f f 2 ) ' = (0 l ) ' I 02- (4) 

Qui te generally, i f N is any G-operator group, a function 3: G -> N is 
called a derivation (or 1-cocycle) from G to N i f (4) holds for a l l gt i n G. 
Not ice the simple consequences of (4) 

l' = l and ( f f - 1 ) ' = ( ( f f a r I r 1 . (5) 

The set o f a l l derivations f rom G to N is wr i t t en 

De r (G , iV) or Z\G,N). 

Thus far we have associated a der ivat ion w i t h each complement. Con
versely, suppose that 3: G -> N is a derivat ion. Then there is a correspond
ing complement to N i n G given by X 5 = {ggs\g e G} . I t follows easily f rom 
(4) and (5) that X8 is a subgroup. Clearly E = XdN and XdnN = 1, so X 5 is 
i n fact a complement. 

I t should be apparent to the reader that X 3X and 3 i—• Xd are inverse 
mappings. Thus we can state the fo l lowing result. 

11.1.2. The mapping X 3X is a bijection from the set of all complements of 

NinE = G x N to Der (G, AO-

Inner Derivations 

Let us now assume that N is abelian, so that AT is a G-module. We shall 
wr i te A instead o f N. 

There is a na tura l rule of add i t ion for derivations, namely a S l + d 2 = aSlad2. 
I t is quite rout ine to check that 3X + d2 is a derivat ion; notice however that 
the commuta t iv i ty of A is essential here. Further , w i t h this b inary operat ion 
Der(G, A) becomes an addit ive abelian group. 

I f a e A, we define a funct ion 3(a): G -> A by the rule 

g m = lg, ^ = a~^\ 

The commuta to r ident i ty \_g^g2^ = a]d2[g2> a ] t e l l s u s a t o n c e that 
3(a) is a derivat ion. Such derivations are called inner (or 1-coboundaries), the 
subset of inner derivations being wr i t t en 

I n n ( G , X ) or BX(G,A) 

N o w a f c - 1 ] = lg, a ] since ^ is abelian. Therefore 3(ab~1) = 
3(a) — 3(b) and consequently Inn(G, A) is a subgroup of Der(G, A). 

The significance o f the inner derivations is that they determine comple
ments which are conjugate to G. 
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11.1.3. / / A is a right G-module, there is a bijection between the set of 
conjugacy classes of complements of A in G x A and the quotient group 
Der(G, ,4)/Inn(G, A) in which the conjugacy class of G corresponds to 
Inn(G, A). 

Proof. Suppose that X and Y are conjugate complements. Then X = Yyia = 
Ya for some yx e Y, a e A. If g e G, then gg3x e X where 3X is the der ivat ion 
arising f rom X. Then ggSx = ya for some y i n Y. N o w ya = v [ v , a], so 
99dx = y[y> which shows that [ v , a] = lg, a] = g m because A is abelian. 
Therefore g(gSxg~S{a)) = y e Y. Consequently 3Y = 3X — 3(a) and 3X = 3Y 

mod(Inn(G, A)). Reversing the argument one can show that i f 3Y = 3X — 3(a), 
then ggs* = (gg3r)a, so that X = Ya. This completes the proof. • 

Thus al l complements of A i n G x A are conjugate i f and only i f the 
group Der (G, ,4)/Inn(G, A) is t r iv ia l . W e shall see later that this quotient 
group can be interpreted as the first degree cohomology group HX(G, A). 

Factor Sets and Extensions with Abelian Kernel 

Before proceeding w i t h the general theory o f extensions we shall consider 
the special case o f extensions w i t h abelian kernel. 

Consider an extension 

where A is an abelian group, wr i t t en additively; let %: G -> A u t A be the 
coupl ing of the extension. Then % prescribes a G-module structure for A by 
conjugation; this is given by (axe)p = x~1(ap)x where x e E, ae A. 

As the first step i n the analysis of the extension, we choose a transversal 
function r . G -> E; thus TS = 1. N o w T may not be a homomorph i sm, bu t we 
can wri te for x, y i n G 

xzyx = (xy)z((x, y)(j))p, 

where (x, y)(j> e A, since xxyz and (xy)x belong to the same coset o f K e r s = 
I m p. Thus we have a function 

<f>: G x G-+A; 

this is subject to a restr ict ion because of the associative law xx(yxzx) = 
(xxyx)zx. Subst i tut ing for products l ike xxyx, we obta in the fundamental 
equat ion 

(x, yz)(j) + (y, z)(f> = (xy, z)<f> + (x, y)(j> • z, (6) 

which holds for a l l x, y, z i n G. A funct ion (f>: G x G -> A satisfying (6) is 
t rad i t iona l ly called a factor set; the homologica l te rm is a 2-cocycle, and we 
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shall wr i te 
Z 2 ( G , A) 

for the set of a l l 2-cocycles of G w i t h coefficients i n the G-module A. Not ice 
that Z 2 ( G , A) has the structure o f an abelian group where the group opera
t i on is defined by (x, y)(j>1 + <f>2 = (x, + (x, y)<j>2. 

The first th ing we need to k n o w is the extent to which the factor set (j) 
depends on the choice of transversal function T. Suppose that T' is another 
such function for the extension A A E -4» G, leading to a factor set (j>\ say. 
Then xxyx = (xy)x((x, y)(f>)fi and xx'yx' = (xy)x'((x, y)(f>')fi. N o w xx' and xx' 
belong to the same coset o f K e r e = I m \i. Consequently we can wri te 
xx' = xx({x)y\f)\x for some ( x ) ^ e A Substitute for xx'yx' and (xy)x' i n the 
equation defining (x, y)</>'. O n rearranging the terms and compar ing them 
w i t h the equation for (x, y)</>, we qu ick ly f ind that 

(x, y)(j) = (x, y)(j)' + ( x > # - M*A • y - (># 

for x, y, z i n G. N o w define G x G -+ Aby the rule 

(x, > # * = ( > # - ( * ) # + (x)\l/-y. 

Then (j)' = (j) + ij/*, so that i ^ * G Z 2 ( G , A). The 2-cocycle ^ * is o f a special 
k i n d called a 2-coboundary (n-cocycles and n-coboundaries are in t roduced 
i n 11.3). 

I t is easy to see that the 2-coboundaries fo rm a subgroup of Z 2 ( G , A): 
this is wr i t t en 

B2(G, A). 

W h a t we have shown is that (j) and </>' belong to the same coset of B2(G, A). 
Thus the extension determines a unique element (j) + B2(G, A) o f the group 

Z 2 ( G , A)/B2(G, A). 

This group w i l l appear later as the cohomology group of degree 2. 

Constructing Extension from Factor Sets 

The next step is to start w i t h a G-module A and a factor set (f>: G x G -> A, 
and to show how to construct an extension of A by G which induces the 
given G-module structure o f A, and which, for a suitable transversal func
t ion , has (j) as factor set. 

Let E((j)) be the set product G x A. A b inary operat ion on E((j)) is defined 
by the rule 

(x, a)(y, b) = (xy, ay + b + (x, y)<p). 

I t is s t ra ightforward to verify that this operat ion is associative, using the 
factor set cond i t ion (6). Observe that i f we pu t y = 1 = z i n (6), there results 
(x, l)(j) = (1 , l)(j), wh ich is therefore independent of x. Us ing this fact one 
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verifies that (1 , — ( 1 , l)<f>) is an ident i ty element for the semigroup E(<f>). Also 
(x, a) i n E((j)) has as its inverse the element 

( x _ 1 , - a x ' 1 - (1 , - (x, x - 1 ) ^ ) , 

as one verifies using the operat ion on E(</>). Therefore E((f>) is a group. 
F ina l ly we can fo rm an extension 

A > - i U Etf) — ^ G 

by defining a\i = (1 , a — (1 , !)</>) and (x, af = x. Fo r clearly K e r s = 
{ ( 1 , a)\a G A] = I m fi. A simple calculat ion reveals that 

(x, ( ^ ( l , a - (1 , l ) 0 ( x , 0) = (1 , ax - (1 , 1 ) 0 

(for this one needs (1 , x)(j) = (1 , l)(j) • x, and also the ident i ty (6) w i t h y = x - 1 

and z = x). This equat ion shows that the extension induces the given G-
module structure i n A. 

I t is clear that the assignment x i—• (x, 0) is a transversal function T for 
the extension; calculating w i t h the group operation, we find that xxyx = 
(xv) T ((x, y)(f>)fi. Thus (j) is indeed the factor set for the extension when the 
transversal funct ion x is used. 

Equivalence 

So far we have seen how to pass f rom extensions to factor sets and f rom 
factor sets back to extensions. N o w we wish to decide when two extensions 
are equivalent by l o o k i n g at their factor sets. 

Let A be a fixed G-module and consider two extensions of A by G realiz
ing this module structure, 

A > - ^ U Et — ^ G, (i = 1, 2). 

Choose transversal functions xt and let the resulting factor sets be 
Firs t of a l l , suppose that the two extensions are equivalent, and that the 

diagram 

A > > Ex » G 

II e 1 

commutes where 9 is an isomorphism. N o w T2 = T19 is a transversal func
t i o n for the second extension because T~2Z2 = T 1 0 £ 2

 = T i e i — 1- A p p l y 
ing 9 to the equat ion x T l v T l = (xv) T l ( (x , y)(/>1)fi1, we obta in xX2yX2 = 
(xv) T 2 ( (x , y)(f>1)fi2, so that fl determines the factor set ^ for the second 
extension. Therefore ^ + B2(G, A) = <j>2 + B2(G, A) since T2 and T 2 deter
mine factor sets belonging to the same coset of B2(G, A). 
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Conversely, assume that <^ + B2(G, A) = <j>2 + B2(G, A); then <t>i= <t>2 + 
for some ij/: G -> A. We a im to show that the two extensions are equiva

lent. T o this end define 9: Ex -> E2 by 

(x^iap,))6 = xx*(a + (x)i//)p2, 

(xe G, ae A). Then a rout ine calculat ion shows that 9 is a homomorph i sm. 
One verifies easily that px9 = p2—here one has to note that T 1 = (1 , 1)<^ 
since l T l l T l = l T l ( l , 1)<^. F ina l ly i t is clear that sx = 9s2. 

I t follows that 9 fits i n to a commutat ive diagram 

A > > E1 » G 

1 « I! 

Thus 9 is an i somorphism and the t w o extensions are equivalent. These 
conclusions are summarized i n the fo l lowing result. 

11.1.4. Let G be a group and A a G-module. Then there is a bijection between 
the set of equivalence classes of extensions of A by G inducing the given mod
ule structure and the group Z2(G, A)/B2(G, A). Moreover the split extension 
corresponds to B2(G, A). 

I n particular, every extension of A by G is equivalent to one of the con
structed extensions A ^ E((f>) - » G. 

This concludes our discussion of extensions w i t h abelian kernel, wh ich is 
essentially Schreier's or ig ina l treatment. Nex t we shall show how general 
extensions may be constructed start ing f rom a presentation of the quot ient 
group. 

Introduction of Covering Groups 

Let N and G be given groups and let G -> O u t N be some coupl ing of G 
to N. We are going to show how al l extensions of N by G w i t h coupl ing 
X—if any exis t—may be constructed as images of a "covering group." 

T o start things off we must choose a presentation of G 

# > • F — G . 

Here, of course, F is a free group and # = K e r %. Denote by v: A u t N -> 
O u t N the natura l homomorph i sm w i t h kernel I n n N. By 2.1.6 a free group 
has the projective property; hence there is a lifting of nx: F -> O u t AT, that is, 
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a h o m o m o r p h i s m £: F -> A u t N m a k i n g the diagram 

F 
/ 

/ 

< ^ /

/ / 

A u t AT — ^ — > O u t AT • 1 

commute. Thus £v = 7 r # . N o w = (Rn)x = 1, so < K e r v = I n n N. Let 
J: # -> A u t AT be the restr ict ion of £ to 

By the Nielson-Schreier Theorem (6.1.1) the group R is a free group. So 
i t too has the projective property. Hence there is a homomorphism rj: R-+ N 
such that rjT = J 

/ 

AT — ^ — I n n AT • 1, 

where T: A u t N -> AT is the conjugat ion homomorph i sm. I t follows that the 
d iagram 

R > • F — G 

V £ 1 (7) 

N — T — > A u t N — v — » O u t N 

is commutat ive. 
Us ing the funct ion F -+ A u t AT, we f o r m the semidirect product 

S = F x ^ AT. 

This is the covering group f rom whose quotient groups extensions of N by G 
w i l l be formed. 

11.1.5. Let N and G be given groups, let G -> O u t N be a coupling of G to 
N and let R ^ F G be a fixed presentation of G. Write S = F x ^ AT w/zere 
£: F -> A u t AT is a lifting of x as in (7). 

(i) Every extension of N by G with coupling x is equivalent to an extension 
N >-> S/M - » G where M is a normal subgroup of S such that MN = 
M x N = RN. 

(ii) Conversely every such normal subgroup M gives rise to an extension 
N S/M - » G with coupling x-

Proof. Suppose first of a l l that M < ] S satisfies MN = M x N = RN. Let 
JL\ N -> S/M and s: S/M - > G be the natura l mappings, a? = aM and 
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(faMf = fn, (ae N,f e F); then there is an extension 

N S/M — ^ G. (8) 

F o r = MN/M = RN/M = K e r I . Denote the coupl ing of this extension 
by x- T o calculate gx choose / f rom F so that fn = g and conjugate by / 
i n S/M. This produces the au tomorphism of N since S = F N. By 
commuta t iv i ty of (7) we have 

9 X — f $ / ' ( I n n N)=f«>=f** = g 

Hence x = X a n d (8) has coupl ing x- Thus (ii) has been established. 
I t remains to prove that an extension N A E 4> G w i t h coupl ing # is 

equivalent to an extension of type (8). T o establish this we begin by using 
once again the projective proper ty of free groups, this t ime to construct a 
h o m o m o r p h i s m y: F -> E such that ys = n. 

E ——+ G • 1. 

N o w (Ryf = Rn = 1, so Ry < K e r s = N». Thus we ob ta in a commutat ive 
picture 

R > • F — G 

N >-

(9) 

where K is defined by (rKY = ry and the r ight hand mapping is the ident i ty 
function. Define xx to be the au tomorph ism of N that arises f rom conjuga
t i on by x i n I m \i\ thus (axXf = x - 1 ^ * , (ae N,x e E). Then h E -> A u t N is 
surely a homomorph i sm. Since the coupl ing x arises f rom conjugation i n AT, 

SX = ^v. 

Therefore yXv = (ys)x = nx = £v; here we have used the commuta t iv i ty of 
(7) and (9). Since K e r v = I n n AT, the elements xyX and x^ differ by an inner 
au tomorphism of AT, say (n£)x, nx e AT, and 

x t = xyX(n£)x = (xyn£)x (10) 
for a l l x E E. 

N o w choose a set of free generators X o f F. Then there is a homomor 
phism a: F -> E such that xa = xyn£ for a l l x i n X. W i t h this a one has 
xae = (xyn£)e = xye = xnby (9). Therefore 

71 = (78. 
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Nex t we extend a to <r*: S -> E by means of the rule (fa)a* = faalk

9 ( / e F , 
a e N). T o show that this a* is actually homomorph ic i t suffices to check 
that (axY* = (aaya* for a l l x e X9 a e N. N o w (ax)a* = (axf = (axiy since 
£: F -> A u t AT specifies the act ion of F on AT. Fur ther = (xyn£)x = xaX by 
(10) and the defini t ion of a. Thus £ = G L I t follows that (ax)a* = (ax°xy = 
(xa)~1a^xa = (aa*)x"\ as required. 

The h o m o m o r p h i s m a*: S -> E is surjective because E = F W . We shall 
use M = K e r a* to construct an extension of type (8). Suppose that fae M 
where / e F , a e N. Then e A/7* by defini t ion of <r*; hence / * = / f f £ = 1 
and / G R. Also a" = ( / T 1 . I t follows that 

M = { r a | r eR9aeN9a» = ( r T 1 } . 

Therefore MAT = #AT. Moreover , i f ra e M n N9 then r e F n N = 1; hence 
MAT = M x N. 

Defining a1 4 to be a M and (faMf to be / * we obta in an extension 

N S / M — i - » G. 

T o show that this is equivalent to the extension we started w i t h , consider 
the natura l i somorphism 9: S/M -> E defined by (sM)d = sa*. The diagram 

N S/M — G 

9 

N >-^--> E —s-*> G 

is commutat ive. F o r a** = (aM)d = aa* = a? and (faM)6e = (fa)a*e = 
(faa»)e = fae; but as = n9 so (faM)6e = fn = (faMf. This completes the 
proof. • 

W h a t the preceding discussion has achieved is to reduce the study of 
extensions to that of certain no rma l subgroups of covering groups. There 
may of course be no such no rma l subgroups, reflecting the fact that exten
sions w i t h a prescribed coupl ing do not always exist. However, i f N is 
abelian, I n n N = 1 and R* = 1 by (7). Thus [ R , N ] = 1 and RN = R x N9 

so that R is a candidate for M . The corresponding extension N >-> S/R - » G 
is equivalent to the split extension N >-> G x N - » G. 

Theory of Covering Groups 

We propose to study covering groups i n a somewhat more general context. 
The outcome w i l l be a classification of equivalence classes of extensions w i t h 
given coupling. 
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Let there be given groups N and U together w i t h a homomorph i sm 
U -> A u t AT, enabling us to fo rm the semidirect product or covering group 

S = U N. 

The center of N shall be denoted by C. Let V be a n o r m a l subgroup of U 
such that 

[ C , V~\ = 1. 

The product FAT is denoted by L . 

We are interested i n the (possibly empty) set 

M = Ji{V, V, AT, f) 

of a l l no rma l subgroups M of S w i t h the proper ty 

MAT = M x N = L . 

The relative pos i t ion of these subgroups is indicated i n the accompanying 
diagram 

S 

Each M i n Ji determines an extension 

N > - * U S/M —*-» U/V (11) 

where a? = a M and (waM) 8 = uV,(ae N,ue U). 
W h a t is the relevance of this set Ji to our previous considerations? The 

n o r m a l subgroups M that occur i n 11.1.5 are precisely the elements of 
J((F, R, AT, f): notice that [CAT, R] = 1 because < I m N. Thus we are 
mot iva ted to ask when two extensions of type (11) are equivalent. 

The Action of Hom^K, C) on Ji 

I f (p e Homv(V, C), so that (p is a U-operator homomorphism from V to C, 
define (p'\ L -> L by the rule 

(t;a)*' = t;(at;*), (veV,ae N). (12) 
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I t is easy to check that cp' is a h o m o m o r p h i s m using the fact that belongs 
to C and [ C , V~\ = 1. The inverse of cp' is clearly ( — (p)\ so cp' is an auto
morph i sm of L . Fur thermore q>' is a ^/-automorphism because q> is a 17-
homomorph i sm. 

N o w suppose that MeJi. Clearly L = L * ' = M*' x AT' = A P ' x AT; 
also M ^ ' o 17. I n other words M*' e Ji and H o m [ / ( F , C) acts on the set Ji. 
Concerning this act ion we shall prove the fo l lowing fact. 

11.1.6. If Ji = Ji(U, V, AT, £) is not empty, the group Homv(V, C) acts regu
larly on this set. 

Proof. Suppose first that M9' = M where M e Ji and q> e Homv(V9 C). I f 
q>' ^ 19 then q> ^ 0, and there is an element v of V such that ^ 1. O n 
w r i t i n g v = xa w i t h xe M and ae N, we see that M must contain x*' = 
(vaT1)9' = va~1v<p = xv9; f rom this i t fol lows that e M n C = 1, a contra
dic t ion . I t remains to prove t ransi t iv i ty . 

Choose Mx and M 2 f rom F o r each u i n 7 there are expressions 
i ; = Xffli, i = 1, 2, where x(e Mt, ate N. Define a funct ion (p: V-+N by 
w r i t i n g = a1a2~1. N o w a x and <s2 induce the same au tomorphism i n N as 
v since [ M f , AT] = 1; hence e C. I t is obvious that (p is a homomorphism: 
indeed 9 e H o m ^ K C) because (vuy = a\a2

u = (v*)u i f u e 17. 
T o complete the p roof we verify that M f = M 2 . We choose x f rom Ml9 

w r i t i n g i t i n the fo rm x = va9 (v e V, a e N). N o w v = m{ai9 i = 1, 2, where 
mi e Mi9 at e N. Since x = m1a1a, we have aia = m^x e Mx n N = 1; thus 
ax = a'1. Consequently x9' = (vdf' = vav9 = vaa1a2~1 =m2eM2. Hence 
Mf < M2. Since M f ' e Ji, i t follows that M2 = M2n ( M f ' x N) = Mf. 

• 

Equivalences Classes in ^ ( ( 7 , F , A T , £ ) 

I n view of our interest i n equivalence of group extensions the fo l lowing defi
n i t i o n is a na tura l one. T w o elements Mx and M 2 of Ji are said to be equiv
alent i f the corresponding group extensions N >-> S / M f - » 17/F, i = 1, 2, are 
equivalent. Obvious ly this is an equivalence relat ion on Ji. Bu t what are 
the equivalence classes? I n a t tempt ing to answer this question one finds that 
derivations arise i n an essential way. 

Suppose that 3: U -> C is a der ivat ion; denote its restr ict ion to V by 3. 
Since [V, C ] = 1, the defining proper ty of derivations yields (v1v2)s = v{v3

2, 
(vt e V); i n short 3: V -> C is a homomorph i sm. I f u e U and v e V, then by 
(4) and (5) 

(u-'vu)3 = ((u-yy^vu)3 = ((u*yrlvu)~1(v*)uu* 

= (u3y1(v3yu3 = (v3y. 
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I t follows that (vuf = {v~d)u, so that 3 e H o m [ / ( F , C). I t should be clear to the 
reader that the restr ict ion mapping 3 H-» 3 is a homomorph i sm 

Der(C7, C) -> H o m ^ F , C). 

This provides us w i t h a na tura l act ion of Der(C7, C) on Ji i n wh ich = M3'. 

11.1.7. / / « ^ is not empty, the equivalence classes of Ji = Ji(U, V, N, £) are 
precisely the Der(J7, C)-orbits. 

Proof. Suppose that M x and M 2 are equivalent elements of Ji\ then there is 
a homomorph i sm 9 m a k i n g the d iagram 

N > • S / M x » [ 7 / 7 

e 

N > • S/M2 » [ 7 / 7 

commutat ive. We shall f ind a 5 i n Der(C7, C) such that M f = M 2 . 
Let ueU: then by commuta t iv i ty of the r ight -hand square ( w M J 0 maps 

to wK Hence (uM^)6 = ucM2 where c e N is unique. I n fact c e CN = C. F o r 
i f a G AT, we have ( a W i f = a " M 2 by commuta t iv i ty of the left-hand square 
i n the diagram; thus auM2 = ((uM1)d)~1(aM1)d(uM1)d, wh ich becomes 
auM2 = aucM2 on substi tuting ucM2 for (uM^)6 and <sM 2 for (aM^)6. Hence 
( f l " ) _ 1 f l " c e M2 n N = 1, wh ich yields (a") c = a". Since this is va l id for a l l a i n 
AT, we conclude that c e C. 

The equation (uM^)6 = uusM2 therefore determines a funct ion 3: U -» C. 
N o w 0 is a homomorph i sm, so 

( u 1 u f M 2 ) ( u 2 u | M 2 ) = ( w 1 w 2 ) ( w 1 w 2 ) 5 M 2 , 

wh ich shows that {u^f = {u{)U2(u2)d—remember here that M 2 n C = 1. 
Thus 5 G Der(C7, C). 

The next po in t to settle is that 3 maps M1 to M 2 under the act ion 
described above. Denote the restr ict ion of 3 to V by 3. I f x e K, then 
( x M i f = x x 5 M 2 = x~s'M2 by def ini t ion of 5[ see (12)). This also holds i f 
x e N since i n that case {xMx)e = xM2 and x3' = x. Thus ( x M j f = x < 5 ' M 2 is 
true for a l l x i n L = VN. I f x e Ml9 i t follows that x 5 G M 2 and M f = M 2 . 

Conversely, assume that there is a 5 i n Der(C7, C) such that M f = M 2 . 
Let us show that Ml and M 2 are equivalent. Define 0: S/M1 -> S / M 2 by 
the rules (uM1)d = uusM2 and (aM^)6 = aM2 where ueU, aeN. I t is 
simple to check that (1 , 0, 1) is an equivalence f rom N >-> S / M x - » C//F to 
N ~ S / M 2 - » U/V. • 

We are now able to give a description of the equivalence classes of Ji. 
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11.1.8. There is a bijection between the set of equivalence classes of Ji = 
Ji(U9 V9 N9 £) and the cokernel of the restriction homomorphism Der(J7, C) -> 
Homv(V9 C), provided that Ji is not empty. 

Proof. Denote the image of the restr ict ion map by I . Let M 0 be any fixed 
element of Ji. I f M is any other element of M9 there is a unique (pM e 
H o m [ / ( F , C) such that M = M$'M; this is by 11.1.6. Suppose that M is equiv
alent to M . Then M = M~d' where 3 e D e r ( V , C) by 11.1.7. Therefore Mfi = 
M$'M*' = M^M+~sy since a'jS' = (a + j8)' by defini t ion (12). I t follows f rom 
the regulari ty of the act ion of H o m [ / ( F , C) that q>^ = (cpM + 3)\ where 
<PM = <PM + $ O V <PM = <PM m ° d L Conversely this congruence implies that 
M and M are equivalent by reversal of the argument. • 

F r o m 11.1.5 and 11.1.8 i t fol lows that there is a bijection between the 
set of equivalence classes of extensions of N by G w i t h coupl ing % and the 
group 

provided that such extensions exist: here of course # >-> F - » G is any fixed 
presentation of G. We shall see later that the group (13) can be identified 
w i t h the second degree cohomology group H2(G9 CN). 

EXERCISES 11.1 

1. I f (a, /?, y) is a morphism of extensions and a and y are group isomorphisms, 
prove that p is an isomorphism. 

2. Let (a, 0, 1) be an isomorphism from N ^ E - » G to N ^ E - » G. I f these 
extensions have couplings x a n d X respectively, prove that x = Z a ' where 
a': Out iV Out N is induced by a: iV iV. 

3. Let G be a group. Prove that G is free if and only if every extension by G splits. 
[Hint: Use the Nielson-Schreier Theorem.] 

4. Find two isomorphic extensions o f Z 3 b y Z 3 x Z 3 which are not equivalent. 

5. Let A A E G be a group extension with abelian kernel 4̂ and G = (g} cyclic 
of order n. Let g = xe with x e £ . A transversal function T: G £ is defined by 
(g') T = x l for 0 < i < n. Prove that the values of the corresponding factor set (j) 
are 

6. Every extension N E G is isomorphic with an extension of the form 
M E - » G in which M = I m ^ and * is inclusion. 

7. Show that there are eight equivalence classes of extensions of Z 2 by Z 2 x Z 2 . 
How many nonisomorphic groups do these give rise to? 

Coker (Der (F , CN) -> H o m F ( # , ( N ) ) (13) 

where a = xn e Ker £. 
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8. Let G be an infinite cyclic group and let N be any group. I f yj- G -> Out N is a 
coupling, prove that some extension of N by G realizes Using the obvious 
presentation 1 G - » G, show that there is a unique equivalence class of exten
sions of N by G with coupling % and that these extensions are split. 

9. Let G = <x> be a cyclic group with finite order n and let AT be any group. Sup
pose that %: G Out N is a coupling that gives rise to extensions of N by G. 
Prove that there is a bijection between equivalence classes of extensions of N by 
G with coupling % and Ker /c/Im v: here v and K are the respective endomor-
phisms a \-+ a

1 + x + ~ x n l and a h-> [a, x ] of 4 = £N. (The action of x on 4̂ comes 
from x) Show also that each such extension is an image of a split extension of N 
by an infinite cyclic group. 

10. Find all equivalence classes of extensions of Q8 by Z 2 . Identify the groups which 
arise in this way. 

11. Let N and G be arbitrary groups. For each x in G let Nx be a group isomorphic 
with N via a map a \-+ a x. Write £ = CrxeGNx, the cartesian product. I f b e £ 
and g e G, define b* by the rule (b 3 ) x = bxg-i. Show that this action of G on £ 
leads to a semidirect product W = G K £ . (Here is called the standard com
plete wreath product N^G and B is the base group of PF). 

12. (Kaluznin-Krasner) Let iV A £ 4> G be any group extension and denote by W 
the standard complete wreath product N^G. Prove that E is isomorphic with a 
subgroup of W, so that W contains an isomorphic copy of every extension of N 
by G. [Hint: Choose a transversal function T: G -> F for the extension. Define 
y: EPF as follows. I f x e £ , let xy = xeb(x) where fr(x) is the element of the 
base group of W given by (b(x))g = ((gx~e)xx(gT)~1),l~\'] 

11.2. Homology Groups and Cohomology Groups 

The purpose of this section is to define the homology and cohomology 
groups by means of projective resolutions. This mater ia l w i l l be famil iar to 
those readers who have experienced a first course i n homologica l algebra: 
they may proceed directly to 11.3. 

Complexes 

Let # be a r ing w i t h identi ty. A right R-complex C is a sequence of r ight 
^-modules and homomorphisms 

• Cn+1 > Cn • Cn-i • • • •, (n e Z), 

infinite i n bo th directions, such that dn+1dn = 0, that is to say, I m dn+1 < 
K e r dn for a l l n. The homology H(C) of the complex C is the sequence of 
^-modules 

HnC = KQvdn/lmdn+u ( n e Z ) , 
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which are usually referred to as the homology groups o f C . Thus C is exact i f 
and only i f a l l the homology groups vanish. 

By a morphism y f rom an J^-complex C to an ^ -complex C is meant a 
sequence of ^ -homomorph i sms y„: Cn -> Cn such that the diagram 

c„ 

yn+i yn-i 

commutes. Define y'n\ HnC -> HnC by the rule (a + I m dn+1)y'n = ayn + I m dn+1 

where a e K e r dn. Not ice that ayn e K e r d„ because ayndn = adnyn-^ = 0 by 
commuta t iv i ty of the diagram; also y'n is well-defined since ( I m = 
lm(yn+1dn+1) <lmdn+1. Clearly y'n is an J^-homomorphism. We state this 
basic observation as a lemma. 

11.2.1. A morphism y : C - > C of R-complexes induces homomorphisms 
y'n: HnC -> HnC of homology groups. 

I t is clear how to define a left R-complex o f left i^-modules. M o s t results 
w i l l be proved for r ight complexes, but they are, of course, va l id for left 
complexes by corresponding proofs. 

Homotopy 

We wish to introduce a way of compar ing morphisms between complexes 
C and C . T w o such morphisms y_and £ are said to be homotopic i f there 
exist R-homomorphisms an: Cn -» Cn+1 such that 

for a l l z e Z . This may be thought of as a sort of par t ia l commuta t iv i ty of 
the d iagram 

—check the commuta t iv i ty statements for the two middle triangles. I t is 
very easy to verify that homotopy is an equivalence relat ion. 

The fo l lowing fact plays a central role i n the p roof of the uniqueness of 
homology and cohomology groups. 
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11.2.2. / / y: C -» C and £: C -» C are morphisms of R-complexes such that yt; 
and £y are homotopic to identity morphisms, then y'n\ HnC -» HnC is an iso
morphism for all integers n. 

Proof. By hypothesis there are ^ -homomorph i sms an: Cn -> Cn+1 such that 
yn£n - 1 = andn+1 + dNGN-X. I f ae K e r d„, then ay£ = a + acrndn+1 = a m o d 
I m <9„+ 1. Therefore ay£ + I m <9„+1 = a + I m <9„+ 1, wh ich is jus t to say that 
y'n^n = 1. Similar ly £ny'n = 1, so that ^ is the inverse of y'n. • 

Free and Projective Modules 

Free i^-modules are defined i n exactly the same way as free abelian groups, 
or free groups for that matter. A n .R-module M is said to be free on a set X 
i f there is a mapping v. X -> M such that, given a funct ion a: X -> N w i t h 
N any .R-module, there is a unique homomorph i sm f}\M-+N such that 
a = ip. Thus the diagram 

M 

AT 

commutes. The mapping i is necessarily injective: usually we take i t to be 
inclusion, so that X c M . 

The fo l lowing statements are proved i n precisely the same way as for 
abelian groups: a right R-module is free if and only if it is a direct sum of 
copies of RR, the r ing R regarded as a r ight .R-module by mul t ip l i ca t ion . 
Every R-module is an image of a free-module (see 2.3.8 and 2.3.7). 

A n .R-module M is said to be projective if, given an ^ - h o m o m o r p h i s m 
a: M -> N and an ^ -ep imorph i sm s: L -> AT, there is an ^ - h o m o m o r p h i s m 
/?: M -> L such that a = /?£, that is to say, the diagram 

M 
/ 

/ 
$ / a 

L — * — > N • 0 

commutes. Every free module is projective (see the p r o o f of 4.2.4). A projec
tive module is no t i n general free, bu t merely a direct summand of a free 
module (see Exercise 11.2.6). 

A complex is said to be free i f a l l of its modules are free, and projective i f 
a l l of its modules are projective. 
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Resolutions 

A complex C is called positive i f Cn = 0 for n < 0: the complex is then 
wr i t t en • • • -» C 2 -» Cx -» C 0 -» 0. Let M be a r ight P-module. By a ng/z£ Ir
resolution o f M is meant a positive r ight P-complex C and an epimorphism 
e: C0 -» M such that 

• • • • C2 — d — C 0 — M • 0 

is exact. We may abbreviate the resolut ion to C 4 » M . The resolution is said 
to be free {projective) i f C is free (projective). 

11.2.3. Every R-module has a free R-resolution. 

Proof Let M be any P-module. Then there exists an epimorphism e: C 0 - » M 
w i t h C 0 is free. Likewise there exists a homomorph i sm 3 X : Cx -» C 0 where 

I m 3X = K e r e and Cx is free. So far we have an exact sequence Cx -> C 0 

M -» 0. Clearly this procedure can be repeated indefinitely to produce a free 
resolution o f M . • 

11.2.4. Let P -4» M P -4» M be two projective R-resolutions. If a: M -» M 
is aw R-homomorphism, there is a morphism n: P -» P swc/z t/zat 7i 0e = ea. 
Moreover any two such it's are homotopic. 

P — i - » M 
i 
i 

7 i | a 

P — i - » M . 
Proof. Since P 0 is projective and e surjective, there is a homomorph i sm 
7i 0 : P 0 -» P 0 such that n0& = ea. 

M 

Suppose that we have constructed homomorphisms %{. P{ -» Ph for i = 1, 2, 
such that n^i = diit^. Then we have 5 n + 1 7 i N 5 N = 5 N + 1 5 n 7 i n _ 1 = 0, so 

that Im(<9 n + 1 7r n ) c K e r dn = I m <9 n + 1 . By project ivi ty of Pn+1 there exists a 
homomorph i sm 7 i n + 1 : P n + 1 -+ Pn+1 such that 7 r n + 1 <9 n + 1 = dn+1nn, as one can 
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see f rom the d iagram 

Pn+1

 d n + 1 > lmdn+1 

Hence the fo l lowing diagram is commutat ive: 

0. 

p d n + 1 ) p 
rn+1 > r n 

Pn-l ••••Pl M 

n + 1 | 

P d" + 1 v P 
rn + l >

 rr 

n1 n0 

Pn-l Pl 
01 

P0 
M 0. 

Consequently we have defined recursively a morph i sm 7 i : P - » P w i t h the 
r ight property. _ 

N o w suppose that n': P -» P is another such morphism. Let p: P -» P be 
the morph i sm given by pn = nn — n'n. Then the fo l lowing diagram commutes 
—ignore the diagonal maps for the present: 

> P n + 2 J ^ P n + 1 J ^ P n Pt — P 0 —̂—• M , 0 

Pn + 2 Gn+l / Pn + 1 
/ 

/ 
/ 

/_ 

p S dn+2 v p " ^ ^ + 1 

Pl 

Pl 

/ 
/ 

/ 
°b / Po / 

^0 

• M 

0 

• M 0. 

Since p 0 e = 0, we have I m p0 < K e r e = Imd1. By project ivi ty of P 0 

there exists a homomorph i sm cr0: P 0 -» P x such that a0d1 = p0. Suppose that 
homomorphisms o{\ Pt -+ Pi+1 have been constructed i n such a way that 
pi = did^i + Gtdi+1 for i = 0, 1 , n . (Refer now to the diagram.) This is 
true when i = 0 i f we interpret a_1 as 0. N o w 

(Pn + 1 ~~ dn + lGn)dn + l = ^n + lPn ~ ^n + lGn^n + l 

= dn + lidnVn-l + Gn^n + l) ~ ^n + lGn^n+l 

= 0. 

Hence I m ( p n + 1 — dn+1an) < K e r dn+1 = I m dn+2. The project ivi ty o f Pn+1 

yields a homomorph i sm an+1: Pn+1 -» Pn+2 such that a n + 1 d n + 2 = pn+1 — 
dn+ian> o r Pn+i = dn+iGn + Gn+i^n+2 a s required. Thus the on have been con
structed for a l l n, and n and n' are homotop ic by defini t ion. • 

The Homology Groups Hn(G, M) 

Let G be any group and M any r igh t G-module (that is to say, r ight Z G -
module). Consider the addit ive group of integers Z regarded as a t r i v i a l left 
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G-module; this means that elements of G operate on Z l ike the ident i ty map. 
By 11.2.3 there is a left projective resolut ion P - • Z. By tensoring each 
module o f P w i t h M over Z G and tak ing the natura l induced maps we 
obta in a complex o f Z-modules 

> M ( g ) Z G P n + 1 ^ ^ M ® Z G P n ^ - > M ® Z G P n _ , > 

which we call M ( x ) Z G P: here o f course (a (g) b)d'n = a (g) (bdn), ae M, b e Pn. 
This complex w i l l usually no t be exact. Define the nth homology group of G 
with coefficients in M to be the abelian group 

HH{G, M) = Hn(M®ZG P). 

Since Z has many projective resolutions, the fol lowing remark is essential. 

11.2.5. Up to isomorphism the homology groups Hn(G, M) are independent of 
the projective resolution P -» Z. 

Proof. Let P 4 » Z and P Z be two left projective ZG-resolutions of Z. 
A p p l y i n g 11.2.4 w i t h 1: Z -» Z for a, we obta in a morph i sm n: P -» P such 
that 7i 0e = e. Similar ly there is a morph i sm 7 i : P - » P such that 7r0e = e. 
Then nn: P -» P has the proper ty (7r 07i 0)e = e; o f course so does the ident i ty 
morph i sm 1: P - » P. I t follows f rom 11.2.4 that nn is homotopic to 1; the 
same is true of nn. We deduce that n'n' and n'n' are homotopic to ident i ty 
morphisms where n': M ( x ) Z G P -» M ( x ) Z G P and n'\ M ( x ) Z G P -» M ( x ) Z G P 
are the na tura l induced morphisms i n wh ich (a (x) b ) ^ = a (x) (bnn) and 
(a (x) b ) ^ = a (x) (b7in). F ina l ly 11.2.2 shows that the map n'n induces an iso
morph i sm 

Hn{M®ZGP)-*Hn{M®ZGP). • 

The Cohomology Groups Hn(G, M) 
Let G be any group and M any right G-module. Let P 4 » Z be a ng/tf pro
jective ZG-resolut ion of Z. F o r m the new complex H o m G ( P , M), that is, 

• • • > H o m G ( P n _ 1 ? A f ) — H o m G ( P n , A f ) — H o m

G ( P „ + 1 , M ) , • • • 

where 5n is defined i n the natura l way, by composi t ion; thus (<x)5n = dn<x 
where a e H o m G ( P n _ 1 ? M ) . Each H o m G ( P n , M) is a Z-module. N o w the com
plex H o m G ( P , M) w i l l usually be inexact. The nth cohomology group of G 
with coefficients in M is the abelian group 

Hn(G, M) = FT n (Hom G (P , M)). 

Just as for homology we can prove independence o f the resolution. 

11.2.6. Up to isomorphism the cohomology groups Hn(G, M) are independent 
of the projective resolution P -» M. 
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W h e n a projective resolution of Z is k n o w n , the homology and co-
homology groups may be read off f rom the fo l lowing result. 

11.2.7. Let G be a group and M a G-module. Suppose that P -» Z is a projec
tive ZG-resolution of Z , and denote lm(dn: Pn -» P„_i) by Jn. 

(i) / / P is a left complex and M is a right G-module, there is an exact se
quence 

0 • Hn(G, M) > M ®ZG Jn • M ®ZG Pn_x. 

(ii) If P is a right complex and M is a right G-module, there is an exact 
sequence 

H o m G ( P n _ 1 ? M) • H o m G ( J n , At) • Hn(G, M) • 0. 

Proof, (i) Let v: Pn -» Jn be the obvious mapping a \-+ adn, and let i: Jn Pn_1 

be inclusion. Then we have the commutat ive picture w i t h an exact row 

PN+1 Pn — • Jn 0 

Tensor each module w i t h M, keeping i n m i n d the r ight exactness proper ty 
of tensor products. We obta in an induced commutat ive diagram w i t h an 
exact row. 

M®ZGPn+1 - ^ U M®ZGPn M®ZGJn > 0 

M®ZGPn. 

Thus K e r v' = I m d'n+1. We cla im that (Ker d'n)v' = K e r i'. I f a e K e r d'n, then 
0 = ad'n = av'i by commuta t iv i ty of the second diagram. Thus av' e K e r i. 
Conversely let b e K e r i' and wr i te b = cv' where cs M ®ZG Pn. Then 
0 = bi' = cv'i = cd'n, so c E K e r d'n and b e (Ker d'n)V. Hence V induces 
an isomorphism f rom K e r <9n/Im d'n+1 to K e r i'. Bu t Hn(G, M) = 
K e r d'n/Im d'n+1, so we obta in an i somorphism of Hn(G, M) w i t h 

Ker(z': M ®ZG Jn • M ®ZG Pn^\ 

as called for. 

(ii) The p r o o f is similar. • 

Remark: Left modules versus right modules 

I t is also possible to define Hn(G, M) as Hn(P ® M) where P is a right 
projective resolution and M is a left module. Similar ly Hn(G, M) may be 
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defined to be jr7 n (Hom(P, M)) where P is a left projective resolution and M 
is a left module. U p to i somorphism the same groups are obtained. The 
basis for this is the fact that any left module A over a group G can be 
regarded as a r ight module A' over G by means o f the rule ag = g~1a 
(ae A,g e G); for details see Exercises 11.2.10 and 11.2.11. 

EXERCISES 11.2 

(In the first five exercises R is a ring with identity.) 

* 1 . Prove that a right ^-module is free if and only if it is a direct sum of copies of 

RR. 

*2. Any ^-module is an image of a free ^-module. 

*3. Free modules are projective. 

4. Consider an extension of ^-modules, that is, an exact sequence of ^-modules 
and ^-homomorphisms 0->A-^B->C^>0. 
(a) Prove that there is an ^-homomorphism y: C B such that ye = 1 if and 

only if I m ^ = Ker £ is a direct summand of B. 
(b) Prove that there is an ^-homomorphism /?: B A such that pf} = 1 if and 

only if I m ^ = Ker £ is a direct summand of B. 
(The extension is said to split i f these equivalent properties hold.) 

5. Prove that the following properties of an ^-module M are equivalent: 
(a) M is projective. 
(b) Every extension 0 - > ^ 4 - > £ - > M - > 0 splits. 
(c) M is a direct summand of a free ^-module. 

6. Use Exercise 11.2.5 to give an example of a projective module that is not free. 

7. I f R is a principal ideal domain, prove that every projective ^-module is free. 

8. Let M be a free G-module and let H < G. Prove that M is a free H-module. 

9. Prove 11.2.6. 

10. Prove 11.2.7(h). 

11. Let P be a right G-complex and let M be a left G-module. I f A is a left (right) 
G-module, let A' be the corresponding right (left) G-module where ag = g~1a (or 
ga = ag'1). Prove that Hn(P (x) Z G M ) ^ H„(M' (x) Z G P') where F is the complex 
whose modules are P^. 

12. I f P is a left G-complex and M is a left G-module, prove that H „ ( H o m Z G ( P , M)) ^ 
H n ( H o m Z G ( F , M')) in the notation of the previous exercise. 

11.3. The Gruenberg Resolution 

Natu ra l l y 11.2.7 is of l i t t le value u n t i l we have some explicit method of 
w r i t i n g d o w n a projective ZG-resolut ion of Z. There is a way of do ing this 
whenever a presentation o f the group G is given. 
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Augmentation Ideals 

Let G be any group. Then there is an obvious epimorphism of abelian 
groups 

e: Z G - + Z 

such that g 1 for a l l g i n G: this is k n o w n as the augmentation o f ZG. I t is 
easy to check that e is a r ing homomorph i sm. Thus the kernel of e is an 
ideal of Z G ; this ideal, wh ich is of great importance, is denoted by 

h, 
the augmentation ideal o f ZG. Obvious ly I G consists o f a l l r = YjgeGn

gQ 
such that YjgeG(ng) = 0- N o w such an r can be rewri t ten i n the fo rm r = 
Yji^geG ng(a ~ 1)? conversely any such r has coefficient sum equal to 0, so i t 
belongs to I G . Thus 

I G = < g - l \ l * g e G \ 

the additive group generated by al l the g — 1 # 0. Indeed i t is easy to see 
that I G is a free abelian group w i t h the set {g — 111 # g e G} as basis. 

The fo l lowing property of the augmentat ion ideal of a free group is 
fundamental. 

11.3.1. If F is a free group on a set X, then I F is free as a right F-module on 
the set X = {x - l\x e X}. 

Proof. Let a: X -» M be a mapping to some F-module M . By defini t ion of 
a free module i t suffices to prove that a extends to an F -homomorph i sm 
fi: Ip -> M. 

Firs t of a l l let oc': F -» F tx M be the group homomorph i sm which sends 
x i n X to (x, (x — l )a) . T o each / i n F there correspond fl i n F and a i n M 
such that fa' = (fl9 a). N o w i t is clear f rom the def ini t ion of a' that fx = f 
Thus a function 5: F -» M is determined by the equation / a ' = ( / , f 3 ) . Nex t 
for any fx, / 2 i n F we have 

(/1/2)"' = /i"'/2"' = C/i, /i')(/2, / / ) = (/1/2, (/1V2 + 
i n view of the additive nature of M . Hence (f1f2)3 = [fi)fi + /2 5

?

 s o that 
d: F M is a derivat ion. 

Keeping i n m i n d that 7 F is free as an abelian group on the set { / — 111 # 
/ e F } , we construct a homomorph i sm fi:IF-+M o f abelian groups by 
w r i t i n g ( / - I)ft = f3. N o w (x - l)P = x3 = (x - l ) a because x"' = 
(x, (x — l )a) ; thus is an extension of a to I F . F ina l ly is an F -
homomorph i sm because 

( ( / - = - 1) - (/1 - !))/» = - - (/1 -
= (jQ fi)'-/i' = (/')/i 
= ( / - i W i - • 
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As an appl icat ion o f 11.3.1 let us prove that the homology and cohomo-
logy groups of a free group vanish i n dimensions greater than 1. 

11.3.2. If F is a free group and M is any F-module, then Hn(F, M) = 0 = 
Hn(F, M)for alln>l. 

Proof. By 11.3.1 the complex • • • 0 0 I F Z F Z is a free Z F -
resolut ion of Z . Us ing this resolution and the definitions of Hn(F, M) and 
Hn(F, M) we obta in the result. • 

Relative Augmentation Ideals 

Let G be any fixed group and suppose that N is a no rma l subgroup of 
G. The assignment g \-> gN determines an epimorphism of abelian groups 
f rom Z G to Z(G/N) wh ich is easily seen to be a r ing homomorph i sm. Let its 
kernel be denoted by 

This may be thought o f as a generalization of the augmentat ion ideal since 

h = 
Let / denote the ideal IN(ZG) = (ZG)IN; then clearly / < I N . We regard 

ZG/I as a G-module via r ight mul t ip l i ca t ion . I f x e N, g e G and r e ZG, 
then (r + I)gx = rg + / since x — 1 e L We may therefore t u r n ZG/I i n to 
a G/N-module via the rule (r + I)gN = rg + I . I t follows that I N must act 
t r iv ia l ly on ZG/I, or I N < I . There results the equalities 

I N = IN(ZG) = (ZG)IN. 

Hence I N is the r ight ideal of Z G generated by al l x — 1 where l ^ x e i V . 
The next result generalizes 11.3.1. 

11.3.3. Let R be a normal subgroup of a free group F. If R is free on X, then 
I R is free as a right F-module on {x — 1 |x e X}. 

Proof. Suppose that Yjxex(x ~ ^)ax = 0 where ax e ZF. Choose a transver
sal T to R i n F; then ZF = DvteT(ZR)t, so we may wri te ax = Y.terK,^ 
where b x t e ZR. Hence YjteT(Yjxex(x — ^)K,t)t = ®- Obvious ly this means 
that Yjxex(x — i)bx,t = 0 f ° r every t. Since I R is free on the set of al l x — 1 
by 11.3.1, i t follows that bXJ = 0. • 

One final preparatory lemma is needed. 

11.3.4. Let R F G be a presentation of a group G. Suppose that S and T 
are right ideals of ZF that are free as F-modules on X and Y respectively. 
Then: 
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(i) S/SIR is free as a G-module on {x + SIR\x e X}; 
(ii) ST is free as an F-module on {xy\x e X, y e Y} provided that T is a 2-

sided ideal 

Proof, (i) I n the first place S/IR is a G-module via the act ion (5 + SIR)fn = 
sf + SIR; this is well-defined because srf = sf + s(r — l)f = sf m o d SIR 

where se S,f e F,r e R. 
Since S = DvxeXx(ZF), we have SIR = DrxeXxIR, and 

S/SIR ~ D r x{ZF)/xIR ~ D r x(Z(F/R)). 
xe X xeX 

(ii) Clearly 

ST = D r x(ZF)T = D r xT = D r xyZF. • 
jce-X" xe X xe X 

yeY 

11.3.5 (The Gruenberg Resolution). Let R F -» G be a presentation of a 
group G. Then there is a free right G-resolution of Z 

• 7s//r1 — - hiryhiR — - /rv /s — > • • • 
• ••—*i\ni—- irhihii—>iR/ii—* ip/hh—- > Z. 

The mappings here are as follows: ZG -» Z is the augmentation, IF/IFIR -» Z G 
is induced by n: F -+ G and all other mappings are natural homomorphisms. 

Proof. By 11.3.1 and 11.3.3 b o t h I F and I R are free F-modules. A p p l y i n g 
11.3.4 we see that the modules IFIR/IFIR

+1 and IR/IR

+1 wh ich appear i n the 
complex are free G-modules. N o w check exactness. The kernel o f Z G -» Z is 
I G , wh ich is also the image of IF/IFIR -+ZG. The kernel of the latter map is 
IR/IFIR since I R is the kernel o f ZF -» Z G ; the image o f IR/IR -»IF/IFIR is 
also IR/IFIR. A n d so on. • 

There is of course a corresponding left resolution i n wh ich the I F appears 
on the right throughout . I n the language o f category theory 11.3.5 sets up a 
functor f rom presentations to resolutions—see Exercise 11.3.8. 

The Standard Resolution 

Let G be any group and let F be the free group on a set {xg\l # g e G} . 
Recall that the assignment xg H-> g gives rise to a presentation R F G 
called the standard presentation. We propose to examine the Gruenberg 
resolution that arises f rom this presentation: i t is k n o w n as the standard 
resolution. 

F o r convenience define xl to be 1; then the set {xg\g e G} is a transversal 
to R i n F. Since the non t r iv i a l xg are also free generators o f F, i t is clear that 
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this is a Schreier transversal i n the sense o f 6.1. I t follows f rom 6.1.1 (and its 
proof) that R is freely generated by the elements 

By 11.3.3 the y g u d 2 — 1 fo rm a set o f free generators for the free F-module 
I R . Define 

(01, Gl) = Xgig2 ~ XgiXg2 = (1 - y g i , g 2 ) X g i g 2 (15) 

where gt belongs to G. Clearly (gl9 g2) e I R and (gl9 g2) = 0 i f and only i f gx 

or g2 equals 1. Moreover (15) shows that the nonzero (gl9 g2)'s freely gener
ate the F-module I R . 

Nex t we define for n > 0 the symbols 

(gi\g2\'"\Q2n) = {QU Gl){Q^ G^)' " {Qln-U Gin) + I R + 1 

and 

( G I \ G 2 \ ' ''\Gm-i) = (1 - xgi)(g2, g3)(g4, g5)" (g2n-2, g2n-i) + hh-

These are elements of P2N = I R / I R

+ 1 and P 2 n _ 1 = IFIR^1IIFIR respectively. 
Observe that P2N and P 2 n - i together w i t h P0 = Z G are the terms of the 
Gruenberg resolution (11.3.5). We deduce f rom 11.3.4 that P2N is freely gen
erated as a G-module by the {gi\g2\"-\g2n) and P 2 « - i * s freely generated 
as a G-module by the {g±\g2\"'\g2n-i) where 1 ̂  gt e G. I t is evident that 
(Gi\G2\"'\Gn) = 0 i f some & equals 1. 

There is a useful formula describing the homomorphisms which appear 
i n the standard resolution. 

11.3.6. The homomorphism dn: PN -» PN_1 which occurs in the standard resolu
tion is given by 

n-1 

(Gl\'"\Gn)8n = (G2\'"\Gn) + Z (-^)i(9l\"'\9i-l\9i9i + l\9i + 2\"'\9n) 
i=l 

+ (-mGl\-'\Gn-l)Gn. 

Proof. Consider the statement when n = 1. By defini t ion (g) = 1 — xg + 
I F I R , so (g)d1 = 1 — g, wh ich agrees w i t h the formula i f we interpret 

(9r\'"\9s)
 a s 1 w h e n r > 5 . 

N e x t consider the case n = 2. N o w d2: P2 -+ PX maps ( # i l # 2 ) = x g i 9 2 — 
x g x g i + II to x g i S 2 - xgixg2 + I F I R . The ident i ty 

XM2 ~ **1**2 = (! - X J - (! - + U " **X2 

shows that ( ^ l ^ ) ^ = ( # 2 ) - {g^g2) + ( # i ) # 2 , as predicted. 
N o w let n = 3. By def ini t ion <93: P 3 -» P 2 maps 

(01I02I03) = (1 - ^ H ^ , G3) + V * 

to (1 — xgi)(g2, g3) + I R = (1 — xgi)(g2\g3). O n the other hand, the value 
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predicted by the formula is 

( 0 2 I 0 3 ) - (QiQilds) + (dildids) ~ (di\g2)93, 

which is jus t 

(X9203 ~~ X92Xd3^ ~~ ( X 9 l 9 2 9 3 ~ X 9 l 9 2 X 0 3 ^ (X919293 ~ X9iX9293^ 

~~ (X9i92 ~ X 9 l X 9 2 ) X 9 3 + 

After cancellation this becomes (1 — xgi)(xg2g3 — xg2x93) + IR or 

(1 - xgi)(g2\g3). 

I f n > 3, induc t ion may be used to reduce to one of the cases already 
dealt w i t h — f o r details see [ b 2 9 ] . • 

Cocycles and Coboundaries 

Let P - » Z be the standard ZG-resolut ion of Z . Let us use this resolution to 
calculate Hn{G, M) where M is any r ight G-module. One has to take the 
homology of the complex H o m G ( P , M ) ; i n this the homomorphisms are the 

Sn+1: H o m G ( P „ , M) > H o m G ( P B + 1 , M ) . 

N o w Pn is the free G-module on the set of a l l (g1\g2\'" \gn)> Qi ̂  1- Thus a 
if/ i n H o m G ( P n , M) is determined by its value at {gi\g2\"'\9n)> conversely 
these values may be chosen arb i t ra r i ly i n M to produce a if/. Hence elements 
\j/ o f H o m G ( P n , M) correspond to functions cp: G x • • • x G -» M such that 

n 

(gl9..., gn)cp = 0 i f some gt equals 1; the correspondence is given by 

(dl\"-\9n)^ =(9l,~.,9n)<P-

Such functions <p are called n-cochains. N o t e that (gl9..., gn)cp = 0 i f some 

The induced act ion of 5 n + 1 on H-cochains is easy to discover: (<p)Sn+1 

corresponds to (il/)Sn+1 = dn+1\l/. Us ing 11.3.6 we conclude that 

02> • • • > 9n+i)(p$n+1 = (92> • • • , Qn+i)(p 

n 

+ Z (~ • • • > Qi-n 9i9i+u • • • , #n+i)<P 

+ ( - l ) B + 1 ( 0 i J . . . ^ » ) ^ ^ » + i . (16) 

I f we wri te 

Z n ( G , M ) = K e r dn+1 and £ n ( G , M ) = I m dn, 

then 
/ T ( G , M ) ~ Z n ( G , M)/Bn(G, M ) . (17) 
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Elements of Z n ( G , M) are called n-cocycles while those of Bn(G, M) are 
n-coboundaries. 

F o r example, suppose that n = 1. I f cp e Zl(G, M ) , then (16) shows that 

0 = (g2)<P ~ (9i92)<P + (0i)<P'02 
o r (0i02)<P = ((0i)<P)'91 + (02)<P, wh ich is precisely the condi t ion for cp to 
be a der ivat ion f rom G to M . 

N e x t i f cp is a 0-cochain, wh ich must be interpreted as a constant, that is, 
an element a o f M , then {g)(pS1 = a ( l — g). Thus the 1-coboundary {^S1 is 
jus t an inner derivat ion. We have therefore made the fo l lowing identifica
t ion : 

HX(G, M) = Der (G, M ) / I n n ( G , M). (18) 

I f cp is a 2-cochain, the condi t ion for cp to be a 2-cocycle is 

(0i,020s)<P + (92,93)<P = (9i92,93)<P + (0 i ,0 2 )<P '03 

for a l l i n G. We recognize this as the factor set condi t ion (6) encountered 

i n 11.1. 

11.3.7. Let G be a finite group of order m. Suppose that M is any G-module. 
Then m • Hn(G, M) = 0 for all n > 0. 

Proof. Let cp. G x • • • x G -» M be any H-cochain. There is a corresponding 

n 

(n — l ) -cochain \j/ given by 

(02, = Z (x,g29...,gn)(p. 
xeG 

Sum the formula (16) over a l l 34 = x i n G to get 

Z ( x , 0 2 , . . . , # n + 1 ) ( ? ( S n + 1 = m ( ( 0 2 , . . . , 0 B + 1 ) < j o ) 

xeG 

n 

+ Z (-^J(92,"^9i-u9i9i+u9i+2,"^9n+M 
i=2 

~ (03, • • •, 0n + l W + (- l)n+1(02, • • • , 0„W * 0„+l . 

I f (/> e Z n ( G , M ) , this becomes mcp = t/f(Sn, so that mcp e Bn(G, M) and 

m-Hn(G9M) = 0. • 

This has the fo l lowing useful corol lary. 

11.3.8. Let G be a finite group of order m. Suppose that M is a G-module 
which is uniquely divisible by m. Then Hn(G, M) = 0 for all n > 0. 

Proof. Let cp e Zn(G, M ) : then mcp = \j/dn for some (n — l ) -cochain \j/ by 
11.3.7. Since M is uniquely divisible by m, i t is meaningful to define \j/ to 
be (l/m)ij/. Then \j/ is an (n — l ) -cochain and cp = tyd" e Bn(G, M). Thus 
# « ( G , M ) = 0. • 
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The corresponding results for homology are also true bu t require a dif
ferent p roo f (see Exercise 11.3.10). 

EXERCISES 11.3 

* 1 . For any group G show that I G is a free abelian group on the set G — 1 = 
{g-\\\±geG}. 

2. Let G = <#> be an infinite cyclic group. Using the presentation 1 >-> G - » G 
write down the left and right Gruenberg resolutions for G. I f M is a G-module, 
show that H°(G, M) ~ MG ~ H t ( G , M) and H\G, M)~MG~ H0(G, M) where 
MG = {ae M\ag = a} and M G = M/M(gr - 1). 

3. I f F is a free group and M is an F-module, use the Gruenberg resolution to 
calculate H°(F, M ) and H\F9 M). 

4. The same question for H0(F, M) and H t ( F , M) . 

5. Let G = <#> be a cyclic group of finite order m. I f F is an infinite cyclic group, 
show that the presentation Fm >-> F -» G determines a resolution 

••• • ZG-?-> TG^-> ZG-^-> ZG^-> Z G — U Z • 0, 

where a and /? are multiplication by g — 1 and 1 + # + • • • + 0 m _ 1 , respectively. 

6. Use the previous exercise to calculate the (co)homology of a cyclic group G of 
order m. I f M is any G-module, then for n > 0 

H2n~l(G, M) ~ Ker jff/Im a and H2n(G, M) ~ Ker a/Im fi. 

Also 
H n (G, M ) ^ H W + 1 ( G , M) . 

7. Let G be a finite cyclic group and let M be a finite G-module. Assume that 
H\G, M) = 0 for some fixed i > 0. Prove that H"(G, M) = 0 for all n > 0. [Use 
Exercise 11.3.6.] 

8. (a) Let R t ^ Ft-» G, i = 1, 2, be two presentations of a group G. Prove that 
there is a morphism (a, /?, 1) from Rx ^ F1 G to R2 ^ F2 G. 

(b) Prove that any such morphism of presentations of G determines a morphism 
of the correspondence Gruenberg resolutions. 

(c) The association of a Gruenberg resolution with a presentation determines a 
functor from the category of presentations of G to the category of free G-
resolutions of Z. 

9. Let G be the union of a countable chain of groups G t < G 2 < • • •. Let M be a 
G-module such that H n (G £ , M ) = 0 = Hn+1(Gi9 M) for all f and for some fixed n. 
Prove that Hn+1(G, M) = 0. 

10. Let G be a finite group of order m and let M be any right G-module. By adopting 
the following procedure (due to R. Strebel) prove that m • Hn(G, M) = 0 i f n > 0. 
(a) Let F be a free left ZG-resolution of Z. Define morphisms of complexes 

a: M ® Z G F -+ M ® z F and 0: M ® z F -+ M ® Z G F by {a ® tya, = X ^ G ^ ® 

gr 1 ^ and (a (g> b)pt = a<S)b where a e M and b e Ft. 
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(b) Show that a/3 induces homomorphisms Hn(M (x) Z G F) Hn(M (x) Z G F) which 
are simply multiplication by m on each module. 

(c) Prove that M (x)z F is exact, noting that if A B - » C is an exact sequence 
of free abelian groups, then M®A^M(g)B-»M(g)C is an exact se
quence (with the obvious maps). 

(d) Deduce from (b) and (c) that m • Hn(G, M) = 0. 

11.4. Group-Theoretic Interpretations of 
the (Co)homology Groups 

The group-theoretic significance of the homology and cohomology groups 
i n l o w dimensions w i l l now be discussed. 

The Groups H 0 ( G , M) and H°(G, M) 

T o compute H0(G, M) we tensor the left Gruenberg resolution by M , 
obta in ing 

• • • • M ®ZG (IF/IRIF) • M ®ZG Z G • 0. 

N o w M ® Z G Z G S M via the mapping a g ) g H-> ag. Therefore by defini t ion 
of the homology groups H0(G, M) is i somorphic w i t h M / M / G , the largest 
G-trivial quotient of M; this is usually wr i t t en MG. 

I n a similar manner i t may be shown that 

FT°(G, M)~{ae M\ag = a, V# e G} , 

the set of G-fixed points of M , which is often wr i t t en MG (confusion w i t h 
no rma l closures being unlikely) . Thus we have 

11.4.1. / / G is a group and M a right G-module, then 

FT 0(G, M ) - MG and FT°(G, M ) - MG. 

The Group i f^G, M) 

11.4.2. / / G is a group and M a right G-module, then HX(G, M) is isomorphic 
with the kernel of the homomorphism M ®ZG IG-*M in which 

a®{g - 1) M> a(g - 1). 

This follows at once when 11.2.7 is applied to the Gruenberg resolu
t ion . There is a neat formula for # i ( G , M ) when G operates t r iv ia l ly on M. 
I n order to derive this we take note o f a result which has some interest i n 
itself. 
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11.4.3. If G is any group, then IG/IG ^ G a b . 

Proof. Since I G is free on {g — 111 # g e G} as an abelian group, the mapping 
x — 1 i—• xG' determines a h o m o m o r p h i s m I G -» G a b . N o w the ident i ty 
(x — l ) ( j / — 1) = (xy — 1) — (x — 1) — (y — 1) implies that I G is mapped 
to 0. Hence there is an induced h o m o m o r p h i s m q>: I G / I G ~ + GAB

 S U C N T N A T 

((x — 1) + IG)(p = xG'. O n the other hand, x H-> ( X — 1) + I G is a 
homomorph i sm f rom G to IG/IG by the same identi ty. Therefore i t induces a 
homomorph i sm G a b -» 7 G / G wh ich is clearly inverse to cp. • 

11.4.4. / / M is a trivial right G-module, then HX(G, M) G a b . 

Proof. By 11.4.2 we have / ^ ( G , M ) ~ M ( x ) Z G I G . I t is seen that the assign
ment a (x) (x — 1) i—• a (x) ((x — 1) + IG) yields an isomorhism 

M ® Z G IG~>M®Z {IGII2

G\ 

The result n o w follows f rom 11.4.3. • 

The Group H \ G , M) 

A n interpretat ion o f HX(G, M) as the quotient group Der(G, M ) / I n n ( G , M) 
has already been mentioned dur ing our discussion o f the standard resolu
t ion . Another approach to this impor t an t result w i l l now be given based on 
a lemma for which we shall f ind other uses. 

11.4.5. / / G is a group and M a G-module, then Der (G, M ) ^ H o m G ( / G , M ) . 

Proof. I f S e Der (G, M ) , we may define a homomorph i sm 8*: IG-+ M by 
(g — 1)(S* = gb, keeping i n m i n d that I G is free as an abelian group on the 
set {g - 1|1 =£geG}. F o r gl9 g2 i n G we have (gx - l)g2 = {g1g2 - 1 ) -
(Qi ~~ 1)> which implies that 

( ( ^ i - l)QiW = (9i92)S - #2<S = (9iS)g2 = ((9i - 1)<**)02-
Hence 8* e H o m G ( / G , M ) . Conversely, i f 9 e H o m G ( / G , M ) , define g9* = 
(g — 1)6; a similar calculat ion shows that 6* e Der (G, M ) . O f course 3 H-> S* 
and 9 \-+ 9* are inverse mappings. I t is equally clear that 8 \-+ 8* is a, homo
morph i sm of abelian groups. Thus 8 i—• 8* is an isomorphism. • 

11.4.6. / / G is a group and M a G-module, then 

H\G, M) ~ Der (G, M ) / I n n ( G , M ) . 

Proof. A p p l y i n g 11.2.7 to the Gruenberg resolut ion we obta in the exact 
sequence 

H o m G ( Z G , At) • H o m G ( / G , At) • H1 (G, At) • 0. (19) 
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Accord ing to 11.4.5 the middle group is isomorphic w i t h Der(G, M). N o t e 
that cp e H o m G ( Z G , M ) is completely determined by (l)cp = a i n M ; for then 
(g)cp = ag. The image of cp i n H o m G ( / G , M ) is the restriction of cp to 7 G , 
which corresponds to the der ivat ion g H-> (g — l)cp = a(g — 1), that is, to an 
inner der ivat ion. Thus Inn (G, M ) corresponds to the image of the left hand 
mapping i n (19). I t follows that the sequence 

0 • Inn(G, M ) > Der (G, M ) > H1 (G, M ) > 0 (20) 

is exact. The required i somorphism is a consequence of (20). • 

C o m b i n i n g 11.4.6 w i t h 11.1.3 we ob ta in the next result. 

11.4.7. Let G be a group and M a G-module. All complements of M in 
the associated semidirect product G K M are conjugate if and only if 
HX(G9 M) = 0. 

MacLane's Theorem 

We come now to the connection between the second cohomology group 
and extension theory. First , however, a simple observation must be made. 

11.4.8. Let R F -» G be a presentation of a group G. Then the mapping 
rR' i—• (r — 1) H~ I F I R is a G-isomorphism from R a h to IR/IFIR. 

Proof. O f course Rah is a G-module via conjugation i n F : thus (rR')fn = 
(f~lrf)R' where r e R and / e F. Let T = I R / I F I R and consider the mapping 
r K (r - 1) + I F I R f rom R to T. N o w i f rx, r2 are elements of R, 

rir2 - 1 = ^ - 1 ) + ( r 2 - 1) + (rx - l ) ( r 2 - 1) 

= (rx - 1) + ( r 2 - 1) m o d I F I R . 

This shows that r K (r - 1) + I F I R is a homomorph i sm of groups. Since T 
is abelian, there is an induced h o m o m o r p h i s m 9: Rah -» T. 

Let us check that 9 is a G-homomorphism; 

((rR')fy = (f-hfRf = (f-'rf - 1) + IFIR 

= f~\r - \)f + l F l R 

= (r-l)f+IFIR = ((rR'f)r. 

Final ly , i n order to show that 9 is an isomorphism we shall produce 
an inverse. Let R be free on X. By 11.3.3 for left ^-modules we have 
I R = DrxeXZF(x- 1), so that T = I R / I F I R equals D r x e X ( Z F ) ( x - 1)/ 
IF(x — 1) and hence is isomorphic w i t h DvxeX{ZF/IF)(x — 1). Since ZF/IF ^ 
Z, we conclude that T is the free abelian group on the set of a l l 
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(x — 1) + I F I R , xe X. Hence there is a group homomorph i sm T -» Rah 

such that ((x — 1) + I F I R ) ^ = xR'. Obvious ly \j/ is the inverse of 9. • 

11.4.9 (MacLane) . Let R F ^ G be a presentation of a group G. Let M be 
any right G-module. Then there is an exact sequence 

H1(F, M) • H o m G ( £ a b , M ) • # 2 ( G , M ) • 0. 

Proof. Here M is an F-module via 7 i , so that qf = af% where a e M , / e F. 
A p p l y 11.2.7 using the Gruenberg resolut ion associated w i t h the given pre
sentation. There results an exact sequence 

HomG(IF/IFIR, M) • H o m G ( / , / / f / „ M ) > H2(G, M) • 0. (21) 

Recall that the left-hand map is induced by the inclusion I R / I F I R - » I F / I F I R . 
By 11.4.8 we have I R / I F I R ^ K a b , so the middle group i n the exact sequence 
is isomorphic w i t h H o m G ( K a b , M ) . 

W e cla im that 

HomG{IF/IFIR, M) - H o m F ( / F , M ) . 

T o see this let a: I F M be an F-homomorph i sm. Then a maps I F I R to 0; 
for, on the basis o f the t r i v i a l act ion o f R on M , we have ( ( / — l ) ( r — l ) ) a = 
( / — l ) a • (r — 1) = 0. Hence a induces a homomorph i sm a: I F / I F I R -» M . I t 
is clear that a i—• a is an isomorphism, so the assertion is true. 

Nex t Der (F , M ) ^ H o m F ( / F , M ) by 11.4.5. Hence (21) becomes 

Der (F , M ) • H o m G ( K a b , M ) • H 2 ( G , M ) • 0. (22) 

We have, of course, to keep track of the left-hand mapping; i t is the obvious 
one d i—• d' where d' is induced i n Rah by S. I f S is inner, there is an a i n M 
such that (rR'f = a( — r + 1) = 0 for a l l r i n this is because R operates 
t r iv ia l ly on M . Consequently I n n ( F , M ) maps to 0. The result n o w follows 
f rom 11.4.6. • 

The Second Cohomology Group and Extensions 

Let G and N be groups and let %: G -» O u t AT be a coupl ing of G to N. Let 
us assume that there is at least one extension that realizes Recall f rom 
11.1.8 that there is a bijection between the set of equivalence classes of 
extensions o f N by G w i t h coupl ing x a n d the cokernel o f De r (F , C) -» 
H o m F ( # , C); here C is the center of N. N o w H o m ( # , C) ~ H o m ( # a b , C) and 
R acts t r iv ia l ly on K a b ; thus H o m F ( K , C) ^ H o m G ( K a b , C). We have to deal 
w i t h the cokernel of the obvious mapping Der (F , C) -» H o m G ( K a b , C); by 
(22) this is isomorphic w i t h H2(G, C). 

We have proved a fundamental theorem. 
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11.4.10. Let G and N be groups and let % be a coupling of G to N. Assume 
that x is realized by at least one extension of N by G. Then there is a bijection 
between equivalence classes of extensions of N by G with coupling x and 
elements of the group H2(G, C) where C is the center of N regarded as a 
G-module via x-

W h e n N is abelian, this reduces 11.1.4, which was proved by using factor 
sets. 

Extensions with Abelian Kernel 

I t has been pointed out that when N is abelian, every coupl ing of G to N 
is realized by some extension, for example the split extension, which cor
responds to 0 i n H2(G, N). 

I t is wor thwhi l e being more explicit i n this impor t an t case. 

11.4.11. Let G be a group, A a G-module and R F G any presentation of 
G. Let A e H2(G, A) and suppose that cp is a preimage of A under the mapping 
HomG(Rah, A) -» H2(G, A) of MacLane's Theorem. Then 

A > > (F K A)/R?' » G 

is an extension which induces the prescribed G-module structure in A and 
whose equivalence class corresponds to A. 

Here A is regarded as an F-module via n.F-*G. T o comprehend 11.4.11 
i t is necessary to l o o k back at the p r o o f of 11.1.8. We take R to be the fixed 
element of M i n that proof, which is possible since A is abelian. The equiva
lence class o f R? corresponds to cp + / where / is the image of Der (F , C); 
this cp + I corresponds to A. 

The next result is essentially the abelian case o f the Schur-Zassenhaus 
Theorem (9.1.2). 

11.4.12. Let G be a finite group of order m. Suppose that A is a G-module 
such that each element of A is uniquely divisible by m. Then every extension 
of A by G splits and all complements of A are conjugate. 

This follows directly f rom 11.3.8, 11.4.7, and 11.4.10. 

Central Extensions 
A n extension C A E - » G is called central i f I m p is contained i n the centre 
of E. I n this case G operates t r iv ia l ly on C, so that C is a t r i v i a l G-module. 



346 11. The Theory of Group Extensions 

Such extensions are frequently encountered; for example every ni lpotent 
group can be constructed f rom abelian groups by means of a sequence of 
central extensions. 

Suppose that C is a t r i v i a l G-module and let R F - » G be a presenta
t i o n of G. Let us interpret MacLane's Theorem i n this case. O f course F , 
l ike G, operates t r iv ia l ly on C, and 

Der (F , C) = H o m ( F , C) ~ H o m ( F a b , C). 
Also 

H o m G ( £ a b , C) - H o m ( K / [ F , K], C) 

because [ F , R]/R' must map to 1 under any G-homomorphism f rom Rah 

to C. As a consequence of these remarks MacLane's Theorem takes the 
fo l lowing form. 

11.4.13. If C is a trivial G-module and R F - » G is a presentation of the 
group G, t/zere is aw exact sequence 

H o m ( F a b , C) • H o m ( K / [ K , F ] , C) • # 2 ( G , C) • 0. 

Thus each central extension of C by G arises from a homomorphism 
V'.R/tR, F]-+C. 

Abelian Extensions 

A central extension of one abelian group by another is usually not abelian 
—consider for example the quaternion group Q8. Suppose that G is an 
abelian group and C a t r i v i a l G-module. Ca l l the extension C E - » G 
abelian i f E is an abelian group. There are, of course, always abelian exten
sions, for example the direct product extension, C C x G ^» G. 

The equivalence classes of abelian extensions correspond to a certain 
subset 

Ext (G, A) 
o f t f 2 ( G , A). 

Let us use 11.4.11 to determine wh ich central extensions are abelian; i n 
the sequel G is an abelian group. As usual choose a presentation R F -» 
G here o f course F' < R. By 11.4.11 a central extension of C by G is equiva
lent to one of the fo rm 

C > > (F x Q/R* » G 

where cp e H o m G ( K a b , C). This extension is abelian i f and only i f F' < R 9 . 
Let / e F' and r e R; i f / = r^ ' = r r^ , we observe that r* = r~lf e F n C = l ; 
thus f = r and f<p = r<p= 1. Hence (/> maps F ' to 1. Conversely, i f <p e 
H o m G ( # a b , C) maps F' to 1, then f*'=ff* = ftffe F. Thus F' < R?'. 
I t follows that the abelian extensions are determined by elements of 
H o r n { R / F \ C). Thus Ext (G, C) is a subgroup of H2(G, C). 
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11.4.14. Let G and C be abelian groups. Suppose that R F - » G is a pre
sentation of G. Then there is an exact sequence of abelian groups 

H o m ( F a b , C) • Hom(R/F\ C) • Ext (G, C) • 0. 

This follows on combin ing the preceding remarks w i t h 11.4.13. 

The Schur Multiplicator 

Let G be any group and let Z be regarded as a t r i v i a l G-module. F o r brevity 
i t is customary to wri te 

HnG = H,{G, Z) , 

the integral homology group of degree n. Fo r example H1G ~ Z (x) G a b ~ G a b 

by 11.4.4. The group 

M ( G ) = H2G 

is k n o w n as the Schur multiplicator o f G. I t plays a prominent role i n Schur's 
theory of projective representations. We shall see that i t is also relevant to 
the theory o f central extensions. 

There is an interesting formula for M ( G ) . 

11.4.15 (Hopf 's Formula) . If R F -» G is a presentation of a group G, 
then 

M ( G ) ~ F'nR/[F, R]. 

In particular this factor does not depend on the presentation. 

Proof. A p p l y 11.2.7 to the left Gruenberg resolution. There results 

M ( G ) - K e r ( Z ® Z G (IR/IRIF) > Z ® Z G (IF/IRIF)). 

N o w IR/IRIF is i somorphic as a left G-module w i t h Rab by the left version 
of 11.4.8—here Rab is to be regarded as a left G-module via the act ion 
fR(rR') = {frf-^R'. Also Z ( x ) Z G Rab ~ R/[F, R] via n <g> rR' ^ r n [ F , R]. I n 
add i t ion Z®ZG(IFIIRIF) ~ IF/Ij for a similar reason. By 11.4.3 we have 
IF/Ij - F a b . I t follows that 

M ( G ) - K e r ( / ? / [ F , /?] • F a b ) , 

the map being the obvious one, r [ F , R] rF'. The kernel is clearly 
F'nR/\_F,R\. • 

I n the case of abelian groups there is a simpler formula for the Schur 
mul t ip l ica tor . I f G is an abelian group, define 

G A G = (G <g> G)/D 
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where D = (g (x) g\g e G>. This is called the exterior square o f G. I f gl A g2 

denotes gl ® g2 + D, then (gl + g2) A (gl + g2) = 0, wh ich shows that 
Qi A Qi = ~(QI a Thus G A G may be regarded as a skew-symmetric 
tensor product . 

11.4.16. / / G is aw abelian group, then M ( G ) ~ G A G. 

Proof. Let K F - » G be a presentation of G. Since G is abelian, F' < R 
and M ( G ) ^ F y [ F , .R] by Hopf ' s formula. The mapping (fiR,f2R)^ 
[ / 1 ? / 2 ] [ F , K ] , (feF\ is well-defined and bilinear. Consequently there is 
an induced homomorph i sm {F/R) (x) {F/R) -» F' [ F , by the fundamental 
mapping proper ty o f the tensor product . W h a t is more, fR (x) fR maps to 1, 
so there is induced a h o m o m o r p h i s m 9: (F/R) A (F/R) -» F ' / [ F , i n which 
f , R A f2R is sent to [fu fi\[F, R]. 

T o construct an inverse of 9 choose a set o f free generators { x 1 ? x 2 , . . . } 
for F . By Exercise 6.1.14 the group F'/y3F is free abelian w i t h free genera
tors the [X-, Xj]y3F, where i < j . Hence there is a homomorph i sm 
(j)0: F'/y3F - » ( F / K ) A (F/R) sending [ x i ? X / ] y 3 F to x(R A XJR. N O W for any 
/ I J f 2

E F we see from bi l inear i ty o f the commuta tor that ( [ / i , / 2 ] y 3 ^ ) ^ ° = 
/ I - R A fiR- Hence < 0̂ maps [ F , R]/y3F to 0, and so there is an induced 
homomorph i sm (j>: F ' / [ F , R] -» (F /K) A (F/K) . Clearly 0 and <j> are inverse 
functions. • 

F o r example, i f G is an elementary abelian p-group of rank r, then 
M ( G ) ~ G A G is an elementary abelian p-group of rank ( 2 ) (Exercise 
11.4.9). 

Hopf ' s formula can be used to associate an exact sequence of homology 
groups w i t h any extension. This w i l l be applied i n Chapter 14 to the study 
of one-relator groups. 

11.4.17 (The Five-Term H o m o l o g y Sequence). Corresponding to any group 
extension N E -4>> G there is an exact sequence 

M(E) M(G) N/IE, A T | • E» 1. 

This sequence is natural in the following sense. Given a morphism (a, /?, y) 
from N>-^E^»GtoN>-^E^»G there are induced homomorphisms a^, 

making the diagram 

M(E) 

M(E) 

M(G) 

M(G) 

N/IE, A T | ) 

N/{E, A T | ) 

J a b 

^ab 

1 

commutative. 
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Proof. Here of course we can take AT to be a subgroup of £ as a matter of 
convenience. 

The mappings A / [ F , AT] - » F a b and F a b -» G a b are the obvious ones, 
x [ F , AT] H-> xE' and xE' i—• x £ G ' respectively. Exactness at F a b and G a b is 
easily checked. I t remains to construct the other two mappings and check 
exactness at M ( G ) and A / [ F , AT]. 

Let K F £ be some presentation of F . Then ns: F -» G is a presen
ta t ion of G; let K e r T I E = 5. By Hopf ' s formula M ( F ) ~ F' n K / [ F , # ] and 
M ( G ) ~ F ' n S/[F, S ] . N o w S is the preimage of A under 7 i , so i n fact R < S 
and S/K ~ A . The relevant subgroups are situated as follows: 

Define M ( G ) -> A / [ F , A ] by means o f x [ F , 5 ] ^ A ] and M ( G ) ~ 
F ' n S/[F, S ] . The image of this mapping is clearly E' n A / [ F , A ] , wh ich is 
the kernel of A / [ F , A ] -» F a b . This establishes exactness at A / [ F , A ] . 

F ina l ly , define M ( F ) -» M ( G ) by means the natura l homomorph i sm f rom 
F'nR/[F, K] to ( F n # ) [ F , S ] / [ F , S ] , together w i t h Hopf ' s formula. The 
kernel of M ( G ) -+ A / [ F , A ] corresponds to (F r n # ) [ F , S ] / [ F , S ] , so the se
quence is also exact at M ( G ) . 

We shall no t take the space to establish natura l i ty (see however Exercise 
11.4.16). • 

T o conclude this discussion of the Schur mul t ip l i ca to r we ment ion an 
impor t an t result that illustrates the relationship between the mul t ip l ica tor 
and the theory of central extensions. A p r o o f is sketched i n Exercise 11.4.5. 

11.4.18 (Universal Coefficients Theorem). / / G is a group and M a trivial 
G-module, there is an exact sequence 

E x t ( G a b , M ) > > H2(G, M) » H o r n ( M ( G ) , M ) . 

The mapping on the r ight shows that every central extension of M by G 
gives rise to a homomorph i sm f rom M ( G ) to M . 

A n impor t an t special case occurs when G is perfect; for then E x t ( G a b , M ) = 
Oand 

H2(G, M) ~ H o m ( M ( G ) , M ) , 
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so equivalence classes of central extensions of M and G stand i n one-to-one 
correspondence w i t h homomorphisms f rom M ( G ) to M. 

The Third Cohomology Group and Obstructions 

Fina l ly we shall address the t h i r d major p roblem of extension theory. Given 
groups A and G together w i t h a coupl ing %: G - • O u t A , when does there 
exist an extension of A by G which realizes the coupl ing 

We shall wr i te C for the centre o f A , keeping i n m i n d that x prescribes a 
G-module structure for C. 

Choose any presentation R F G of G. Just as i n 11.1—see equation 
(7)—we can find homomorphisms £ and n wh ich make the diagram 

R > • F — G 

* * * (23) 

A — — » A u t A — O u t A 
commutat ive: here T is the conjugat ion .homomorph i sm and v the natura l 
homomorph i sm. I f r e R and / e F , the element ( r * ? ) ~ 1 ( ( r / _ 1 y ? ) / * surely 
belongs to A . Let us apply the funct ion T to this element, observing that 
rjr = <J by commuta t iv i ty of the diagram, and that ( x a ) T = ( x T ) a i f a e A u t A . 
We obta in 

( r « r 1 ( ( r / " 1 ) ^ = ( r « r 1 ^ = 1, 

so that the element 

/ * r = ( r T 1 ( ( r / " 1 r ) / { (24) 

belongs to K e r T, that is to C, the center of A . 
Us ing the defini t ion (24) i t is completely s traightforward to verify the 

formulae 
f*(r1r2) = (f*r1)(f*r2) (25) 

and 
(fif2)*r = (f2*r)(f1*r'*-,yi. (26) 

Let us now consider the Gruenberg resolut ion that is associated w i t h 
the chosen presentation of G. Suppose that F is free on a set X and R is 
free on a set Y. Since Iplz/Iplz is free as a G-module on the set of a l l 
(1 — x)(l — y) + I F I R , (xe X,ye Y\ by 11.3.3 and 11.3.4, the assignment 

( \ - x ) ( \ - y ) + IPIl\ >x*y 

determines a G-homomorphism 

ils:IFIR/IFI2

R >C. 

Nex t one observes that ((1 — x ) ( l — r) + I F I R ) I I / = x*r, (X e X,r e R). This 
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follows by (25) and induc t ion on the length of r, together w i t h the equation 

(1 _ x ) ( i _ rir2) = (1 - X ) ( ( l - rj + (1 - r 2 ) - (1 - rt)(l - r2)). 

I n a similar way one can prove that 

( ( l - / ) ( l - r ) + / F 7 i W = / T (27) 

for a l l / i n F and r i n R; this may be accomplished by using induc t ion on 
the length o f / , equat ion (26) and also the equation 

(1 " / i / 2 ) ( l " r) = (1 - / 2 ) ( 1 - r) + (1 - / , ) ( 1 - r*l)f2. 

I f ^ i ? , the defini t ion (24) tells us that r x * r 2 = ( r j ) " " 1 ^ 1 ) 1 ' ) ^ = 
(rlY1^ = 1. Equa t ion (27) n o w shows that ^ maps IR/IFIR to 1. Conse
quently \j/ induces a homomorph i sm <p f rom IFIR/IR to C. We call this 
h o m o m o r p h i s m 

q> e UomG(IFIR/ll C) 

the obstruction determined by the coupl ing %. 
The obst ruct ion q> w i l l i n general depend on the choice of £ and n i n (23); 

for these are no t unique. However, according to 11.2.7, there is an isomor
phism of fl"3(G, C) w i t h the cokernel of the homomorph i sm 

HomG(IR/ll C) • HomG(IFIR/ll C). (28) 

Thus x determines an element A of H3(G, C). 
The impor t an t facts about A are as follows. 

11.4.19. Let x be a coupling of G to N. Let n be homomorphisms as in (23) 
leading to an obstruction <p. Let J be the image of the homomorphism (28). 
Then: 

(i) A = <p + J is independent of the choice of £ and n\ 
(ii) by varying n we obtain all obstructions in the coset A. 

F o r a p r o o f of 11.4.19 we refer the reader to [ b 2 9 ] , §5.5. 
I t is now possible to give a formal cr i ter ion for a coupl ing to be realiz

able i n an extension. 

11.4.20. Let G and N be groups and suppose that x is a coupling of G to N. 
Then there is an extension of N by G with x as its coupling if and only if 
X corresponds to the zero element of H3(G, C) where C is the centre of N 
regarded as a G-module by means of x-

Proof. Suppose that % is realized by an extension N E - » G. As usual let 
R F G be a fixed presentation. There is a homomorph i sm o: F -• E 
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that lifts 7 i ; thus 
R > • F — G 

N > > E » G 

is a commutat ive diagram. Define F - • A u t A to be the composite of a 
w i t h the conjugating h o m o m o r p h i s m E - • A u t A , and let n be the restric
t i on of £ to R. Then the diagram 

R > • F — G 

n { z (29) 

A — — » A u t A — O u t A 

is commutative. This £ and w i l l do very well to construct an obstruction cp. 
I f / e F and r e i ^ , then 

f*r = {r°y\{rf-yy = (rT^f'THr'")'/* 

= (r*)-1^ = 1. 

Hence cp = 0 and # corresponds to the zero element of FT 3(G, C). (Here one 
should remember that the element o f FT 3(G, C) determined by x does not 
depend on £ and n by 11.4.19). 

Conversely suppose that cp corresponds to 0 i n FT 3(G, C). Then 
11.4.19(h) shows that £ and n may be chosen so that (29) is commutat ive 
and f*r=l for a l l feF and r e R. This means that rn = ((rf~1)T1)f\ 
which , when r is replaced by rf, becomes 

( r/)n = (riy\ (30) 

N o w define M = { r f r " " 1 ) " ^ e R}, a subset of F ^ A = 5. By using (30) i t 
is easy to show that the mapping r \-+ r ( r ~ 1 ) ' ? is a homomorph i sm of F -
operator groups. Hence M < i FM. Also for x i n A we have x r ( r ~ 1 } " = x r * ( r ~ 1 ) { = 

x ( r r - ^ = x s | n c e ^ = t j l u s iV] = 1. Therefore M < i F A = S and 
M A = M x N = RN, so M e Jt{F, R, A , £). 

F ina l ly A S / M - » G is an extension wh ich has coupl ing x- • 

Extensions of Centerless Groups 

Consider the case where A has t r i v i a l centre. Then FT 3(G, C) = 0 and every 
coupl ing of G to A arises f rom some extension of A by G. Moreover up to 
equivalence there is only one such extension since FT 2(G, C) = 0. O f course 
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each equivalence class of extensions gives rise to a unique coupling, as we 
saw i n 11.1.1. 

We sum up our conclusions i n the fo l lowing form: 

11.4.21. Let N be a group with trivial center and let G be any group. Then 
there is a bijection between the set of all equivalence classes of extensions of 
N by G and the set of all couplings of G to N. 

A t the other extreme is the case where N = C is abelian and x is essen
t ia l ly a homomorph i sm f rom G to A u t N. We can define £ = nx and n = 1, 
obta in ing i n (29) a commutat ive diagram. Us ing this £ and n i n the defini
t i o n we get / * r = 1 for a l l / and r. This means that every coupl ing x corre
sponds to the zero element of # 3 ( G , C), a conclusion that is hardly surpris
ing since x is realized by the semidirect product extension. 

We ment ion w i t h o u t going in to details the fo l lowing addi t ional fact. Sup
pose that G is a group and A a G-module. I f A e H3(G, A), there exists a 
group N whose center is isomorphic w i t h A, and a coupl ing x'. G - • O u t N 
which is consistent w i t h the G-module structure of A and corresponds to A 
as i n 11.4.19. O f course x is realizable by an extension of N by G i f and only 
i f A = 0. A fuller account of the theory of obstructions may be found i n 
[ b 2 9 ] . 

Whi l e group-theoretic interpretations of the cohomology groups i n 
dimensions greater than 3 are k n o w n , no really convincing applications to 
group theory have been made. 

EXERCISES 11.4 

1. Let G be a countable locally finite group and let M be a G-module which is 
uniquely divisible by every prime that divides the order of an element of G. 
Prove that Hn(G, M) = 0 if n > 1 [use 11.3.8 and Exercise 11.3.9]. Show that 
H ^ G , M) need not be 0 by using 11.4.7. 

2. Let N < ] E and assume that CE(N) = ( N = C say. Put G = E/N and write e for 
the extension N >-> E - » G. Denote by A(N) the set of all automorphisms of E 
that operate trivially on N and G. 
(a) Prove that A{N) is an abelian group which is isomorphic with Der(G, C). 

[Hint: Show that if y e A{N), then [£ , y] < C ] 
(b) Prove that A(N) n Inn E maps to Inn(G, C) under the above isomorphism, 

and deduce that A(N)/A(N) n Inn E ~ H ^ G , C). 

3. I n the notation of the preceding problem let Aut e denote the group of auto
morphisms of E that leave N invariant. Put Out e = Aut e/Inn E. Show that 
there is an exact sequence 

0 • H ^ G , C) • Out e • Out N. 

[Hint: Let y e Aut e and consider the restriction of y to N . ] 
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4. (R. Ree). Let £ be a noncyclic finitely generated torsion-free nilpotent group. 
Prove that Out £ contains elements of infinite order. [Hint: Let N be a maxi
mal normal abelian subgroup of £ : then N = CE(N). Assuming the result false, 
argue that H1(G, N) is a torsion group where G = E/N. Now find an M such 
that N < M and E/M infinite cyclic. Show that Hl(E/M, NM) is torsion and 
apply Exercise 11.3.2.] 

5. I f M is a trivial G-module, establish the existence of the Universal Coefficients 
Sequence 

Ext(G a b , M) >—> H 2 ( G , M) » Hom(M(G), M). 

Show also that the sequence splits [Hint: Choose a presentation of G and 
apply 11.4.13 and 11.4.14.] 

6. I f G is a finite group, show that M(G) is finite and that M(G) ~ H 2 (G , C*) 
where C* is the multiplicative group of nonzero complex numbers operated 
upon trivially by G. [Hint: Use Hopf's formula to show that M(G) is finitely 
generated. Apply Exercise 11.3.10.] 

7. Let G be an abelian group. Prove that every central extension by G is abelian if 
and only if G A G = 0. Prove also that a finitely generated group has this prop
erty precisely when it is cyclic. 

*8. I f G is an elementary abelian group of order p n , then M(G) is elementary 
abelian of order 

9. I f G is free abelian of rank n, then M(G) is free abelian of rank ( 2 ) . 

10. According to 11.4.18 a central extension C >-> E - » G determines a homomor
phism 5: M(G) -> C called the differential. Prove that I m 5 = E' n C. Deduce 
that 5 is surjective if and only if C < E'. (Such an extension is called a stem 
extension.) [Hint: The given extension is equivalent to one of the form C >-> 
(C x F)/^' - » G where R >-> £ - » G is a presentation of G and ^ e Hom F (# , C).] 

11. Prove that Schur's theorem (10.1.4) is equivalent to the assertion that M(G) is 
finite whenever G is finite. (Use Exercise 11.4.10.) 

12. A central extension C >-* E - » G is called a stem ccwer of G if its differential is 
an isomorphism. Prove that every stem cover of G is isomorphic to a stem 
cover M(G) >-> £ - » G with differential equal to 1. [ H w t : Let ^ e Hom(R/[R, £], 
C) determine the given stem cover, R >-> £ - » G being a presentation of G. I f 5 
is the differential of a stem cover C >-> £ - » G, consider e Hom(#/[\R, £ ] , 
M(G)).] 

13. Prove that every stem extension is an image of a stem cover (i.e., there is a 
morphism (a, /?, 1) from a stem cover with a and /? surjective). 

14. Prove that there is a bijection between the set of isomorphism classes of stem 
covers of G and Ext(G a b , M(G)). Construct four non-isomorphic stem covers of 
Z 2 x Z 2 . [Use Exercise 11.4.13.] 

15. A finite group G has a unique isomorphism class of stem covers i f and only if 
(|G,„|,\M(G)\) = 1. 
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*16. (a) Establish the naturality of the 5-term homology sequence (see 11.4.17). 
[Hint: Start with presentations R >-> F -» E and R >-> F - » £ and lift 
y: G G to £ : F - > F . ] 

(b) Prove also that (77)* = 7*7* where 7: G G and 7: G G are homo
morphisms. (In the language of category theory this says that M( —) is a 
functor.) [Hint: Show that 7* does not depend on the particular lifting £.] 

17. Let G be the group with generators xl9 x 2 , x n

 a n d defining relations 
^ 2 ] = [ * 2 > ^ 3 ] = •*• = [x„- i , x„] = 1. Using Hopf's formula, show that 

M(G) is free abelian of rank n — 1. 



CHAPTER 12 

Generalizations of Nilpotent 
and Soluble Groups 

I n Chapter 5 we found numerous properties of finite groups wh ich are equi
valent nilpotence—see especially 5.2.4. F o r example, no rmal i ty of a l l the 
Sylow subgroups is such a property. W h e n applied to infinite groups, these 
properties are usually much weaker, g iv ing rise to a series of wide general
izations of nilpotence. F o r soluble groups the si tuat ion is similar. The a im 
of this chapter is to discuss the m a i n types of generalized ni lpotent and 
soluble groups and their interrelations. 

12.1. Locally Nilpotent Groups 

I f & is a proper ty of groups, a group G is called a locally 0>-group i f each 
finite subset of G is contained i n a ^ - subg roup of G. I f the proper ty & is 
inherited by subgroups, this is equivalent to the requirement that each 
finitely generated subgroup have 0>. 

O u r first class of generalized ni lpotent groups is the class of locally 
nilpotent groups. I t is easy to see that images and subgroups o f a local ly 
ni lpotent group are locally ni lpotent . There are certain properties o f n i l -
potent groups which are of a local character i n the sense that they are state
ments about finite sets of elements; such properties are inheri ted by local ly 
ni lpotent groups. F o r example, there is the fo l lowing result. 

12.1.1. Let G be a locally nilpotent group. Then the elements of finite order in 
G form a fully-invariant subgroup T (the torsion-subgroup of G) such that 
G/T is torsion-free and T is a direct product of p-groups. 

356 
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This follows immediately f rom 5.2.7. No te that infinite p-groups are not 
i n general n i lpotent (Exercise 5.2.11), or i n fact even locally ni lpotent by a 
famous example of G o l o d [a59] . 

One rather obvious way of construct ing locally ni lpotent groups is to 
take the direct product of a family of ni lpotent groups: i f the ni lpotent 
classes of the direct factors are unbounded, the resulting group w i l l be a 
non-ni lpotent local ly ni lpotent group. 

Products of Normal Locally Nilpotent Subgroups 

Recall that the product of t w o no rma l ni lpotent subgroups is n i lpo ten t— 
this is Fi t t ing 's Theorem (5.2.8). The corresponding statement holds for 
local ly ni lpotent groups and is of great importance. 

12.1.2 (The H i r s c h - P l o t k i n Theorem). Let H and K be normal locally nil-
potent subgroups of a group. Then the product J = HK is locally nilpotent. 

Proof. Choose a finitely generated subgroup of J , say {h1k1, . . . , / z m / c m > 
where hte H and kt e K. We must prove that J is ni lpotent . T o this end we 
introduce the subgroups X = < / z 1 ? . . . , hm} and Y = < / q , . . . , fem>, and also 
Z = < X , 7>. Since J < Z , i t is enough to show that Z is ni lpotent . 

Let C denote the set o f a l l commutators [hh kj], i, j = 1 , . . . , m; then 
C ^ H nK since H and K are normal . Hence {X, C> is a finitely generated 
subgroup of FT, so i n fact {X, C> is ni lpotent . Since finitely generated n i l -
potent groups satisfy the max ima l cond i t ion (5.2.17), the no rma l closure Cx 

is f initely generated, as wel l as being ni lpotent . Moreover Cx < H n K, so 
that <y, Cx} < K. Therefore <y, Cx} is n i lpotent and finitely generated, 
whence i t satisfies the max ima l condi t ion . N o w [ X , y ] = CXY by 5.1.7. 
Thus, using 5.1.6, we have 

<y, cxy = <y , cXYy = <y , \x9 y ] > = YX. 

I t follows that YX is ni lpotent , and by symmetry XY is ni lpotent . F ina l ly 
Z = < X , y > = XYYX is n i lpotent by Fi t t ing 's Theorem. • 

12.1.3. In any group G there is a unique maximal normal locally nilpotent 
subgroup (called the Hirsch-Plotkin radical) containing all normal locally nil-
potent subgroups of G. 

Proof. I t is easy to see that the un ion of a chain of local ly ni lpotent sub
groups is local ly ni lpotent . Thus Zorn 's L e m m a can be applied to show that 
each n o r m a l local ly ni lpotent subgroup is contained i n a max ima l no rma l 
local ly ni lpotent subgroup. I f H and K are t w o max ima l no rma l locally 
ni lpotent subgroups o f G, then HK is local ly ni lpotent by 12.1.2. Hence 
H = K. • 
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The reader w i l l observe that the F i t t i n g subgroup is always contained i n 
the H i r s c h - P l o t k i n radical. O f course these subgroups w i l l coincide i f the 
group is finite. 

Ascendant Subgroups 

Before proceeding further w i t h the theory of local ly n i lpotent groups we 
shall introduce a very useful generalization of a subnormal subgroup called 
an ascendant subgroup. 

By an ascending series i n a g roup G we shall mean a set of subgroups 
{ i f j a < /?} indexed by ordinals less than an ord ina l /? such that: 

(a) Hai < H^if CLx < oc2; 
(b) H0 = 1 and G = \ja<fiHa; 
(c) Ha^Ha+1; 
(d) Hk = ( J a < A Ha i f X is a l i m i t o rd ina l . 

C o n d i t i o n (d) is inserted to ensure completeness of the series under unions. 
I t is often convenient to wri te the ascending series i n the fo rm 

1 = FT 0 <i •• Hp = G. 

O f course the Ha are the terms o f the series, while the FT a + 1 /FT a are the 
factors: the ord ina l f$ is the length or ordinal type. Should ft be finite, the 
ascending series becomes a familiar object, a series o f finite length. Some
times i t is convenient to speak of an ascending series beginning at a sub
group K: i n this case H0 = K but (a)-(d) are otherwise unchanged. 

A subgroup which occurs i n some ascending series of a group G is called 
an ascendant subgroup; this is an evident generalization of a subnormal sub
group. I t may be as well to give an example at this point . 

Let G = X K A be a so-called locally dihedral 2-group; this means that A 
is o f type 2 0 0 , while X = <x> has order 2 and ax = a - 1 , (a e A). Let At be the 
unique (cyclic) subgroup of A w i t h order 2 \ Then \_Ai+1,X~\ = Af+1 = At 

since [a, x] = a~2. Consequently XAt<\ XAi+1 and there is an ascending 
series X < a XAX<a XA2^\ • • -<a XA = G; notice that {Ji<(0XA{ = XA here. 
Hence X is ascendant i n G. O n the other hand, XG = XA = X\_A, X~\ = 
XA = G, so X is not subnormal i n G. 

Returning n o w to locally n i lpotent groups, we shall show that the Hi r sch 
- P l o t k i n radical contains many more than just the normal local ly n i lpotent 
subgroups. 

12.1.4. / / G is any group, the Hirsch-Plotkin radical contains all the ascen
dant locally nilpotent subgroups. 

Proof. Let H be an ascendant local ly ni lpotent subgroup of G. Then there 
is an ascending series H = FT0 < i F ^ < i • • • Hp = G. Define Ha to be HHa; 
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then one quick ly verifies that 

is an ascending series. We argue by transfinite induc t ion that Ha is local ly 
ni lpotent . I f this is false, there is a first o rd ina l a such that Ha is not locally 
ni lpotent . I f a were a l i m i t ordinal , Ha w o u l d equal \Jy<aHy and, Hy being 
local ly ni lpotent for y < a, i t w o u l d fo l low that Ha is locally nilpotent. 
Hence a cannot be a l i m i t ordinal , a — 1 exists and Ha_x is locally nilpotent. 
N o w (H0(_1)Ha = (HH*l)H* = HHa = Ha: moreover for any x i n Ha we have 

< i i f * = Ha. Consequently Ha is a product of no rma l locally ni lpotent 
subgroups and is therefore locally n i lpotent by 12.1.3. By this contradic t ion 
Hp = HG is local ly ni lpotent , wh ich shows that FTG, and hence FT, is con
tained i n the H i r s c h - P l o t k i n radical of G. • 

Maximal Subgroups and Principal Factors in 
Locally Nilpotent Groups 

We recall t w o k n o w n properties of n i lpotent groups: max ima l subgroups 
are n o r m a l and pr inc ipa l factors are central (5.2.4 and 5.2.2). Let us show 
that these ho ld for local ly ni lpotent groups. 

12.1.5 (Baer, M c L a i n ) . / / M is a maximal subgroup of a locally nilpotent 
group G, then M is normal in G. Equivalently G' < Fra t G. 

Proof. I f M is no t normal , then G' £ M and there is an element c i n G'\M. 
Then G = <c, M > because M is maximal . N o w c e (gl9..., gn}' for certain 
g u ..., gn, and these elements a l l belong to L = <c, F> for a suitable finitely 
generated subgroup F of M . Since c $ F , we can use 3.3.14 to f ind a sub
group N of L wh ich is max ima l subject to containing F but not c. A sub
group of L wh ich is larger than A w o u l d contain c as wel l as F and hence 
w o u l d have to equal L ; this amounts to saying that A is a max ima l sub
group of the ni lpotent group L . Hence A < i L and L/N is abelian. However 
this leads to c e L < A , i n cont radic t ion to the choice of A . • 

F o r finite groups the condi t ion G' < F ra t G is equivalent to nilpotence. 
However for infinite groups this is a very weak proper ty because an infinite 
g roup may not have any max ima l subgroups and G = Fra t G is a real pos
sibil i ty. F o r example, let G be the standard wreath product of groups of 
type p 0 0 and q™: i t is an easy exercise (see Exercise 12.1.8) to show that 
G = Fra t G, so that certainly G' < F ra t G. However G is no t locally n i l -
potent i f p # q. Thus G' < Fra t G does not i m p l y local nilpotence. 

12.1.6 (Mal 'cev, M c L a i n ) . A principal factor of a locally nilpotent group G is 
central. 
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Proof. Let AT be a m i n i m a l n o r m a l subgroup of G. I t suffices to prove 
that N is central i n G. I f N ^ CG, there exist a in N and g i n G such that 
b = [a , g ] # 1. Since b e AT, we have N = bG by m i n i m a l i t y of AT. Hence 
a e (b9\ bdn} for certain ^ i n G. Let H = (a, g, g x , g n } , a n i lpotent 
group, and set >1 = aH. Then b e [A, FT], so that b ^ e [ A , i f ] and 
consequently a e [A, FT]. Hence >1 = [ A , FT] and A = [A, rH] for a l l r. Since 
FT is ni lpotent , i t follows that A = 1 and a = 1. Bu t this means that b = 
[a, g\ = 1. • 

Locally Nilpotent Groups Subject to Finiteness Conditions 

Sometimes when a finiteness restr ict ion is placed upon a local ly n i lpotent 
group, the group is forced to become ni lpotent . A n obvious example is: 
every finitely generated local ly n i lpotent group is ni lpotent . Here is a less 
t r iv i a l result of the same k i n d . 

12.1.7 (McLa in ) . / / the locally nilpotent group G satisfies the maximal condi
tion on normal subgroups, then G is a finitely generated nilpotent group. 

Proof. Clearly G / G satisfies max-n and hence max since i t is an abelian 
group. Therefore G = XG' for some finitely generated subgroup X. Then X 
is n i lpotent of class c, say. Let "bars" denote quot ient groups modu lo y c + 2 G . 
Thus_G = XG' and G is _nilpotent. Therefore G' < F ra t G by 5.2.16 and 
G = X ( F r a t G). But F ra t G is f initely generated, by 5.2.17, and its genera
tors are nongenerators of G by 5.2.12. Hence G = X, wh ich means that G 
has ni lpotent class at most c and yc+1G = yc+2G. W r i t i n g L for yc+1G, we 
have L = [ L , G ] . I f L # 1, then by max-n there is a n o r m a l subgroup N 
of G which is max ima l subject to N < L . Bu t L/N is m i n i m a l no rma l i n 
G/N, so i t is central by 12.1.6. Thus [ L , G ] < N < L , a contradic t ion. Hence 
L = 1 and G is ni lpotent . • 

Not ice the corol lary: max and max-n are the same proper ty for local ly 
ni lpotent groups. 

I f one imposes min-n , the m i n i m a l cond i t ion on n o r m a l subgroups, on 
a locally n i lpotent group, hop ing for nilpotence, one is disappointed. F o r 
example, let G = X tx A be a local ly dihedral 2-group. This group is local ly 
ni lpotent and even satisfies m i n . However G' = A = [A, G ] , so the lower 
central series terminates at G' and G cannot be ni lpotent . 

Nevertheless a fairly good description of the structure of local ly n i lpotent 
groups w i t h min-n can be given. 

12.1.8 ( M c L a i n ) . A locally nilpotent group G satisfies the minimal condition 
on normal subgroups if and only if it is the direct product of finitely many 
Cernikov p-groups for various primes p. 
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Proof. Let G satisfy min-n . Accord ing to 5.4.22 there exists a unique m i n i 
ma l subgroup F w i t h finite index i n G. Fur thermore F satisfies min-n by 
3.1.8. N o w i f F is abelian, i t satisfies m i n and by the structure theorem for 
abelian groups w i t h m i n (4.2.11), F is divisible—bear i n m i n d that F cannot 
have a proper subgroup w i t h finite index. I n this case G is a Cern ikov 
group; also G is the direct product of its p-components by 12.1.1. Hence
for th assume that F is not abelian. 

By 12.1.6 m i n i m a l n o r m a l subgroups o f F are contained i n £ F ; thus m i n -
n guarantees that ( F # 1. Moreover ( F ^ F, so that ( F < £2F by the same 
argument. Let x e ^2F and y e F ; then xy = xz for some z i n £F . N o w ( F 
has m i n because F has min-n , and £ 2 F / £ F has m i n for the same reason. 
Therefore x and z have finite orders: what is more, |z| divides Regard x 
as fixed and y as variable. Since ( F contains only finitely many elements of 
each given order, there are only finitely many conjugates of x i n F . Hence 
| F : CF(x)\ is finite, F = CF(x) and x e ( F . However this contradicts ( F < £2F. 

The converse is left to the reader as an exercise. • 

I t is an immediate corol lary that m i n and min-n are the same property 
for local ly n i lpotent groups. 

McLain's Characteristically Simple Groups 

We shall describe next some famous examples due to D . H . M c L a i n of 
local ly n i lpotent groups that are characteristically simple. These groups are 
perfect and have t r i v i a l center, wh ich should convince the reader that 
local ly n i lpotent groups are far removed f rom the familiar realm of n i l -
potent groups. 

I n essence McLa in ' s groups are infinite analogues of uni t r iangular mat r ix 
groups (see 5.1). We begin w i t h Q, the ordered set of ra t ional numbers, and 
any field F , and we fo rm a vector space V w i t h countably infinite dimension 
over F : let {vx\X e Q } be a basis for V. I f X < p, denote by eXll the usual 
elementary linear t ransformation of V: thus 

= *V and vveXfl = 0 (v # X). 

The standard mul t ip l i ca t ion rules ho ld for these eXfl: 

^ f i y = eXy and eXfle^ = 0 (/* # v). (1) 

I n part icular e2

kll = 0, f rom which i t follows that (1 + ae^Y1 = 1 — ae^ for 
a i n F . Us ing this rule for inverses and also (1) we calculate that 

[ 1 + aeXfl, 1 + be^~\ = 1 + abeky ] 
and V (2) 

[ 1 + aeXfl, 1 + bev^] = 1 i f and ; U # v . J 
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M c L a i n ' s group is the group of linear transformations o f V generated by 
al l 1 + aeXfl where a e F and X < p e Q. Let this be wr i t t en 

M = M ( Q , F). 

One sees f rom the mul t ip l i ca t ion rules (1) that every element of M can be 
wr i t t en uniquely i n the fo rm 1 + X A < ^ A ^ A ^ where aXfi e F and almost a l l 
of the akll are zero. Conversely any element x o f this fo rm belongs to M . T o 
prove this we assume that x # 1 and choose p0e Q as large as possible 
subject to aXollQ # 0 for some X0. W r i t e u = aXoflQeXoflQ and v = x - u - 1. 
Then of course x = 1 + u + v = (1 + u)(l + v); for uv = 0 because a^ofii = 0 
i f p0 < jx1. By induc t ion on the number of nonzero terms i n x we have 
1 + v e M , so that x e M a s claimed. 

The fo l lowing theorem lists the essential properties of McLa in ' s group. 

12.1.9 (McLa in ) . Let M = M ( Q , F) . 

(i) M is the product of its normal abelian subgroups, so M is locally nilpotent. 
(ii) / / F has characteristic p > 0, then M is a p-group: if F has characteristic 

0, then F is torsion-free. 
(iii) M is characteristically simple. 
(iv) CM = \ andM = M. 

Proof, (i) By the commutator relations (2) each conjugate of 1 + aeXfl belongs 
to the subgroup generated by a l l 1 + be^ where b e F and v < X < p < (; 
therefore al l conjugates o f 1 + aeXfl commute and thus (1 + aeXfl)M is an 
abelian group. Clearly M is the product of a l l the (1 + aekll)M. Thus M 
equals its H i r s c h - P l o t k i n radical and is local ly ni lpotent . 

(ii) If xe M, there exists a finite set of elements Xu ..., Xn i n Q such that 
Xl < - - • < Xn and x belongs to the subgroup FL generated by al l 1 + ctek.ki+^ 
i = 1 , . . . , n — 1, a e F. Clearly the mapping 1 + ^xtxi+l • 1 + a E i i + 1 

establishes an isomorphism between FL and the uni t r iangular group U(n, F); 
bo th assertions now fol low f rom the discussion of the uni t r iangular group 
i n 5.1. 

(iii) Suppose that N is characteristic i n M and N # 1. We need to prove 
that N = M. The first step is to show that N contains a generator of M . 
I f 1 # x e N, then x e FL where FT is a uni t r iangular group as i n (ii). Also 
1 # FT n AT<a FT, so that £H n N 1 by 5.2.1. N o w the center of U(n, F) 
consists of al l 1 + aEln, ae F (Exercise 5.1.13): consequently some 1 + ^ A T A N 

w i t h a # 0 belongs to N as claimed. 
N o w let X < p be a pair of ra t ional numbers. I t is a we l l -known fact 

that there exists an order-preserving permuta t ion a o f Q such that Xoc = Xx 

and pa = Xn. Moreover a determines an au tomorphism of M given by 
1 + bey£ i—• 1 + beyoC£a. Since N is characteristic i n M , i t follows that Af con
tains 1 + aekvi for a l l X < p i n Q. F ina l ly , i f b e F , then N also contains 

[ 1 + aeX/l9 1 + a^be^ = 1 + beky 

for a l l X < v i n Q. Therefore N = M and M is characteristically simple. 
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(iv) By (iii) CM = 1 or M : obviously M is no t abelian, so CM = 1. F o r a 
similar reason M' = M. • 

EXERCISES 12.1 

1. A soluble p-group is locally nilpotent. 

2. A group is called radical i f it has an ascending series with locally nilpotent 
factors. Define the upper Hirsch-Plotkin series of a group G to be the ascending 
series 1 = R0 < R1 < • • • in which Ra+1/Ra is the Hirsch-Plotkin radical of G/Ra 

and Rx = \Ja<xRa f ° r n n n t ordinals L Prove that the radical groups are pre
cisely those groups which coincide with a term of their upper Hirsch-Plotkin 
series. 

3. Let G be a radical group and H is Hirsch-Plotkin radical. 
(a) I f 1 # N o G, show that H n N # 1. 
(b) Prove that CG(H) = C#. 

4. Show that a radical group with finite Hirsch-Plotkin radical is finite and 
soluble. 

*5. Write H asc K to mean that H is an ascendant subgroup of a group K. Establish 
the following properties of ascendant subgroups. 
(a) H asc K and K asc G imply that H asc G. 
(b) H asc K < G and L asc M < G imply that H n L asc K n M. 
(c) I f H asc K < G and a is a homomorphism from G, then Ha asc X a . Deduce 

that HN asc KNifN^ G. 

6. A n ascending series that contains all the terms of another ascending series is 
called a refinement of it. An ascending composition series is an ascending series 
with no refinements other than itself. Characterize ascending composition series 
in terms of their factors and prove a version of the Jordan-Holder Theorem for 
such series. 

7. (Baer). Show that a nilpotent group with min-n is a Cernikov group whose 
center has finite index. Show also that the derived subgroup is finite. (See also 
12.2.9). 

8. Let G be the standard wreath product of two quasicyclic groups. Prove that 
G = Frat G. 

9. Establish the commutator relations (2). 

10. Prove that M(Q, F) has no proper subgroups of finite index and no nontrivial 
finitely generated normal subgroups. Identify the Frattini subgroup. 

11. Need a cartesian product of finite p-groups be locally nilpotent? 

12.2. Some Special Types of Locally 
Nilpotent Groups 

I n this section we shall consider some natura l generalizations of nilpotence 
that are stronger than local nilpotence. 
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The Normalizer Condition 

Recall that a group satisfies the normalizer condition i f each proper sub
group is smaller than its normalizer. I t was shown (in 5.2.4) that for finite 
groups the normalizer cond i t ion is equivalent to nilpotence. I t is no t diff i
cult to see that the normalizer cond i t ion can be reformulated i n terms of 
ascendance. 

12.2.1. A group G satisfies the normalizer condition if and only if every sub
group is ascendant. 

Proof. Let G satisfy the normalizer condi t ion . F o r any subgroup H one may 
define a chain of subgroups {FT a} by the rules 

H0 = H, Ha+1 = NG(Ha), and Hx= [j Hp 

where a is an o rd ina l and A a l i m i t ordinal . I f Ha < Ha+1 for a l l a, i t w o u l d 
fo l low that |G | is no t less than the cardinal i ty of a for a l l a, obviously 
absurd. Hence Ha = FT a + 1 for some a, so that Ha = G by the normalizer con
d i t ion . Since the FTa's fo rm an ascending series f rom FT, i t follows that H is 
ascendant i n G. 

Conversely assume that every subgroup of G is ascendant and let H < G. 
Then there is an ascending series H = FT0 <a Ff\ <a FT2 <a • • • Hp = G. By 
omi t t i ng redundant terms we may assume that H # H1. Hence Hx < NG(H) 
and H # NG(H). • 

N o w that we have a clearer idea of what the normalizer cond i t ion 
entails, let us relate this proper ty to local nilpotence. 

12.2.2 (Plotkin) . If a group G satisfies the normalizer condition, then it is 
locally nilpotent. 

Proof. Let g e G; then <#> is ascendant i n G by 12.2.1, while by 12.1.4 the 
subgroup <#> is contained i n FT, the H i r s c h - P l o t k i n radical of G. Therefore 
H = G and G is local ly ni lpotent . • 

McLa in ' s group M ( Q , F) is an example of a locally ni lpotent group that 
does not satisfy the normalizer cond i t ion (Exercise 12.2.8). A simpler exam
ple is W = H where \H\ = p and K is an infinite elementary abelian 
p-group; here K is self-normalizing. 

Hypercentral Groups 

A n ascending series 1 = G 0 < i Gx < i • • • Gp = G i n a group G is said to be 
central i f G a < i G and G a + 1 / G a lies i n the center of G/G a for every a < /?. A 
group which possesses a central ascending series is called hypercentral. 
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This na tura l class o f generalized ni lpotent groups can also be charac
terized i n terms of the transfinitely extended upper central series, which is 
defined i n the fo l lowing manner. I f G is any group and a an ordinal , the 
terms £ a G of the upper central series o f G are denned by the usual rules 

C 0 G = 1 and Ca+iG/CaG = C(G/CaG) 

together w i t h the completeness cond i t ion 

CxG = U £*G 
a < A 

where X is a l i m i t o rd ina l . Since the cardinal i ty of G cannot be exceeded, 
there is an ord ina l ft such that CpG = Cp+iG = , etc., a terminal subgroup 
called the hypercenter o f G. I t is sometimes convenient to call £ a G the a-
center of G. 

12.2.3. A group is hypercentral if and only if it coincides with its hypercenter. 

The easy p roof is left to the reader. As examples of hypercentral groups 
we cite the local ly dihedral 2-group and any direct product of ni lpotent 
groups. 

H o w is hypercentral i ty related to local nilpotence? The answer is given 
by 

12.2.4. A hypercentral group G satisfies the normalizer condition and hence is 
locally nilpotent. 

Proof. Let { G J a < /?} be a central ascending series of G and let H < G. 
Since G a + 1 / G a is central i n G, we have FTGa<a HGA+1 for a l l a. Hence 
HG0 = H is ascendant i n HGP = G. The result now follows f rom 12.2.1 and 
12.2.2. • 

F o r many years i t was no t k n o w n i f a group w i t h the normalizer condi
t i o n was automatical ly hypercentral. This was finally shown to be false by 
Heineken and M o h a m e d i n 1968—see [a88] and [ a83] . 

12.2.5. A locally nilpotent group with the minimal condition on normal sub
groups is hypercentral. 

This follows f rom 12.1.6. 

Baer Groups and Gruenberg Groups 

The next t w o types of generalized ni lpotent groups are characterized by the 
subnormal i ty or ascendance of finitely generated subgroups. The fo l lowing 
result is basic. 
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12.2.6. Let H and K be finitely generated nilpotent subgroups of a group G 
and write J = <FT, K > . 

(i) (Gruenberg). If H and K are ascendant in G, then J is ascendant and 
nilpotent. 

(ii) (Baer). If H and K are subnormal in G, then J is subnormal and nilpotent. 

Proof, (i) By 12.1.4 bo th H and K lie inside R, the H i r s c h - P l o t k i n radical of 
G: hence J < R. Since J is p la in ly finitely generated, we conclude that i t is 
ni lpotent . 

T o prove that J is ascendant i n G is harder. Let H = FT0 < i Ff\ < i • • • 
Ha = G be an ascending series w i t h a > 0. Keeping i n m i n d that J is a 
finitely generated ni lpotent group, we note that HJ is finitely generated. I f a 
is a l i m i t ord ina l , i t must fo l low that HJ < Hfi for some /? < a. Transfinite 
induc t ion on a yields the ascendance of HJ i n Hfi and hence i n G. If, on 
the other hand, a is no t a l i m i t ord ina l , then H < Ha_x^ Ha = G and 
HJ < H^: again transfinite induc t ion leads to HJ being ascendant i n G. 
W h a t this argument demonstrates is that H can be replaced by HJ. I n short 
we can suppose that FT < i J and J = HK. 

Next we pass to a modif ied ascending series, defining Ha to be HHa; then 
H = H0 = Hx < i H2 < i • * * Ha = HG is an ascending series. But what is really 
required is another ascending series, w i t h X-admissible terms. Such a series 
can be obtained by w r i t i n g 

keK 

I t is fairly clear that H = H$ = Hf and HG = H*; also Hf^ Hf+1. H o w 
ever to conclude that the i/ jf 's fo rm an ascending series we must prove com
pleteness, 

m = u Hf 

for l i m i t ordinals L One inclusion, Hf > [jp<xHf, is o f course obvious. 
T o establish the other inclusion choose x f rom Hf. Clearly <x, K} < 
(Hx, X > , which is contained i n the H i r s c h - P l o t k i n radical of G (since HG 

and K are). N o w <x, K} is finitely generated, so i t is n i lpotent and xK is 
finitely generated. But xK < (Hf)K = Hf < HA = {Jp<xHp and the H / s 
fo rm an ascending series. Consequently xK < Hp for some f$ < X\ therefore 
xK < Hf and i n par t icular x e Hf. This settles the po in t at issue. 

The remainder of the p roo f is easy. Fo r each j ? < a w e have Hfi < i Hfi+1K 
and K is ascendant i n Hf+1K; hence HfiK is ascendant i n Hfi+1K by Exer
cise 12.1.5. Put t ing these relations together for all /?, we deduce that J = H$K 
is ascendant i n H*K = HGK and hence i n G since HGK is ascendant i n G. 

(ii) The same method applies i n this case, but i t is easier since, of course, 
we need not consider l i m i t ordinals. • 

The fo l lowing statements are immediate corollaries of 12.2.6. 
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12.2.7. If every cyclic subgroup of a group is ascendant, then every finitely 
generated subgroup is ascendant and nilpotent. 

12.2.8. / / every cyclic subgroup of a group is subnormal, then every finitely 
generated subgroup is subnormal and nilpotent. 

Definitions. A group is called a Gruenberg group i f every cyclic subgroup 
is ascendant and a Baer group i f every cyclic subgroup is subnormal. O b v i 
ously every Baer group is a Gruenberg group, and by 12.2.7 every Gruen
berg group is local ly ni lpotent . Not ice also that a group w i t h the normalizer 
condi t ion is a Gruenberg group i n view of 12.2.1. 

The structure of Baer groups—and hence of ni lpotent g r o u p s — w i t h 
min-n is described by the fo l lowing result: 

12.2.9. / / G is a Baer group satisfying the minimal condition on normal sub
groups, then G is nilpotent and its center has finite index. 

Proof. We k n o w f rom 12.1.8 that G is a Cern ikov group. Let N denote the 
smallest no rma l subgroup of finite index i n G. O f course, AT is a divisible 
abelian group. I t suffices to prove that N is contained i n the center of G. 
I f this is false, we can find an element g such that [AT, g~] # 1. N o w <#> 
is subnormal i n G, so there is a series <#> = FT 0 <i H1 < i • • < i Hr = G. 
Then [ A , g~] < Hr_u [ A , 2g~\ < Hr_2, etc., and finally [ A , r # ] < <#>. Hence 
[ A , r + i # ] = 1. I f r is the smallest such integer, then r > 1. Let M = [ A , r _ i # ] 
and put m = \g\. Since [M, g, g~] = 1, we can use one of the fundamental 
commuta tor identities to show that [ M , g ] m = [ M , g m ] = 1. Bu t the map
p ing a i—• [a , r g ] is an endomorphism of N; therefore [ M , g~] = [ A , r g ] is 
divisible. Consequently, [ M , g~] = 1 i n cont radic t ion to the choice of r. • 

T w o further classes of local ly n i lpotent groups w i l l be briefly mentioned. 
A group G is a Fitting group i f G = F i t G, that is, i f G is a product of no rma l 
n i lpotent subgroups. Fo r example, McLa in ' s group is a F i t t i n g group. I f 
x e G = F i t G, then x lies i n a product of finitely many no rma l ni lpotent 
subgroups, and hence i n a no rma l n i lpotent subgroup by Fit t ing's theorem. 
Thus we have an alternative description of F i t t i n g groups. 

12.2.10. A group G is a Fitting group if and only if every element is contained 
in a normal nilpotent subgroup. Every Fitting group is a Baer group. 

Lastly, a class of groups about wh ich very l i t t le is k n o w n , groups i n 
which every subgroup is subnormal. Obvious ly such groups are Baer 
groups and by 12.2.2 they satisfy the normalizer condi t ion . We ment ion i n 
this connection a notable theorem of Roseblade [ a l 7 4 ] ; if every subgroup of 
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a group is subnormal in a bounded number of steps, the group is nilpotent. 
This contrasts w i t h the example of a non-ni lpotent group w i t h every sub
group subnormal constructed by Heineken and M o h a m m e d [ a88 ] . F ina l ly 
Mohres has recently shown that i f every subgroup of a group is subnormal , 
then the group is soluble. 

Diagram of Group Classes 

o locally n i lpotent 

normalizer 
cond i t ion 

hypercentral 

n i lpotent 

I t is k n o w n that a l l these eight classes are distinct—see [ b 5 4 ] for details. 

EXERCISES 12.2 

1. I f G is a hypercentral group and 1 ^ J V < G , then N n (G # 1. 

2. (Baer). A group is hypercentral if and only if every nontrivial quotient group 
has nontrivial center. 

3. A nontrivial hypercentral group cannot be perfect. 

4. I f A is a maximal normal abelian subgroup of a hypercentral group G, then 
A = CG(A). 

5. (P. Hall). The product of two normal hypercentral subgroups is hypercentral. 

6. I f G is hypercentral and G a b is a torsion group, show that G is a torsion group. 
Does this hold for locally nilpotent groups? 

7. Give an example of a hypercentral group that is not a Baer group. 
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8. Prove that M(Q, F) does not satisfy the normalizer condition. Deduce that 
Fitting groups need not satisfy this condition. [Hint: Consider the subgroup 
generated by all 1 + aeX]X where ae F and either X < \i < 0 or 0 < X < 

9. A countable locally nilpotent group is a Gruenberg group. (This is false for 
uncountable groups—see [b54].) 

10. Prove 12.2.6(h). 

11. What is the effect on the diagram of classes of locally nilpotent groups if the 
condition max-n or min-n is imposed on the groups? 

*12. Every group has a unique maximal normal Gruenberg (Baer) subgroup which 
contains all ascendant Gruenberg (subnormal Baer) subgroups. 

13. Prove that a group G is hypercentral i f and only if to each countable sequence 
of elements #2> • • • there corresponds an integer r such that [_gu g 2 , g r l — 1-

14. (Cernikov). A group-theoretical property 0* is said to be of countable character 
if a group has & whenever all its countable subgroups have Prove that nil
potence and hypercentrality are properties of countable character. [Hint: Use 
Exercise 12.2.13.] 

15. (Baer). Prove that the normalizer condition is a property of countable charac
ter. [Hint: Assume that every countable subgroup of G satisfies the normalizer 
condition but G has a proper subgroup H such that H = NG(H). Choose a 
countable subgroup X satisfying 1 < X n H < X. I f x e X\(X n H), there is 
an x* in H such that (x*)x and (x*)x 1 do not both belong to H. Define 
X* = <X, x*\x e Xy. Now Xt = X and Xi+1 = X*. Consider the union U of 
the chain Xt < X2 < • • •.] 

*16. I f N o G and N is hypercentral, prove that N' < Frat G. [Hint: Let M be a 
maximal subgroup of G not containing N. Prove that J V n M < G and N/N n M 
is a principal factor of G.] 

12.3. Engel Elements and Engel Groups 
I n this and the fo l lowing sections generalized ni lpotent groups which are 
not local ly n i lpotent w i l l be considered. A m o n g the best k n o w n groups of 
this sort are the so-called Engel groups. This is a subject whose origins lie 
outside group theory, i n the theory of Lie rings. 

Engel Elements 

A n element g o f a group G is called a right Engel element i f for each x i n G 
there is a positive integer n = n(g, x) such that [g, nx] = 1. Not ice that the 
variable element x appears on the right here. I f n can be chosen indepen
dently of x, then g is a right n-Engel element o f G, or less precisely a bounded 
right Engel element. The sets of r ight and bounded r ight Engel elements of G 
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are wr i t t en 
R(G) and R(G). 

Left Engel elements are defined i n a similar fashion. I f g e G and for each 
x i n G there exists an integer n = n(g, x) such that [ x , n g ] = 1, then g is a 
Ze/t Engel element of G. Here the variable x is on the left. I f n can be chosen 
independently of x, then g is a /e/t n-Engel element or bounded left Engel 
element. W r i t e 

L (G) and L (G) 

for the sets of left and bounded left Engel elements of G. 
Whi l e i t is clear that these four subsets are invar iant under automor

phisms of G, i t is u n k n o w n i f they are always subgroups. W h a t inclusions 
ho ld between the four subsets? 

12.3.1 (Heineken). In any group G the inverse of a right Engel element is a left 
Engel element and the inverse of a right n-Engel element is a left (n + 1)-
Engel element. Thus 

RiG)'1 c L (G) and ^ ( G ) " 1 c 1(G) . 

Proof. Let x and g be elements of G. Us ing the fundamental commuta to r 
identities we obta in 

[x, n+1g] = [ [ x , g\ ng~\ = [ [ g f 1 , x~]g, ng] 

= xl ngJ 

Hence [_g~x, ng~] = 1 implies that [ x , n+1g] = 1. B o t h parts of the result now 
fol low. • 

I t is st i l l an open question whether every r ight Engel element is a left 
Engel element. 

The t w o sets of left Engel elements are closely related to the H i r s c h -
P l o t k i n radical and the Baer radical respectively, the latter being the unique 
max ima l no rma l Baer subgroup (which exists i n any group—see Exercise 
12.2.11). Moreover i t turns out that the t w o sets of r ight Engel elements 
have much to do w i t h the hypercenter and the co-center. 

12.3.2. Let G be any group. Then: 

(i) L (G) contains the Hirsch-Plotkin radical and L (G) the Baer radical; 
(ii) R(G) contains the hypercenter and R(G) contains the co-center. 

Proof, (i) Let g belong to the H i r s c h - P l o t k i n radical H and let xeG. Then 
lg, x ] e H and thus K = (g, [ x , # ] > < H. I t follows that K is n i lpotent and 
[x, „#] = 1 for some n > 0, so that g e L(G). Nex t suppose that g belongs to 
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the Baer radical; then <#> is subnormal i n G, and there is a series of finite 
length (g) = G 0 ^ Gx < i • • - < i Gn = G. Clearly [ x , # ] e G „ _ 1 ? [ x , 2 # ] e G „ _ 2 

for any x i n G, and so on; finally [ x , n # ] e G 0 = <#>. Consequently 
[*, „ + i 0 ] = 1 and # e L ( G ) . 

(ii) Let g belong to the hypercenter of G and let xeG. Suppose that 
[#> „*] ^ 1 f ° r a H n - N o w g e ( a G for some first o rd ina l a, wh ich cannot 
be a l i m i t ordinal ; for i f i t were, ( a G w o u l d equal {Jp<0CCpG. Hence ge 
(C a G)\(C a _iG) . I t follows that [ g , x ] e C«-iG, so that by the same argument 
[ ( / ^ ] e ( ( , ' G ) \ ( U G ) where a' < a. Similar ly 2 x ] e ( f ^ G M ^ G ) 
where a" < a' < a. Since this process cannot terminate, i t leads to an 
infinite descending chain of ordinals • • • < a" < a' < a; this cannot exist. 
Hence g e R(G). F inal ly , i f g e ( n G and x e G , then [ g , n x ] = 1 and g e R(G). 

• 
The major goal of Engel theory is to find condit ions which w i l l guarantee 

that L(G) , L(G) , R(G\ and R(G) are subgroups which coincide w i t h the 
H i r s c h - P l o t k i n radical, the Baer radical , the hypercenter and the co-center 
respectively. Tha t equali ty does not always ho ld is shown by a famous 
example of G o l o d [a59] (see also [ b 3 3 ] ) of a finitely generated infinite 
p-group G such that G = L (G) = R(G). This group does not equal its Hi r sch 
- P l o t k i n radical, otherwise i t w o u l d be finite. 

Engel Groups 
For any group G the statements G = L (G) and G = R(G) are clearly equi
valent, and a group w i t h this proper ty is called an Engel group. By 12.3.2 
(or directly) we see that every local ly ni lpotent group is an Engel group. 
Golod 's example mentioned above shows that Engel groups need not be 
local ly ni lpotent . Thus Engel groups represent a rather wide generalization 
of n i lpotent groups. 

By an n-Engel group is meant a group G such that [ x , ny] = 1 for al l 
x, y e G; that is, every element is bo th left and r ight n-Engel. Thus the class 
of n-Engel groups is the variety determined by the law [ x , ny] = 1. Fo r 
example, a n i lpotent group of class n is an n-Engel group. O n the other 
hand, n-Engel groups need not be nilpotent—see Exercise 12.3.1. A group is 
a bounded Engel group i f i t is n-Engel for some n. 

Engel Structure in Soluble Groups 

The sets L (G) and L ( G ) are well-behaved i f G is a soluble group. 

12.3.3. (Gruenberg). Let G be a soluble group. 

(i) L (G) coincides with the Hirsch-Plotkin radical and is a Gruenberg group. 
Thus a soluble Engel group is a Gruenberg group. 

(ii) L (G) coincides with the Baer radical. Thus a soluble bounded Engel group 
is a Baer group. 
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Proof, (i) Let g e L(G): by 12.2.7 i t suffices to prove that <g> is ascendant i n 
G. Let d be the derived length of G. I f d < 1, then G is abelian and <#> <a G; 
thus we can assume d > 1 and write >1 = G ( d _ 1 ) . N o w obviously e L(G/A\ 
so A > is ascendant i n G by induc t ion on d. I t remains to prove that <#> 
is ascendant i n (g, A}. 

Since A is abelian, the mapping a i—• [a , g ] is an endomorphism £ of A . I f 
F 7^ 1 is a finite subset of A , there is an integer n such that [ x , n g ] = 1 for a l l 
x i n F; hence F^n = 0, wh ich clearly implies that CA(g) # 1. N o w define sub
groups 1 = A0, A u . . . by the rules Aa+1/Aa = CA/Aa(g) and Ax = [jp<xAp 

where a is an ord ina l and X a l i m i t ord inal . Since we can always f ind a 
non t r iv i a l element that is centralized by g i n a non t r iv i a l quotient of A, 
there is an ord ina l y such that AY = A. N o w > l a > < i > l a + i > because 
g centralizes Aa+1/Aa. I t follows that the >l a > fo rm an ascending series 
f rom <#> to A > and <#> is ascendant i n G. 

(ii) N o w suppose that g is a left n-Engel element. Keeping the same nota
t ion , we have A} subnormal i n G by induc t ion on d. Here [a , n g ] = 1 for 
all a i n A , so A > is n i lpotent and <#> is subnormal i n A > and hence 
i n G. Therefore g is i n the Baer radical. • 

O n the other hand, quite simple examples show that R(G) may be larger 
than the hypercenter even when G is soluble (Exercise 12.3.1). 

The fo l lowing was the first theorem to be proved about Engel groups. 

12.3.4 (Zorn). A finite Engel group is nilpotent. 

Proof. Suppose that this is false and let G be a finite Engel group which has 
smallest order subject to being nonni lpotent . Then every proper subgroup 
of G is ni lpotent and G is soluble by Schmidt's theorem (9.1.9). By 12.3.3, G 
equals its H i r s c h - P l o t k i n radical, wh ich means that G is n i lpotent since i t is 
finite. • 

2-Engel Groups 

Obvious ly a 0-Engel group has order 1 and the 1-Engel groups are exactly 
the abelian groups. Greater interest attaches to the class of 2-Engel groups; 
this, i t turns out, includes a l l groups of exponent 3. 

12.3.5. A group of exponent 3 is a 2-Engel group. 

Proof. Let G be a group of exponent 3 and let x, y e G. Then (xy'1)2 = 
{xy'1)'1 = yx'1. Pos t -mul t ip l ica t ion by y2 yields 

xy~xxy = yx~xy2 = y~2x~1y~1 = y~1(y~1x~1y~1) = y~1x(x~1y~1)2. 

Therefore 
x(y~xxy) = y^xix^y'1)'1 = (y~1xy)x. 
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I t follows that x commutes w i t h xy and hence w i t h x yx = [ y , x ] . Thus 
[ y , x, x ] = 1. • 

We shall now establish the basic result on 2-Engel groups. 

12.3.6 (Levi). Let G be a 2-Engel group and let x, y, z, t be elements of G. 
Then: 

(i) xG is abelian; 
(ii) [ x , y, z ] = [z , x, y ] ; 

(iii) [ x , y, z ] 3 = 1; 
(iv) [ x , y, z, t ] = 1, 5 0 that G is nilpotent of class < 3. 

Proof, (i) We have [ x , x y ] = [ x , x [ x , y ] ] = [ x , [ x , y ] ] . N o w x commutes 
w i t h [ y , x ] and hence w i t h [ x , y ] . Therefore x and xy commute, and i t 
follows by conjugat ion that any t w o conjugates of x commute. Hence x G is 
abelian. 

(ii) Let A = x G , an abelian group. The mapp ing a i—• [a , y ] is an endo
morph i sm of A wh ich w i l l be wr i t t en y*. Since (y*)2 sends a to [a , y, y ] = 1, 
we have ( y * ) 2 = 0. 

F r o m the elementary commuta tor formulae for [ x , yz ] and [ x , y - 1 ] we 
ob ta in the results 

(yz)* = y* + z* + y*z* (3) 
and 

(j,-!)* = ( 4 ) 

N o w ( y z ) - 1 commutes w i t h [a , y z ] , so by (3) and (4) we have 

0 = (yz)*(z~1y~1)* = (y* + z* + y*z*)( — z* — y* + z*y*) 

= — y*z* — z*y*. 

Therefore 
y*Z* = (5) 

which tells us that [ x , y, z ] = [ x , z, y ] - 1 . Since A is abelian, [ x , z, y ] - 1 = 
[ [ x , z ] - 1 , y ] = [z, x, y ] ; hence [ x , y, z ] = [z, x, y ] as required. 

(iii) Us ing (ii) we obta in [ x , y - 1 , z ] y = [ x , y - 1 , z ] and thus [ x , y - 1 , z ] y = 
[ [ X j ] " 1 , = [x, y, z ] " 1 . N o w apply the H a l l - W i t t ident i ty (5.1.5) and (ii) 
to get the result. 

(iv) By (5) we have y*(zt)* + (zt)*y* = 0. Expanding this w i t h the aid of 
(3) and (5) one obtains 

0 = y*z* + y*£* + y*z*£* + z*y* + £*y* + z*£*y* 

= 2y*z*£*. 

Hence [ x , y, z, t]2 = 1. Bu t also (iii) implies that [ x , y, z, t ] 3 = 1, so 
[ x , y, z, r ] = 1. • 
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Not ice that G is a 2-Engel group i f and only i f xG is abelian for a l l x i n G. 
Whi l e 3-Engel groups are less well-behaved, i t is true that G is 3-Engel i f 
and only i f xG is n i lpotent of class < 2 for a l l x i n G (Kappe and Kappe 
[ a l l l ] ) . I n general 3-Engel groups are no t ni lpotent , but they are always 
locally n i lpotent (Heineken [a87] ) . F o r a clear and concise account of the 
theory of 3-Engel groups see G u p t a [ b 3 0 ] . 

Engel Structure in Groups with the Maximal Condition 

Accord ing to 12.3.4 a finite Engel group is ni lpotent . Can we weaken the 
hypothesis o f finiteness here? Certainly finitely generated w i l l no t d o — 
Golod's example tells us t h a t — b u t is there any hope for the max ima l con
dit ion? The answer turns out to be affirmative; i n fact groups w i t h max have 
excellent Engel structure. 

12.3.7 (Baer). Let G be a group which satisfies the maximal condition. Then 
L(G) and L (G) coincide with the Hirsch-Plotkin radical, which is nilpotent, 
and R(G) and R(G) coincide with the hypercenter, which equals ( m G far some 
finite m. In particular, if G is an Engel group, it is nilpotent. 

M o s t of the labor of the p roo f resides i n establishing the fo l lowing spe
cial case. 

12.3.8. / / G satisfies max and aeL(G), then aG is finitely generated and 
nilpotent. 

Proof. Assume that the statement is false. 
(i) Let {aG} denote the set o f a l l conjugates of a i n G. A subgroup X o f G 

w i l l be called a-generated i f i t is generated by those conjugates of a that i t 
contains, i n symbols X = {X n { a G } > . 

(ii) / / X and Y are nilpotent a-generated subgroups such that X < Y, then 
NY(X) contains at least one conjugate of a which does not belong to X. 

Because Y is ni lpotent , X is subnormal i n Y and there is a series X = 
I 0 < l ! < —=a Xs = Y. Since X ^ Y and Y is a-generated, Y\X must 
contain a conjugate of a. Hence there is an integer i such that 

Xn {aG} = Xtn {aG} ^ Xi+1 n {aG}. 

Suppose that y e Xi+1 n {aG} and y $ Xt. Then y normalizes Xi9 so that 
(Xn {aG})y = {Xt n {aG})y = X{ n {aG} = I n {aG}. Since Xn {aG} gener
ates X, the element y normalizes X. 

(iii) There exist two distinct maximal a-generated nilpotent subgroups U 
and V. 

Consider the set Sf of a l l a-generated ni lpotent subgroups. By the m a x i 
ma l cond i t ion each element of Sf is contained i n a max ima l element. I f there 
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were jus t one max ima l element of say M , then i t w o u l d contain <a>; for 
<a> e £f. Bu t M < G since conjugates of M belong to £f\ thus aG < M and 
aG is ni lpotent , a contradict ion. 

(iv) Consider the subgroup 

/ = (U nVn{aG}). 

Here we can suppose that U and V have been chosen so that / is maximal . 
N o w define 

W=(Nv(I)n{aG}y. 

F r o m its def ini t ion we see that / is a-generated and also that / # U since 
I < V. By (ii) we conclude that I < W. F o r the same reason NV(I) n {aG} has 
an element v that does not belong to / and hence not to U. 

Suppose that v e NG(W). N o w max shows that W can be finitely gener
ated, say by a01,..., a9rn. Keeping i n m i n d that v is conjugate to a and there
fore belongs to L(G), we find an n > 0 such that [ag\ nv\ = 1 for i = 1 , . . . , m. 
Let H = <i>, W}; then clearly W'<\ H and H/W is n i lpotent of class < n. 
But W is n i lpotent since U is, so we can apply Hall ' s cr i ter ion (5.2.10), con
cluding that H is ni lpotent . Since W is a-generated and v is conjugate to a, 
we see that H is a-generated. Therefore H e 9* and H is contained i n a 
max ima l element T of ^ . N o w v e T\U, wh ich shows that T # U. Also 
W < FT < F, so A ^ n ^ } c t / n Tn{aG} and / < < <JU n F n { a G } > . 
Bu t this contradicts the max imal i ty of F 

(v) I t follows f rom the preceding argument that v 4 NG(W). Since I <U, 
there is an element u i n NV(I) n {aG} wh ich is no t i n F here we use (ii). N o w 
[ f , nu] = 1 for some n because u e L (G) . Hence there is a least integer k 
such that [ f , ku] normalizes W; moreover k > 0 since v $ NG(W). W r i t i n g 
z = [y, fc_iw], we have [z , w] = ( w z ) _ 1 w e NG(W) and ueW, whence uz e 
NG(W). N o w we may show just as i n (iv) that K = <uz, W} belongs to Sf, 
and is therefore contained i n a max ima l element R of Sf. But , since W is 
a-generated, (UnRn{aG}} > W > I , which w i l l contradict the maximal i ty 
of / unless R = U. Therefore uz eU. 

By construct ion u and v belong NG{I\ so that z = [ f , fc_iM] e NG(I). Since 
w z is conjugate to a, we obta in uz e NV(I) n { a G } c PF? by defini t ion of VT. 
Also w e VF, so we have uz e Wz. I t follows that uz e U n Wz n { a G } . N o w 
/ < ^ and / = l z < Wz, so that I <{UnWzn {aG}). Thus Wz is con
tained i n a max ima l element of Sf wh ich must equal 1/; otherwise the 
max ima l i ty of / w o u l d again be contradicted. Consequently Wz < U and 
(NV(I) n {aG})z is contained i n NG(I)Z nUn {aG} = NV(I) n {aG} because 
z e A G (7 ) . Hence Wz < W. Since # ^ i t follows that Wz < W; con
juga t ing by negative powers of z, we ob ta in W < W2'1 < Wz~2 < • •, which 
contradicts max. • 

Proof of 12.3.7. Here G is a group w i t h max. I f a e L (G) , then aG is ni lpotent 
by 12.3.8, so that aG is contained i n the H i r s c h - P l o t k i n radical H. M o r e -
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over H is f initely generated and ni lpotent by max. Hence L ( G ) = H coin
cides w i t h the Baer radical and hence w i t h L ( G ) by 12.3.2. 

The statement about r ight Engel elements requires a l i t t le more atten
t ion . Let aeR(G); then a" 1 e L ( G ) by 12.3.1 and ( a _ 1 ) G = aG = A is n i l -
potent by 12.3.8. Let xeG. Since Aah is generated by finitely many r ight 
Engel elements, [A, fcx] < A' for some positive integer k. Hence <x, A}/A' is 
ni lpotent , wh ich implies that <x, A} is ni lpotent . Refine the upper central 
series of A to a G-admissible series whose factors are elementary abelian or 
free abelian of finite rank. Let B be such a factor; then x acts unipotent ly 
on B. By 8.1.10 the act ion of G on B is uni t r iangular and i n consequence 
A < CSG for some 5 . 

I t follows that R(G) = ( r G for some r i n view of max. F ina l ly R(G) = ( r G 
by 12.3.2. • 

EXERCISES 12.3 

1. Let G be the standard wreath product of a group of order p and an infinite ele
mentary abelian p-group. Prove that G is a (p + 1)-Engel group, yet £G = 1. 
Deduce that a 3-Engel group need not be nilpotent (see 12.3.6). 

2. I f G is a locally finite group, show that L(G) equals the Hirsch-Plotkin radical 
and that R(G) is a subgroup of L(G). {Hint: Use 12.3.4.] 

3. Let G be a soluble group with a normal series of finite length whose factors 
are abelian groups of finite rank with finite torsion-subgroups. Prove that 
L(G) = L(G) and R(G) = R(G). Show that these conclusions are not valid for ar
bitrary soluble groups. 

4. A soluble p-group of finite exponent is a bounded Engel group. 

5. A group G is a 2-Engel group if and only if the identity [x , y, z] = [ y, z, x ] holds 
in G. 

6. Let x,y be group elements satisfying [x , „y] = 1. Prove that < x > < y > is finitely 
generated. 

7. (Plotkin). I f G is a radical group (see Exercise 12.1.2), prove that L(G) coincides 
with the Hirsch-Plotkin radical and that R(G) is a subgroup of L(G). [Hint: Let 
{Ga} be the upper Hirsch-Plotkin series. I f X is a finite subset of L(G)nG2, 
prove that <X> is nilpotent, using Exercise 12.3.6.] 

12.4. Classes of Groups Defined by General Series 

There are numerous interesting classes of generalized soluble and ni lpotent 
groups which are defined by means of a series of general order type, a con
cept which w i l l now be explaind. 
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Definition. Let G be an Q-operator group. By a (general) Q-series of G we 
shall mean a set S of subgroups, called the terms of S, which is l inearly 
ordered by inclusion and which satisfies the fo l lowing conditions: 

(i) I f 1 # x e G, there are terms of S wh ich do not contain x and the un ion 
of a l l such terms is a te rm Vx of S. 

(ii) I f 1 # x e G, there are terms of S which contain x and the intersection 
of a l l such terms is a te rm Ax of S. 

(iii) Vx^iAx. 
(iv) Each term of S is of the fo rm Vx or Ax for some x # 1 i n G. 

Thus x belongs to the set AX\VX; the corresponding quotient group AJVX 

is a factor of 9C. Not ice that no term of S can lie str ict ly between Vx and Ax. 
Hence i f x, y # 1, then either Ax< Vy or Ay < Vx. 

This enables us to l inearly order the factors of S by the rule that Ax/Vx 

precedes Ay/Vy i f Ax < Vy. The order-type o f S is the order-type of the set of 
al l factors of S. I t follows easily f rom the defini t ion that 

Vx=[jAy and Ax=f]Vy 

where the un ion is formed over al l factors Ay/Vy that precede Ax/Vx and 
the intersection over a l l factors that succeed AJVX. These are completeness 
properties of the series. 

I f S has finite order-type, i t is clearly jus t a series of finite length: the 
smallest Vx w i l l equal 1 and the largest Ax w i l l equal G. I f S has the order-
type of an ord ina l number /?, the series w i l l be an ascending series. O n the 
other hand, suppose that the order-type of S is the reverse of an ord ina l 
number /?, that is, the set of ordinals a < ft in descending order. Then S is a 
descending series; this can be wr i t t en i n the fo rm 

-<i H2^ H0 = G 

where Ha+1 < i Ha and HA = f]y<xHy w i t h a an ord ina l and X a l i m i t ordinal . 
No te that (]a<BHa=l. 

Composition Series 

I f S and S* are Q-series i n G and i f every term of S is a term of S*, then S* is 
said to be a refinement o f S, i n symbols S <̂  S*. I f 1 # x e G, then, w i t h 
the obvious nota t ion , Vx < V* < A J < Ax. A n Q-series which has no refine
ment other than itself is called an Q-composition series. 

W h e n Q is empty, we speak of a series and a composition series: when Q 
is the group of inner automorphisms, we speak of a normal series and a 
principal series. 

General composi t ion series have the definite advantage that they exist i n 
any group. 
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12.4.1. Every Q-series can be refined to an Q-composition series. 

Proof. Let S 0 be a given Q-series i n an Q-group G. Consider the set 3C of 
al l refinements of S 0 . The relat ion <̂  is clearly a par t ia l order ing of 9C. Let 

= {Siy)\y e T } be a chain i n 9C\ we shall construct an upper bound for # 

I f 1 # x e G, define 7 X = ( J y F x

( y ) and A x = f]y A™ where, of course, V±y) 

and A^ 7 ) are terms of S ( y ) . Certainly Vx<\ Ax. I n add i t ion < Vx < Ax < 
A(J} for each y i n T. Hence the set S = { A x , 1 # x e G} is l inearly ordered 
by inclusion. I t is clear that S is a series which is an upper bound for 

We may now apply Zorn 's L e m m a to produce a max ima l element of 3C. 
But this is s imply a composi t ion series of G. • 

The reader should observe that no analogue of the J o r d a n - H o l d e r Theo
rem exists for general series. F o r example, Z has the two composi t ion series 
• • • 8Z < 4Z < 2Z < Z and • • • 27Z < 9Z < 3Z < Z, but these have noniso
morphic factors. 

Groups with a Central Series 

Suppose that the group G has a central series S, that is, each term is n o r m a l 
and each factor AJVX is central i n G. This represents a generalization of 
nilpotence since G w o u l d be n i lpotent i f S were finite. Groups w i t h this 
proper ty are sometimes called Z-groups. 

12.4.2. If G is a locally nilpotent group, then G has a central series. 

Proof. By 12.4.1 there is a pr inc ipa l series i n G. The factors of this series are 
pr inc ipa l factors of G and by 12.1.6 they are central i n G. • 

Groups w i t h a descending central series are examples of Z-g roups— 
these are sometimes called hypocentral groups and are characterized by the 
fact that their lower central series reaches the ident i ty subgroup when con
t inued transfinitely (Exercise 12.4.1). A m o n g the most commonly encoun
tered hypocentral groups are the residually nilpotent groups. Even this class 
is very extensive, conta ining groups which migh t be regarded as h ighly non-
nilpotent , for example, free groups by 6.1.10. 

Serial Subgroups 

A subgroup which occurs i n some series of a group G is called serial. This 
must be regarded as a very broad generalization of subnormal i ty and 
ascendance. I t is quite possible for a serial subgroup to be self-normalizing 
or to have the whole group as its n o r m a l closure (Exercise 12.4.4). 
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Here we are interested i n groups having a l l their subgroups serial; natu
ral ly these include al l n i lpotent groups. Groups of this type can be charac
terized i n terms of the F r a t t i n i properties of their subgroups. 

12.4.3. Every subgroup of a group G is serial if and only if H' < Fra t FT for 
all H <G. 

Proof. O f course, the condi t ion on H is equivalent to the normal i ty of al l its 
max ima l subgroups. Suppose that every subgroup of G is serial and let M 
be max ima l i n H. There is a series i n G which includes M . Intersect the 
terms of this series w i t h H to get a series i n H which also includes M . But 
M is max ima l i n i f , so M and H must be consecutive terms i n the second 
series and M < i H. 

Conversely, assume that the subgroups of G have the property stated. 
Let L < G and define to be the set of a l l chains of subgroups that are 
refinements of 1 < L < G and that satisfy a l l the condit ions i n the defini t ion 
of a series except perhaps the no rma l i t y condi t ion (ii i) . As i n 12.4.1 we use 
Zorn 's L e m m a to construct a m a x i m a l element S of Jf . I f X and Y are 
consecutive terms of S, then X must be max ima l i n Y by maximal i ty of S. 
Hence I < 7 and S is a series. Consequently L is serial i n G. • 

I n view of this result and 12.1.5 we have the fo l lowing interesting prop
erty of local ly n i lpotent groups. 

12.4.4. Every subgroup of a locally nilpotent group is serial 

O n the other hand, i t has been shown by W i l s o n [a223] that local n i l 
potence is no t a consequence of the seriality of a l l subgroups of a group. 

Generalized Soluble Groups 

The concept o f a series permits the creation of many classes of generalized 
soluble groups. We ment ion briefly some of the most impor tan t . 

A group which possesses a series w i t h abelian factors is called an SN-
group; this is an immensely wide generalization of solubil i ty. F o r example, i t 
is k n o w n that there are simple SA-groups which are no t of pr ime order 
( [ b 5 4 ] ) . 

Somewhat narrower is the class of Si-groups, groups which possess a 
no rma l series w i t h abelian factors. We shall short ly see that locally soluble 
groups are SFgroups (12.5.2). 

A n impor t an t subclass of SI is the class of groups which have an ascend
ing no rma l series w i t h abelian factors; these are called hyperabelian groups. 
Being much closer to soluble groups this is a relatively tractable class. 

We conclude w i t h a result which illustrates the power of the m i n i m a l 
condi t ion . 
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12.4.5 (Cernikov). An SN-group G satisfies min if and only if it is a soluble 
Cernikov group. 

Proof. We need only prove that i f G satisfies m i n , i t is a soluble Cern ikov 
group. Let F denote the unique m i n i m a l subgroup w i t h finite index i n G 
(see 5.4 .22) . Then F may be assumed to be non t r iv ia l . N o w G is an SN-
group, so i t has a series w i t h abelian factors. By m i n the members of this 
series are well-ordered by set inclusion: thus G has an ascending series w i t h 
abelian factors. Because thus conclusion applies equally to G/F, this finite 
group is soluble. 

Since F # 1 , there is a smallest t e rm of the ascending series having non-
t r iv i a l intersection w i t h F , say G a ; here the o rd ina l a is no t a l i m i t o rd ina l , 
so G a _ ! n F = 1 and GanF ~ (Gan F ) G a _ 1 / G a _ 1 . Thus G a n F is abelian; i t 
is also ascendant i n F and contained i n the H i r s c h - P l o t k i n radical H o f 
F by 12.1.4. N o w H is hypercentral by 12 .2 .5 , so 1 # ( f f<a G and F con
tains a non t r iv i a l no rma l abelian subgroup A o f G. The rest of the p roo f 
is jus t l ike that of 5.4.23 and is left to the reader as an exercise. • 

EXERCISES 12.4 

1. Define the transfinitely extended lower central series of a group G by the rules 
y1G = G, ya+1G = [y a G, G] and yxG = f)p<xypG where a is an ordinal and X a 
limit ordinal. Prove that G is residually nilpotent i f and only if y^G = 1, and G 
is hypocentral if and only if some yaG = 1. 

2. A subgroup is called descendant i f it is a member of some descending series. 
Find all the descendant subgroups of D^. Show that descendance is not pre
served with respect to taking quotient groups. 

3. Prove that is residually nilpotent. 

4. Find a serial subgroup which coincides with its normalizer and whose normal 
closure is the whole group. [Hint: Consider McLain's group M(Q, F).] 

5. I f every subgroup of a group G is serial and G satisfies min, prove that G is 
locally nilpotent. 

6. A group G is said to be residually central i f for each nontrivial element x there 
is a normal subgroup N such that N # xN e £(G/A). Prove that G is residually 
central i f and only if x $ [G, x ] whenever \ ^ xeG. Show also that Z-groups 
are residually central. (The converse is false—see [al55].) 

7. (Ayoub, Durbin). Let G be a residually central group. 
(a) Show that each minimal normal subgroup is contained in the centre of G. 
(b) I f H is the hypercenter, prove that G/H is residually central. 
(c) Prove that a residually central group with min-n is a hypercentral Cernikov 

group. 

8. A group is hyperabelian if and only i f each nontrivial quotient group has non-
trivial Fitting subgroup. 
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9. By an SN*-group is meant a group which has an ascending series with abelian 
factors. Show that hyperabelian implies SN* implies radical. Give an example 
of a finitely generated SN*-group that is not hyperabelian. [Hint: Let M = 
M(Q2, F p); this is McLain's group with the ordered set Q 2 °f a ^ rationals of 
the form ml", m,neZ, and Fp = GF(p). The assignments 1 + eX/t i-> 1 + ex+l M+1 

and 1 + eXfl i—• 1 + e2X2ll determine automorphisms a and P of M respectively. 
Consider the group G = <a, /?> K M . ] 

10. Prove that a group G is an SN*-group if and only if it has an ascending series 
whose factors are Gruenberg groups. 

11. Assume that G is a group with a normal series (of general order type) whose 
factors are cyclic. Prove that G' is a Z-group. 

*12. Complete the proof of 12.4.5. 

13. A nontrivial group which has no proper nontrivial serial subgroups is called 
absolutely simple. Prove that a series is a composition series precisely when all 
its factors are absolutely simple. 

14. A finitely generated simple group is absolutely simple. (Note: Nonabsolutely 
simple groups exist [b54].) 

15. An SN-group is a group such that the factors in every composition series are 
abelian. Prove that a group G is an SN-group if and only if every image of a 
serial subgroup of G is an SN-group. 

16. An Si-group is a group such that all factors in every principal series are abelian. 
Prove that a group G is an Sl-group if and only if every quotient group of G is 
an Sl-group. 

12.5. Locally Soluble Groups 

A group is locally soluble i f every finitely generated subgroup is soluble. 
Generally speaking, this type of group is much harder to deal w i t h than 
locally n i lpotent groups, essentially because the finitely generated subgroups 
need not satisfy max. F o r example, there is no analogue of the H i r s c h -
P l o t k i n Theorem—see [ b 5 4 ] , §8.1. 

Here is one of the few positive results that have been proved about 
locally soluble groups. 

12.5.1 (Mal 'cev, M c L a i n ) . / / G is a locally soluble group, every principal 
factor of G is abelian. 

Proof. Obvious ly i t is enough to prove that a m i n i m a l no rma l subgroup 
N o f G is abelian. Suppose that this is false and let a, b be elements of 
N such that c = [a, b ] ^ 1. Since c e N, we must have N = cG, so that 
there are elements g l 9 . . . , gm o f G such that a, b e ( c 9 1 , c 9 r n } . Set FT = 
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<a, g u ..., gm, b>, a soluble group, and consider A = cH. Since >1 contains a 
and b, the element c belongs to A'. Consequently A' > cH = A and A' = A. 
However this means that A = 1 because H is soluble. • 

12.5.2. Every locally soluble group G is an SI-group. Thus a simple locally 
soluble group has prime order. 

Proof. By 12.4.1 the group has a pr inc ipa l series and 12.5.1 shows that the 
factors are abelian. • 

O n the other hand, infinite simple SA-groups were shown to exist by 
P. H a l l (see [ b 5 4 ] , §8.4). 

We note another simple appl icat ion of 12.5.1. 

12.5.3. A locally soluble group with the minimal condition on normal sub
groups is hyperabelian. 

I n general a locally soluble group w i t h min-n is not a Cern ikov group. 
Moreover the classes o f local ly soluble groups and hyperabelian groups are 
incomparable. F o r more on these matters consult [ b 5 4 ] . 

Locally Soluble Groups with the Maximal Condition 
on Normal Subgroups 

12.5.4 (McLa in ) . Let G be a locally soluble group with the maximal condition 
on normal subgroups. Then to each integer p > 0 there corresponds an integer 
m = m(p, G) such that G ( m ) < y (• • • y r 2 ( y r i ( G ) • • •) for every sequence of p posi
tive integers r u r 2 , . . . , rp. 

Proof. I f we define m(0, G) = 0, the assertion is vacuously true for p = 0. 
Assume that m = m(p, G) has been properly defined. N o w G / G ( m + 1 ) is finitely 
generated because i t is a soluble group w i t h max-n (see 5.4.21). Hence G = 
XG(m+1) for a suitable finitely generated subgroup X. Then X is soluble, 
w i t h derived length d, let us say. N o w choose any sequence of p + 1 positive 
integers r 1 , . . . , r p + 1 . F r o m G = XG(m+1) i t follows via Exercise 5.1.7 that 
G - Xyrp+i(G(m)). Bu t X(d) = 1, so 

G(d) < X^yrpJG^) < yrpJyrp • • • y r i (G) • • •)• 

F ina l ly define m(p + 1, G) to be d. • 

Using this lemma an interesting cr i te r ion for a local ly soluble group w i t h 
max-n to be soluble may be established. 
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12.5.5 (McLa in ) . Let G be a locally soluble group with the maximal condition 
on normal subgroups. Then G is soluble if and only if finitely generated sub
groups of G have bounded nilpotent lengths. 

Proof. O n l y the sufficiency requires any discussion. Assume that every 
finitely generated subgroup of G has n i lpotent length at most /. Just as i n 
the p r o o f of 12.5.4 we have G = XG(m+1) for some finitely generated sub
group X. Since X has ni lpotent length < /, there exist integers r u ..., rt such 
that yri(--yri(X)-') = 1. N o w by 12.5.4 there is an integer m = m(/, G) such 
that 

G<*> < yri(• • • y r i (G) • • •) < y r ,(• • • yri(X)• • • )G*" + 1> = G<*+ 1>. 

Hence L = G ( m ) satisfies L = L . I f L = 1, then G is soluble. Otherwise by 
max-n we can choose a no rma l subgroup M of G which is max ima l subject 
to M < L . Bu t then L/M is a pr inc ipa l factor of G and 12.5.1 shows that 
L/M is abelian, which conflicts w i t h L = U. • 

12.5.6 (McLa in ) . A locally supersoluble G with the maximal condition on nor
mal subgroups is supersoluble. 

Proof. I f X is a finitely generated subgroup of G, then X is supersoluble and 
X' is n i lpotent by 5.4.10. Thus X has ni lpotent length 2 or less. N o w apply 
12.5.5 to conclude that G is soluble. By 5.4.21 the group G is finitely gener
ated and hence supersoluble. • 

E X A M P L E . There is a locally soluble group with max-n which is not soluble 
and not finitely generated. F o r each positive integer i we construct a finite 
soluble group Gt w i t h a unique m i n i m a l no rma l subgroup Nt. T o start the 
construct ion let G x be the symmetric group of degree 3 and Nx the alternat
ing subgroup. Suppose that G{ has been constructed. I f p is a pr ime not 
d iv id ing \ Gt\, there exists a faithful irreducible module Ni+1 for Gt over GF(p) 
(Exercise 8.1.4). Define Gi+1 to be the semidirect product of Ni+1 and Gt. 
Then Ni+1 is the unique m i n i m a l n o r m a l subgroup of Gi+1 since i t is self-
centralizing i n Gi+1. 

Define G to be the un ion of the chain of groups G x < G 2 < • • • . Then G is 
a local ly soluble group and i t is also a tors ion group. Certainly G is not 
finitely generated—otherwise G = Gt for some i. 

Fina l ly we show that G has max-n. Let 1 ^ A < a G; then N n G ^ l for 
some j . N o w J V n G ; < Gt; thus Nt < N i f Nn G f ^ 1 since A £ is the unique 
m i n i m a l n o r m a l subgroup of Gt. Therefore N contains <A,., A j + 1 , . . . >, which 
implies that \G:N\ is finite. I t follows that G cannot contain an infinite 
ascending chain o f no rma l subgroups. F ina l ly G is no t soluble: for i f i t were, 
i t w o u l d be finitely generated. 
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EXERCISES 12 .5 

1. The class of locally soluble groups is not closed with respect to forming exten
sions (see Exercise 12.4.9). 

2. A locally soluble group need not contain a nontrivial normal abelian subgroup. 
(Hence locally soluble does not imply hyperabelian.) 

3. Let H and K be normal locally polycyclic subgroups of a group. Then the prod
uct J = HK is locally polycyclic. Deduce that every group has a unique maximal 
normal locally polycyclic subgroup and this contains all ascendant locally poly
cyclic subgroups. [Hint: Imitate the proofs of 12.1.2-12.1.4.] 

4. I f G is a locally soluble group with max-n, some term of the (transfinitely extended) 
derived series equals 1. (Such groups are called hypoabelian.) 

5. (McLain). A principal factor of a locally polycyclic group is elementary abelian. 
Deduce that a locally polycyclic group with min-n is a torsion group. 

6. (McLain). Let G be a locally polycyclic group with min-n. Prove that G is a 
Cernikov group i f and only i f there is an upper bound for the rank of a principal 
factor of a finite subgroup. [Hint: Let r be this upper bound. Suppose that N 
is a minimal normal subgroup which is an infinite elementary abelian p-group. 
Choose a linearly independent subset {al9 a 2 , a r + i } °f A and put A = 
< a l 9 . . . , ar+1}. Find a finite subgroup H containing A such that L == AH = aH for 
all 1 # a e A. Choose M maximal in L subject to M < H and a1 $ M , and show 
that MnA = 1.] 

7. (McLain). A locally supersoluble group with min-n is a Cernikov group. (Note: 
There exist locally soluble groups with min-n which are torsion groups but which 
are not Cernikov groups—see McLain [a 140].) 



CHAPTER 13 

Subnormal Subgroups 

A l t h o u g h subnormal i ty is a very na tura l generalization of normal i ty , i t re
ceived no at tent ion f rom group theorists u n t i l 1939 when Wielandt 's funda
mental paper [a215] appeared. However there has been much act ivi ty i n 
this field i n recent years. F o r a ful l account of the subject see [ b 4 2 ] . 

We shall often wri te 
FT sn G 

to denote the fact that FT is a subnormal subgroup of a group G. The most 
elementary properties of this re lat ion are out l ined i n Exercise 3.1.8. 

13.1. Joins and Intersections of 
Subnormal Subgroups 

A useful t o o l i n the study of subnormal i ty is the series of successive normal 
closures. I f X is a nonempty subset of a group G, a sequence of subgroups 
XG,\ i = 0, 1, 2 , . . . , is defined by the rules 

XG>° = G and XG>i+1 =XXG'\ 

Thus X is contained i n every XG,i and 

••'XG'2*aXG-1<iXG'0 = G. 

O f course, X 0 , 1 is jus t the no rma l closure XG. I t should be clear to the 
reader h o w to extend the series transfinitely—see Exercise 13.1.12. 

The significance of this series for subnormal i ty is made apparent by the 
fo l lowing result. 

385 
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13.1.1. Let H sn G and suppose that H = Hn^i Hn_1 <a • • • <a H0 = G is a fi
nite series from H to G. Then HGl < Ht and hence H = HG,n. 

Proof The assertion is true for i = 0. I f HGi < Hh then H G i + 1 = HRGi < 
H?+\ = Hi+1 and the result follows by induc t ion on i. • 

Consequently, a subgroup H is subnormal in G if and only if H = HG,n for 
some n < 0. Moreover , i f H is subnormal i n G, i t also follows f rom 13.1.1 
that of a l l series between H and G the series of successive no rma l closures is 
shortest. 

The length of this shortest series is called the subnormal index or defect o f 
H i n G. This w i l l be wr i t t en 

5 ( G : FT). 

Obvious ly s (G: FT) equals 0 precisely when H = G, while s (G: H) = 1 i f 
and only i f G and H ^ G. Another evident fact is this: i f H sn K sn G, 
then H sn G and 

5 (G : H) < s(G : X ) + s(K : H ) . 

I n addit ion, i f H sn X < G and a is a homomorphism from G, then FP sn Ka 

and 
5 ( X a : H a ) < s(K : H) . 

As regards the d i s t r ibu t ion of defects of a group there are basically t w o 
situations which can arise. 

13.1.2. / / a group G has a subnormal subgroup with positive defect i , it has a 
subnormal subgroup with defect i — 1. Hence either there is an integer s > 0 
such that G has subnormal subgroups with defects 0, 1 , 5 but none of de
fect greater than s, or else all nonnegative integers occur as defects of sub
normal subgroups of G, 

Proof. I f H sn G and s(G : H) = i > 0, then s(G : H01'1) = i - 1. The lemma 
now follows. • 

Some interest attaches to groups which have bounded defects; these i n 
clude, of course, a l l finite groups and also al l n i lpotent groups (see the p roo f 
of 5.2.4). Fur ther examples w i l l be encountered i n 13.3. 

There is a useful formula for HG,i. 

13.1.3. If H < G, then HGi = FT[G, fFT] for all i > 0. 

Proof. This is t r i v i a l i f i = 0. Assuming the result for i and using 5.1.6, we 
argue that 

H G , i + l = HHO» = H [ G , l H ] = H [ G ? D 

This formula gives another p r o o f o f the result: i f G is a n i lpotent group of 
class c and FT < G, then FT sn G and s(G : FT) < c. 
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Intersections of Subnormal Subgroups 

I t is easy to see that the intersection o f any finite set of subnormal sub
groups is itself subnormal. M o r e generally there is the fo l lowing fact. 

13.1.4. Let {Hk\XeA} be a set of subnormal subgroups of a group G such 
that s(G : Hk) < s for all X. Then the intersection I of the Hks is subnormal in 
G and s(G : I) < s. 

Proof. I f x e I G , S , then clearly x e Hf,s for a l l X i n A; therefore x e Hk by 
1 3 . 1 . 1 , so that I G s = L • 

Nevertheless the intersection o f an arb i t rary collection of subnormal sub
groups may wel l fail to be subnormal . 

E X A M P L E . Consider the infinite dihedral group G = <x, a\ax = a - 1 , x2 = 1 > 
and set Ht = <x, a21}. Then Hi+1^ Ht since [a2\ x~\ = a~2l+\ Consequently 
Ht sn G . However H1r\H2r^"- = <x>, a subgroup that coincides w i t h its 
normalizer i n G . Hence the intersection is not subnormal i n G . 

Joins of Subnormal Subgroups 

A n altogether more subtle p roblem is to determine whether the j o i n of a 
p a i r — o r more generally of any set—of subnormal subgroups is subnormal. 
I f turns out that two subnormal subgroups may well generate a subgroup 
that is no t subnormal . 

The fo l lowing fact is basic. 

13.1.5. Let H sn G and K sn G, and assume that K normalizes H. Then J = 
<//, K} is subnormal in G and s(G: J) < s(G : H) s(G: K). 

Proof. I n the first place, i f Ht = HG\ then Ht = H [ G , tH\ by 1 3 . 1 . 1 3 . There
fore K normalizes Ht. 

Nex t Hi+1^HtK and K sn HtK. Therefore Hi+1KsnHtK by the 
elementary properties of subnormal i ty already mentioned, and indeed 
s(HtK : Hi+1K) < s(G : K). Since H0K = G and HrK = HK = J i f r = 
s(G : H\ i t follows that J sn G and s (G: J) < s(G : H) s(G : K). • 

This result can be used to reformulate the j o i n p roblem for a pair of 
subnormal subgroups. 

13.1.6. Let H sn G, K sn G and J = <//, K}. Then the following statements 
are equivalent: 
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(i) J sn G; 
(ii) HK sn G; and 

(iii) [ # , X ] sn G. 

Proof. The implicat ions (i) - • (ii) - • (i i i) are t r iv i a l consequences of the rela
tions [ t f , X ] < a HK^ J. N o w suppose that (iii) holds. Since HK = X ] 
and FT normalizes [FT, X ] , we deduce f rom 13.1.5 that HKsnG. Similar ly 
J = HKK and 13.1.5 implies that J sn G. • 

A group is said to have the subnormal joint property (SJP) i f the j o i n o f 
every p a i r — a n d hence of every finite set—of subnormal subgroups is sub
normal . N o w the set o f a l l subnormal subgroups of a group is a par t ia l ly 
ordered subset of the lattice of a l l subgroups, and i t is closed under finite 
intersections. Hence a group has the SJP exactly when the set of all its sub
normal subgroups is a sublattice of the lattice of subgroups. Some examples 
of groups w i t h the SJP are given by 

13.1.7. Every group with nilpotent derived subgroup has the subnormal join 
property. In particular this conclusion applies to metabelian groups. 

T o prove this one observes that, i n the no ta t ion of 13.1.6, the subgroup 
[FT, X ] is subnormal i n G' because the latter is ni lpotent . Hence [FT, X ] sn G 
and 13.1.6 gives the result. 

The next result is of quite a different character, asserting that i f a group is 
sufficiently finite i t has the SJP, whereas i n 13.1.7 the hypothesis is a fo rm of 
commuta t iv i ty . Indeed i t is the interplay between finiteness and commuta
t iv i ty wh ich makes the SJP such an elusive property. 

13.1.8 (Robinson). Let G be a group whose derived subgroup satisfies the 
maximal condition on subnormal subgroups. Then G has the subnormal join 
property. 

Proof. Let H sn G, X sn G, and J = < H , X > . Put s = s(G: H). I f 5 = 0, then 
H = J = G and al l is clear; assume therefore that 5 > 0. 

Let { x 1 ? x 2 , . . . , xn} be a given finite subset of X and put 

L = < H , HX\...,HX»} 

Since s(HG: HXi} = 5 — 1 , repeated use of an induc t ion hypothesis on 5 
gives L sn HG and hence L sn G. N o w the equation hx = h[h, x] implies that 
< H , Hx) = < H , [ H , x ] > . Consequently L = < H , M > where M is the sub
group generated by [H, xl],..., [H, xn~\. Since H normalizes [FT, x j , i t 
normalizes M , f rom which i t follows that M < L and thus M sn G. Tha t 
M sn G' is an immediate consequence. O n the basis of max-s we can f ind a 
subgroup M wh ich is max ima l of the above type. Bu t M must equal [FT, X ] 
since one can always add another [FT, x J to M. Hence [FT, X ] sn G, which 
by 13.1.6 implies that J sn G. • 
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The fo l lowing special cases are noteworthy. 

13.1.9 (Wielandt) . A group satisfying the maximal condition on subnormal 
subgroups has the subnormal join property. 

13.1.10 (Wielandt) . In a group G with a (finite) composition series the set of 
all subnormal subgroups is a complete sublattice of the lattice of subgroups. 

Proof of 13.1.10. Let J = (HX\A e A > where HK sn G. I f A 0 is a finite subset 
of A , then J A Q = (HX\A e A 0 > sn G by 13.1.9. Since G satisfies max-s, there is 
a max ima l subgroup J A Q . Bu t clearly J A o equals J and J sn G. The argument 
for intersections is similar. • 

An Example of a Group Without the Subnormal 
Join Property 

Let Sf denote the set of a l l subsets X o f the integers Z such that X contains 
al l integers less than some integer l(X) and none greater than some L(X) 
where l(X) < L(X). Thus, roughly speaking, Sf consists of subsets that con
ta in al l large negative integers but no large positive ones. W i t h each X i n Sf 
we associate symbols ax and bx. Let A and B be elementary abelian 2-groups 
having as bases the sets {ax\X e Sf) and {bx\X e Sf) respectively. N o w 
fo rm the direct product 

M = A x B 

The next step is to define suitable automorphisms of M. Define ax*n to be 
axu{n} i f n 4 X and 1 i f n e X: a similar convent ion applies to the b's. Fo r 
each integer n, automorphisms un and vn o f M act according to the fo l low
ing rules. F i rs t ly un acts t r iv ia l ly on B and vn acts t r iv ia l ly on A ; secondly 

un: ax t-+axbx*n, 

vn:bx t-+ax*nbx. 

I t is easy to see that these are i n fact automorphisms of M. 
Consider the subgroups of A u t M 

H = (un\neZ} and K = (vn\neZ}, 
and put 

J = < H , K > . 

F ina l ly fo rm the semidirect product 

G = J K M. 

Concerning the group G we shall prove the fo l lowing. 
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13.1.11. The subgroups H and K are subnormal in G with defect equal to 
3, but J is not subnormal in G. Thus G does not have the subnormal join 
property. 

Proof. The fo l lowing equations are direct consequences of the definitions: 

[ax, w j = bx*n, [bx, w j = 1, (1) 
and 

l"x> *>»] = 1, tbx, *>„] = ax*n. (2) 

I t is also easy to check f rom the definitions that umun = unum and u2 = 1, 
relations wh ich show H to be an elementary abelian 2-group; of course K 
too is of this type. 

N o w wri te 
Zmn = CWm? ^ti\-

Using the H a l l - W i t t ident i ty (5.1.5) 

[ u m , v~\ axYn\vn, a x \ um~\ax[ax, u " 1 , vnY™ = 1, 

together w i t h (1) and (2), we ob ta in 

[_ax, z m n ] = ax*m*nl 
similar ly 

[ ^ J Zmn\ ~ bX*m*n-

By the H a l l - W i t t ident i ty once again 

l"x, Zml, Ui~]Zrnnlzmn, u f 1 , axJl[uh a x \ zmn]ax = 1. 

Evaluat ing this w i t h the aid of (1) and (2) we deduce that [ax, [ z m n , w j ] = 1, 
w i t h a corresponding result for bx. Hence [ z m n , u{\ = 1 and likewise [ z m n , v{\ 
= 1. W h a t these equations show is that zmn belongs to the center of J. Thus 
[ J ' , J ] = 1 and J is n i lpotent o f class 2. 

Equations (1) and (2) i m p l y that [ H , A] < B and [ K , B] < A. Ii X e 9 
and n is the largest integer i n X, then, on w r i t i n g Y = X\{n}, we have 

w n ] = bY*n = bx, wh ich implies that [FT, ̂ 4] = B. S imilar ly [ K , 5 ] = A. 
We are n o w i n a posi t ion to calculate the successive n o r m a l closures o f 

H and K. I n the first place HG = (HM)K = (HA)K; also HA = < H , [ H , X ] > = 
< H , 5> . Therefore HG = (HK, BK} = HKM. Hence we have H G 1 = (HRK)M 

= HM since H sn J and s (J : H) <2. Thus H G ' 2 = < H , B}. F ina l ly FT G ' 3 = 
FT because [FT, 5 ] = 1. N a t u r a l l y a similar argument applies to K. 

However JG = G because JG contains bo th HA = <FT, B} and KB = 
< X , ^4>. Consequently J is no t subnormal i n G. • 

Joins of Infinitely Many Subnormal Subgroups 

I f the j o i n of an arb i t rary set of subnormal subgroups is always subnormal , 
the group i n question is said to have the generalized subnormal join prop
erty. This is a much stronger proper ty than the SJP. 
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E X A M P L E . Let Gt = (xh at\afl = 1 — xf, a?1 = a^1} be a dihedral group of 
order 2 m ; then Ht = (x(} is subnormal i n G{ w i t h defect t. N o w consider 
the direct products 

G = G 1 x G 2 x - and H = Hx x H2 x • • . 

Then obviously Ht sn G and the Ht generate FT. I f H were subnormal i n G 
and s (G: H) = r, i t w o u l d fo l low that s(Gt: Ht) < r + 1 for a l l i, a contradic
t ion . Thus G does not have the generalized SJP. However G does have the 
SJP because i t is a metabelian group (see 13.1.7). 

There is a cr i ter ion for a group to have the generalized SJP which pro
vides some insight in to the nature of that property. 

13.1.12 (Robinson). A group G has the generalized subnormal join property if 
and only if the union of every chain of subnormal subgroups is subnormal. 

Proof. The cond i t ion stated is surely necessary. Let us assume therefore that 
i t is satisfied i n G. The first step is to prove that G has the SJP. T o this end 
let H sn G, K sn G and J = < i f , K}: we shall proceed by induc t ion on 5 = 
s (G: H), wh ich can be assumed positive. The elements of K may be wel l -
ordered as {xa\oc < y} where y is some ordinal . Fo r ft <y define = 
(HXa\(x < /?>. Then the L^'s fo rm a chain and L y = HK. N o w suppose that J 
is no t subnormal i n G; then HK is no t subnormal by 13.1.6 and there is a 
first o rd ina l /? such that L p is no t subnormal i n G. This /? cannot be a l i m i t 
o rd ina l because i f i t were, L p w o u l d be the un ion of a chain of subnormal 
subgroups and our condi t ion w o u l d force L p to be subnormal. Hence /? — 1 
exists and L p = < L ^ _ 1 ? i f * ' - 1 ) . However s(HG: HXpi) = s - 1 and L p _ x sn HG, 
so induc t ion on 5 gives the cont radic t ion sn G. 

N o w let Sf be a possibly infinite set of subnormal subgroups o f G. We 
need to prove that the j o i n o f a l l the members o f Sf is subnormal. Since G 
has the SJP, i t is permissible to assume that Sf is closed under the forma
t i o n o f finite jo ins . The given chain cond i t ion and Zorn 's Lemma can be 
used to produce a max ima l element J o f Sf. I f H e Sf, then < i f , J> e Sf, 
whence FT < J. Consequently J is the j o i n of all the members of Sf. Bu t 
J sn G, so G has the generalized SJP. • 

Some classes of groups that have the generalized SJP can be read off 
f rom the next result. 

13.1.13 (Robinson). Let i V < i G and assume that N has the generalized sub
normal join property while G/N satisfies the maximal condition on subnormal 
subgroups. Then G has the generalized subnormal join property. 

Proof. Let { f f j a e ^4} be any chain of subnormal subgroups of G and let U 
denote the un ion of the chain. By 13.1.12 i t is enough to prove that U sn G. 
N o w max-sn implies that I W = HaN for some a i n A. Hence U = 
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U n (HaN) = HJJJ n N). Obvious ly U nN is the un ion o f the chain 
{HanN\(xe A} and Har\A sn A . Thus by hypothesis UnNsnN and 
certainly UnNsnG. F ina l ly UnN^iU, so i t follows f rom 13.1.5 that 
U sn G. • 

For example, finitely generated metabelian groups have the generalized 
SJP, whereas this is no t true o f a rb i t rary metabelian groups, as we saw i n 
the example above. Fo r more classes o f groups w i t h the SJP, see [ b 4 2 ] . 

EXERCISES 13.1 

1. Find all subnormal subgroups of the groups Sn9 Z)„, D^. 

2. Let H sn G, K sn G and J = <if, K}. I f s(G : H) < 2, prove that J sn G and 
s(G:J)<2 s(G: X). 

3. Let H sn G, K sn G and J = <H, X>. I f HK = KH, prove that J sn G. I f s(G: H) 
= r and s(G : K) = s, show also that s(G : J) < rs(s + 1) • • • (s + r - 1). [Hmt: Let 
i f f = H J i and show that Ht = Hi+1{H{ n K).'] 

4. There exists a finitely generated soluble group which does not have the SJP. 
[Hint: In the notation of 13.1.11 let t e Aut M be defined by ax \->ax+l9 bx \-+bx+1 

where X + 1 = {x + 1 |x e X}. Let L = <J, t} K M and prove that L is finitely 
generated.] 

5. Let D = Dr A Gx where GA ~ G. I f D has the generalized SJP, prove that there is 
an upper bound for subnormal defects in G. 

6. Let H < G and X c G. Show that for any positive integer i the equation H < x > = 
HSi[H, f <X>] holds where S - l u l u ( X X ) u • • • u ( X • • • X ) . [ i fmt : Use 5.1.6.] 

7. I f H < G and X is a finitely generated subnormal nilpotent subgroup of G, then 
HK is generated by finitely many conjugates of H in K. 

8. Let H sn G, X sn G and assume that H<a J = <H, X>. I f H and X belong to a 
class of groups X which is closed with respect to forming normal subgroups and 
finite normal products, prove that J belongs to X. Give some applications. 

9. Generalize the previous exercise to the case where J = HK = KH. 

10. (J.E. Roseblade and S.E. Stonehewer). Let X be a class of groups which is closed 
with respect to forming normal subgroups and finite normal products. Assume 
that H sn G, K sn G and J = <H, J£>. I f H and X are finitely generated 3E-groups, 
prove that J e X and J sn G. Apply this with X equal to the classes of all groups, 
nilpotent groups, soluble groups. [Hint: Use Exercise 13.1.6 and induction on 
s(G:H).] 

11. (H. Wielandt). Let H sn G, K sn G and J = <if, X>. Define Sf to be the set of all 
subnormal subgroups L of G such that H < L < HK. Given that Sf satisfies the 
maximal condition, prove that J sn G. Deduce that J sn G if [ H , ¥S\ satisfies 
max-s. 
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12. Show how to extend the series of successive normal closures of a subgroup to 
transfinite ordinals. Use this to give a criterion for a subgroup to be descendant, 
that is, a term of a descending series. 

13.2. Permutability and Subnormality 

Recall that subgroup H is said to be permutable i n a group G i f HK = KH 
whenever K < G. We shall sometimes wr i te 

i f per G 
to denote this relat ion. 

O f course every no rma l subgroup is permutable, which migh t lead one to 
hope that subnormal subgroups also have this property. However any such 
hope is soon dispelled. I f G is a dihedral group of order 8, i t can be gener
ated by two subgroups H and K each o f order 2. N o w H sn G and K sn G 
since G is ni lpotent . However \HK\ = \H\- \K\ = 4, so that G HK, and 
HK^KH by 1.3.13. 

One may adopt the opposite po in t o f view, asking whether permutable 
subgroups are subnormal . Here there is an encouraging answer for finite 
groups at least, as we shall soon see. 

13.2.1 (Ore). If H is a maximal permutable subgroup of a group G, then 
H^ G. 

Proof Suppose that this is false; then there is a conjugate K o f H such that 
K^H. N o w HK < G and clearly HK per G. Therefore G = HK and K = 
Hhk for some he H,ke K. However this implies that H = K. • 

This has immediate application to permutable subgroups of finite groups. 

13.2.2 (Ore). / / H is a permutable subgroup of a finite group G, then H is 
subnormal in G. 

Proof Refine 1 < H < G to a chain 1 = G 0 < Gx < • • • < Gn = G such that 
Gi is a max ima l proper permutable subgroup of Gi+1. By 13.2.1 we have 
G;<i Gi+1. Since H appears i n the chain, H sn G. • 

Whi le i n general a permutable subgroup of an infinite group need not be 
subnormal (Exercise 13.2.3), such subgroups are invar iably ascendant. T o 
prove this i t is necessary to establish a technical lemma. 

13.2.3. Let G = HK where H per G and K = </c> is an infinite cyclic group. 
Assume that HnX = 1. Then G. 
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Proof. Let p be any prime. Then HKP < G and 

\G:HKP\ = \HK:HKP\ = \K:(HKp)nK\ = \K:KP\ = p. 

W r i t e Xp for the core of HKP i n G. Then 1.6.9 shows that \G:XP\ divides pi 
Because \G:HKP\ = p, i t follows that HKP/Xp is a H a l l / / -subgroup of 
G/Xp. Since HXp/Xp is permutable i n the finite group G/Xp, we can apply 
13.2.2, concluding that HXp/Xp is subnormal i n G/Xp. 

Hence HXp/Xp < Op,(G/Xp) by 9.1.1. Consequently 

HGXp/Xp < Op\G/Xp) < HKp/Xp 

and HG < HKP. Since Xp is the core o f HKP, i t follows that HG < Xp for a l l 
p. Let A denote the intersection of the Xp for a l l p. N o w G/N is surely 
infinite; for i t contains subgroups of every pr ime index. Also A = A n (HK) 
= H(N n K); i f N n K = 1, then certainly H = A < i G, so suppose that 
i V n X ^ l . Then | X : A n X | is finite, X being infinite cyclic, and hence 
\HK: H(N nK)\ is finite. Bu t the latter index equals | G : A | , a contradic
t ion . • 

13.2.4 (Stonehewer). In any group G a permutable subgroup is ascendant. 

Proof. Let H per G. We shall construct an ascending series H = H0 < i Hx < i 
•Hp = HG such that i / a per G and Hoc+1/Hoc is finite cyclic group for a l l 

a < p. F r o m this i t w i l l fo l low that H is ascendant i n G. 
As a first step we fo rm a par t ia l series of the required type i n HG, that 

is to say, an ascending series H = H0 < i H1 < i • • • Hp = U < HG where Ha 

per G and Hoc+1/Hoc is finite cyclic. Suppose that this series cannot be ex
tended, i n the sense that there does no t exist a permutable subgroup K such 
that K < HG and K/U is a non t r iv i a l finite cyclic subgroup. I f U = FTG, 
we are finished, so assume that U ^ HG. Then U9 £U for some g i n G; for 
otherwise HG <UG = U. Thus U ^ UUd. Since [7 per G, we have < 
l /<0>, and therefore = (UUg)n(U(g}) = U(gn) = L , say, for some 
positive integer n. 

I f | L : l / | is infinite, so is | : wh ich implies that U n <#> = 1. But 
now 13.2.3 may be applied to give the cont radic t ion U(g} and U = 
U9. Hence \L:U\ is finite. T a k i n g L modu lo the core of U and applying 
13.2.2 to the resulting quotient group, we conclude that U sn L . I f U = 
jjL,r < jjL,r-i = faQn y j s g e n e r a t e d by conjugates o f U; also F < 
L < FTG and obviously V/U is a finite cyclic group. Since V is generated by 
conjugates of U, i t is permutable i n G. However this contradicts the non-
extendabil i ty o f the par t ia l ascending series. • 

Final ly , we consider permutable subgroups of finitely generated groups. 

13.2.5 (Stonehewer). A permutable subgroup of a finitely generated group G 
is subnormal. 
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Proof. Assume that ff per G. We consider an infinite cyclic subgroup K = 
</c> such that ff n K = 1. We cla im that ff n K9 = 1 for every g i n G. Sup
pose that this is false and H9 1 n X ^ l ; then kn e H9'1 < H(g} for some 
n > 0. N o w \H(kn} : ff | is infinite since ff n X = 1; therefore | f f<#> : ff | is 
infinite and ff n <#> = 1. But 13.2.3 shows that H9'1 = ff wh ich is contrary 
to assumption. 

Let A be the subgroup generated by a l l infinite cyclic subgroups K such 
that H nK = 1. The argument of the previous paragraph has established 
that A < i G. I n add i t ion ff < i ffA by 13.2.3. N o w clearly HN/N per G/A, 
and also each element of G/N has some positive power i n HN/N, by defini
t i o n o f A . Therefore we may pass to the group G/A, which amounts to 
assuming that A = 1. 

I t w i l l be sufficient to show that \HG: H\ is finite; for then the core of H 
w i l l have finite index i n HG and we can deduce f rom 13.2.2 that H sn HG 

and thus H sn G. 
Let G = < # 1 ? 0 2 , . . . , g n>; we shall argue by induc t ion on 

£ \H<giy:H\. 
i = l 

Notice that this is finite because of the assumption A = 1. Suppose that 
H9i < H for a l l i. Some power of gt belongs to i f , so repeated conjugation 
by gt yields H = H9* < H9i < H for some r; hence H = H9i for a l l i and 

G. We may therefore assume that H9i ^ H for some i; thus H < HH9i 

per G. Since 

| H f P ' < f t - > : H H g ' l < | H < f t - > : H | 
for a l l j , and 

| i / i / ^ > : HH«\ < \HH9Kgt> : I = \H{gt} : 

the induc t ion hypothesis leads to the finiteness of \(HH9i)G: HH9i\. Bu t 
(HH9i)G = HG and \HHg*: ff | < | f f < ^ > : ff | < oo, so \HG : ff | is finite as 
required. • 

T o conclude we ment ion w i t h o u t p r o o f a further connection between 
subnormal i ty and permutabi l i ty discovered by J .E. Roseblade [ a 175] i n 
1965. Let ff sn G, K sn G and assume that the tensor product ffab ® Kah is 
t r iv ia l : then HK = KH. I n part icular a perfect subnormal subgroup permutes 
with every subnormal subgroup. 

EXERCISES 13.2 

1. (a) I f H per G and K per G, then HK per G. 
(b) Permutability is not a transitive relation. 
(c) I f H per K < G and a is a homomorphism from G, then H a per X a . 
(d) I f H per K < G and L < G, then H nL per KnL. 
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2. Let H < G, K < G, and J = <H, K}. 
(a) Prove that J = HKH i f and only if HKH = HKHK. 
(b) (J.S. Wilson). I f H sn G, X sn G and J = HKH, prove that J = H X . 

3. (K. Iwasawa). Let G = TK A where T = <t> is infinite cyclic, A is a group of 
type p 0 0 , p > 2, and a1 = a 1 + p , (a e A). Prove that every subgroup of G is permut
able but not every subgroup is subnormal. [Hint: I t is enough to show that any 
two cyclic subgroups permute.] 

4. Let G = <H, K} where H and X are finitely generated permutable nilpotent 
subgroups. Prove that G is nilpotent. 

5. Let H per G and K < G where H n K = 1 and X is torsion-free. Prove that 
H<a HK and H n K9 = 1 for all gf in G. 

6. A permutable subgroup is normalized by every element of prime order. 

7. Let H per G where G can be generated by elements of order at most m. Prove 
that H sn G and s(G: H) does not exceed the number of prime divisors of m 
(including multiplicities). 

8. A subgroup H of a group G is called subpermutable if there is a finite chain of 
subgroups H = H0 < H1 <••• < Hn = G with H( per Prove that a finite 
subpermutable subgroup is always subnormal and conclude that for finite sub
groups subpermutability and subnormality are identical properties. [Hint: Ar
gue by induction on \H\ + n where H is finite and subpermutable and n is the 
length of the chain from H to G. Introduce the subgroup K generated by all 
elements of prime order.] 

9. Show that a finite ascendant subgroup need not be subpermutable. 

10. (Ito). Let G = AB where A and B are abelian subgroups of the group G. Prove 
that G is metabelian. [Hint: Let a, a1 e A and b9 b1 e B. Write bai = a2b2 and 
abl = b 3 a 3 where af e A, ̂  e B. Now show that [a, bYlbl = [a, b ] M l . ] 

13.3. The Minimal Condition on 
Subnormal Subgroups 

M o s t o f the finiteness restrictions that pertain to the no rma l or subnormal 
subgroups of a group are hard to w o r k w i t h i n that i t is difficult to relate 
them to structural properties of the group. The one real exception is min-s, 
the m i n i m a l condi t ion on subnormal subgroups, as this section w i l l show. 

Simple Subnormal Subgroups 

I n discussing groups w i t h min-s one must expect to be faced w i t h m i n i m a l 
subnormal subgroups, i.e., simple subnormal subgroups. Such subgroups 
are, o f course, either of pr ime order or nonabelian; i t is those of the latter 
type that concern us at present. The next result is basic. 
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13.3.1 (Wielandt) . Let H sn G, X sn G and assume that H n K = 1. If H is a 
nonabelian simple group, then [H, X ] = 1. 

P r ^ / . Let J = (H, X > and s = s(J: H). I f 5 < 1, then i / ^ J and [ i f , i f . 
I f [ i f , X ] ^ 1, then H = [H, X ] , so that H < KJ and KJ = J ; therefore 
X = J by subnormal i ty of X , wh ich leads to the contradic t ion H = HnX 
= 1. Consequently [ i f , X ] = 1. 

Assume therefore that 5 > 1, so that H ^ Hk for some k i n X . Since 
H nHk sn H, we must have H n # f c = 1 by simplici ty o f FT. N o w s(Hk: i f ) = 
5 — 1, so induc t ion on 5 yields [ i f , Hk~\ = 1. Fo r any h u h2 i n H we have, 
therefore, 

1 = /zfc

2] = [/z 1 ? h2lh29 fc]] = [/z 2, fc]] [/z 1 ? / z 2 ] [ f t - f c ] , 

wh ich implies that [hu h2~] e [ i f , X ] and H' < [ i f , X ] . Bu t H = H' since 
H is no t abelian, so H < [ i f , X ] ; jus t as before this leads to KJ = J and 
H=l. • 

13.3.2. A nonabelian simple subnormal subgroup normalizes every subnormal 
subgroup. 

Proof. Let H sn G and X sn G where H is simple and nonabelian. Since 
HnKsnH, either i f n X = 1, and therefore [ i f , X ] = 1 by 13.3.1, or i f < 
X . The result is now clear. • 

13.3.3. The join of a set of nonabelian simple subnormal subgroups is the di
rect product of certain of its members and hence is a completely reducible 
group without center. 

This follows directly f rom 3.3.11 and 13.3.2. 

13.3.4. / / H sn G and H is a nonabelian simple group, then HG is a minimal 
normal subgroup of G and H is a direct factor of HG. Thus s(G : H) < 2. 

Proof. By 13.3.3 the group HG is a direct product of conjugates of i f , inc lud
ing H we may suppose. I f 1 ^ A < i G and A < HG, then A must contain a 
conjugate o f H by 3.3.12. I t follows that HG < N and A = HG. • 

The Subnormal Socle 

I f G is any group, the subgroup generated by al l the m i n i m a l (i.e., simple) 
subnormal subgroups is called the subnormal socle o f G. Should G prove to 
have no m i n i m a l subnormal subgroups, we define the subnormal socle to 
be 1. 
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13.3.5. / / G is a group and S is its subnormal socle, then S = S0 x Sx where S0 

is the centerless completely reducible radical of G and Sx is a Baer torsion 
group. 

Proof. Le t S0 and Sx be the joins o f a l l the m i n i m a l subnormal subgroups o f 
G that are nonabelian and abelian respectively. I n the first place Sx is a Baer 
group by Exercise 12.2.11. I n add i t ion i t is generated by elements of finite 
order, so 12.1.1 shows i t to be a tors ion group. By 13.3.3 the subgroup S0 is 
completely reducible and i t has t r i v i a l center. O n the other hand, any nor
ma l completely reducible subgroup w i t h t r i v i a l centre is certainly contained 
i n S 0 . 

Obvious ly S = S0S1 and S 0 < i G, S ^ o G. Fur thermore 3.3.12 shows that 
iS0 r\S1 is a direct product of nonabelian simple groups; on the other 
hand, i t is also a Baer group. Since simple Baer groups have pr ime order, 
S0 n S x = 1 and S = S0 x Sx. • 

One can tell f rom the structure o f the subnormal socle whether a group 
has a finite number of m i n i m a l subnormal subgroups. 

13.3.6. Let G be a group with subnormal socle S. Then the following state
ments are equivalent. 

(i) G has only finitely many minimal subnormal subgroups. 
(ii) S is the direct product of a finite nilpotent group and finitely many non

abelian simple groups. 
(iii) S satisfies the minimal condition on subnormal subgroups. 

Proof, (i) -»( i i ) W r i t e S = S0 x Sx using the no ta t ion of 13.3.5. Certainly S0 

is the direct product of a finite number of nonabelian simple subnormal 
subgroups of G. As for Sl9 i t is surely finitely generated; since i t is also a 
Baer group, i t is n i lpotent (12.2.8). F ina l ly Sx is a tors ion group, so i t is 
actually finite (5.2.18). 

(ii) -» (iii) This follows f rom 3.1.7. 
(iii) —̂  (i) By 12.2.9 the group Sx is ni lpotent . Also (S^^ is generated by 

elements of pr ime order and satisfies m i n . By the structure of abelian groups 
w i t h m i n (4.2.11), or by direct observation, (S^^ is finite. Theorem 5.2.6 
now implies that Sx is finite. Hence there are only finitely many abelian 
m i n i m a l subnormal subgroups. O n the other hand, a nonabelian m i n i m a l 
subnormal subgroup is a direct factor o f S0 and of these there are only 
finitely many. • 

The Wielandt Subgroup 

The Wielandt subgroup o f a group G, 

co(G\ 
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is defined to be the intersection of a l l normalizers of subnormal subgroups 
of G. Thus G = co(G) i f and only i f every subnormal subgroup of G is nor
mal . Fo r example, according to 13.3.2 al l nonabelian m i n i m a l subnormal 
subgroups are contained i n co(G). I n general co(G) may well be trivial—see 
Exercise 13.3.2—but, as the next result w i l l show, this cannot happen i n a 
non t r iv i a l group satisfying min-s. 

13.3.7 (Wielandt) . Let N be a minimal normal subgroup of a group G and 
suppose that N satisfies the minimal condition on normal subgroups. Then 
N < co(G). 

Proof. By min-n there is a m i n i m a l n o r m a l subgroup Nx o f A and N = NG. 
A p p l y i n g 3.3.11 we can express A as a direct product of finitely many conju
gates o f Nx, inc luding Nx itself. Consequently each no rma l subgroup of Nx 

is actually n o r m a l i n A , a fact which shows Nx to be simple. By 3.1.7 the 
group A satisfies min-s. 

N o w let H sn G and wri te 5 = s(G : H). We shall prove that A normalizes 
H by induc t ion on 5 , wh ich can, o f course, be assumed greater than 1. Since 
A is m i n i m a l no rma l i n G, either HG n A = 1 or A < HG. The first possibil
i ty leads to [ A , i / G ] = 1 and hence to A < NG(H). Assume therefore that 
A < HG. N o w there is a m i n i m a l n o r m a l subgroup M o f HG contained i n 
A ; notice that M itself satisfies min-n because A satisfies min-s. Moreover 
s(HG: H) = s — 1, so the induc t ion hypothesis tells us that M and al l its 
conjugates normalize H. Hence A = MG normalizes H. • 

I n groups w i t h min-s the Wie landt subgroup is larger than one migh t 
expect i n the fo l lowing sense. 

13.3.8 (Robinson, Roseblade). / / a group G satisfies min-s, then co(G) has 
finite index in G. 

Proof. Let R denote the finite residual of G and let H sn G. T o prove that 
HR = H w i l l be conclusive. Accordingly assume that this is false and let the 
subnormal subgroup H be chosen m i n i m a l subject to HR ^ H. Denote by 
P the j o i n of a l l the proper subnormal subgroups of H; then PR = P by 
m i n i m a l i t y o f H. Moreover P < i H and clearly H/P must be simple. Since 
P < i HR and HR sn G, the group HR/P inherits the proper ty min-s f rom 
G. We may therefore invoke 13.3.6 to conclude that HR/P possesses only 
finitely many m i n i m a l subnormal subgroups. I f x e P, then P < Hx and 
Hx/P is a simple, and therefore m i n i m a l , subnormal subgroup of HR/P. 
Consequently the number o f conjugates o f H i n R is finite, or, equivalently, 
\R: NR(H)\ is finite. However R has no proper subgroups o f finite index, so 
P = NR(H) and H = HR, a contradic t ion. • 

This has an easy but interesting corol lary. 
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13.3.9. If the group G satisfies the minimal condition on subnormal subgroups, 
there is an upper bound for the defects of subnormal subgroups of G. 

Proof. Wr i t e W = co(G) and let H sn G. Then certainly H^L HW, while G/W 
is finite by 13.3.8. N o w HW/W is subnormal i n the finite group G/W, so 
certainly s(G : HW) <\G:W\=m. Hence s(G : i f ) < m + 1. • 

Characterizing Groups with the Minimal Condition 
on Subnormal Subgroups 

13.3.10 (Robinson). The following statements about a group G are equivalent. 

(i) G satisfies the minimal condition on subnormal subgroups. 
(ii) If H is a proper subnormal subgroup of G, there is at least one but 

only finitely many subnormal subgroups K which are minimal subject to 
H < K. 

(iii) Each nontrivial image of G has a nontrivial subnormal socle satisfying the 
minimal condition on subnormal subgroups. 

Proof, (i) -»( i i ) . Suppose G satisfies min-s but possesses infini tely many sub
n o r m a l subgroups K1,K2,... each o f wh ich is m i n i m a l subject to proper ly 
containing i f . N o w clearly i f sn KT and m i n i m a l i t y shows that i f < i K( and 
KJH is simple. Thus i f J = < X 1 ? K2,... >, then i f < i J and each KJH is a 
m i n i m a l subnormal subgroup of J/H. Let R denote the finite residual o f G. 
Then G/R is finite and R < co(G) by 13.3.8. Consequently R normalizes each 
KT and hence J: thus J < i JR. Nex t JR/R is generated by subnormal sub
groups KtR/R o f the finite group G/R. Hence JR/R sn G/R by 13.1.9, and 
JR sn G. I t follows that J sn G, f rom which we conclude that J/H satisfies 
min-s. However, according to 13.3.6 the group J/H cannot have infini tely 
many m i n i m a l subnormal subgroups, so we have a contradic t ion. 

(ii) -»(i i i ) . Suppose that G ^ 1 satisfies (ii). Then tak ing i f to be 1 and 
applying 13.3.6, we conclude that the subnormal socle of G is non t r iv i a l and 
satisfies min-s. Since the proper ty (ii) is inheri ted by images o f G, we deduce 
that (iii) is va l id i n G. 

(iii) -»( i ) . This is the m a i n thrust o f the theorem. I t w i l l be dealt w i t h i n 
four steps. 

(a) We begin by forming the series of successive subnormal socles 
{SJoc < P). This is the ascending series defined by the rules S0 = 1 and 
S a + 1 / 5 a = the subnormal socle of G/Sa, together w i t h the usual completeness 
cond i t ion Sx = ( J a < A 5 a i f ^ is a l i m i t ordinal . Not ice that (iii) guarantees 
that Sa < Sa+1 whenever Sa ^ G. Thus G = Sp and the series reaches G. 

(b) If 1 7^ i V < i G, then N n S x ^ 1. Certainly there is a first o rd ina l a 
such that N r\Sa ^ 1, and a cannot be a l i m i t o rd ina l by the complete
ness condi t ion . Hence N n S ^ = 1 and N n Sa ^ (N n SJS^/S^. N o w 
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(N n iS a)iS a_ 1/iS a_ 1 is n o r m a l i n SJS^ and must satisfy min-s since the latter 
does by hypothesis. Hence N n S a satisfies min-s and contains a m i n i m a l 
subnormal subgroup of G. I t follows that N nS1 ^ 1. 

(c) G satisfies min-n . Suppose that Nx > N2 > • • • is an infinite descend
ing chain o f no rma l subgroups of G, and let I = N1n.N2c\--. Then G/I 
inherits proper ty (iii) f rom G, so we may pass to G/I; i n short assume that 
1=1. N o w N1r\S1 > N2r\Sx > • and o f course Nt n S ^ ^ . However Sx 

satisfies min-s, so there is an integer i such that NinS1 = Ni+1 nS1 =, etc. 
Since / = 1, i t follows that NinS1 = 1, which , i n view of (b), means that 
Nt = 1; but this is false. 

(d) Conclusion. Since G satisfies min-n , i t has a unique smallest subgroup 
R w i t h finite index. I t follows f rom 3.1.8 that R too satisfies min-n . I f i t can 
be shown that every subnormal subgroup of R is normal , i t w i l l fo l low that 
R satisfies min-s, and hence that G satisfies min-s. 

We first refine the ascending series {SJoc < /?} to one w i t h simple factors; 
this can be done on the basis o f our knowledge of the structure o f <Sa+i/Sa 

by inserting addi t iona l terms. 
N o w let H be any subnormal subgroup of R. Intersecting H w i t h the 

terms o f the refined series described i n the previous paragraph, one obtains 
an ascending series o f H whose factors, after deletion of repetitions, are a l l 
simple. The length of this series shall be termed the height o f H. I f H is no t 
n o r m a l i n R, we may assume that H has been chosen of m i n i m a l height a 
w i t h this property. I t is obvious that a cannot be a l i m i t ordinal , so there 
exists a subgroup X , normal i n i f , such that H/K is simple and K has height 
a — 1. N o w i f L sn X , then L has height a — 1 or less and L < i R by choice 
of H. Since R satisfies min-n , we conclude that X satisfies min-s. 

Nex t X < i R and | G : R\ is finite, f rom which i t follows that X has only a 
finite number of conjugates i n G. Each such conjugate is no rma l i n R and 
has min-s, so that M = KG also satisfies min-s by 3.1.7. Consider now the 
subnormal socle T/K o f R/K. Since T < i R, we have T n M < M , which 
shows that TnM satisfies min-s. Fur thermore T/TnM ^ TM/M and the 
latter, being an image of T/K, is generated by m i n i m a l subnormal sub
groups. Therefore TM/M is contained i n the subnormal socle of G / M , i n 
wh ich i t is even subnormal. I t follows f rom the hypothesis that TM/M 
satisfies min-s. By 3.1.7 we conclude that T satisfies min-s and 13.3.6 implies 
that R/K has only finitely many m i n i m a l subnormal subgroups. However, i f 
xe R, then X < i Hx and Hx/K is m i n i m a l l y subnormal i n R/K. F inal ly , we 
deduce that H has finitely many conjugates i n R, so that R since R has 
no proper subgroups of finite index. • 

13.3.11 (Wielandt) . A group G has a composition series of finite length if and 
only if it has only finitely many subnormal subgroups. 

Proof. I f G possesses only finitely many subnormal subgroups, i t certainly 
satisfies max-s and min-s, and therefore has a composi t ion series o f finite 



402 13. Subnormal Subgroups 

length (see 3.1.5). Conversely, let G have such a composi t ion series: then G 
has min-s and hence proper ty (ii) o f 13.3.10. I t is now clear that a composi
t i o n series i n G can be formed i n only finitely many ways. Every subnormal 
subgroup appears i n some composi t ion series, so the result follows. • 

EXERCISES 13.3 

1. I f G is a group with min-s and / is the composition length of G/co(G% prove that 
no subnormal defect in G exceeds / - h i . 

2. I f G = then co(G) = 1. 

3. I f G is a torison-free nilpotent group, prove that co(G) = £G; does this hold for 
all nilpotent groups? (Remark: According to a theorem of Schenkman [a l84] 
co(G) < £2G if G is nilpotent.) 

4. Need a group with max-s have bounded defects? 

5. Suppose that G has min-s and let R be its finite residual. Prove that G/R is the 
largest quotient of G which is a Cernikov group. Deduce that R' is perfect and 
has no proper subgroups of finite index. 

6. I f G is a group with min-s, the set of subnormal subgroups of G is a complete 
lattice. 

7. (J.E. Roseblade). Let H sn G and K sn G. I f H and K have min-s and H has no 
proper subgroup of finite index, show that KH = K. [Hint: Use induction on 
s(G: H) and choose K minimal subject to KH # K.~] 

8. (D. Robinson, J.E. Roseblade). Let H sn G, K sn G and J = <H, K}. I f H and K 
have min-s, prove that J sn G and J has min-s. 

9. I f H is ascendant in G and H satisfies min-s and has no proper subgroup of 
infinite index, prove that H sn G and s(G : H) < 2. 

10. (D. Robinson). I f a group satisfies the minimal condition on subnormal sub
groups with defect < 2, prove that it satisfies min-s. [Hint: Use 13.3.10.] 

13.4. Groups in Which Normality 
Is a Transitive Relation 

We shall be interested i n groups G w i t h the fo l lowing property: H < X < G 
always implies that G. Such groups are called T-groups, the " T " stand
ing for t ransi t iv i ty o f course. Thus, T-groups are precisely the groups in 
which every subnormal subgroup is normal 

Several examples of T-groups are at hand. By 3.3.12 every completely re
ducible group is a T-group. Also a nilpotent group is a T-group if and only if 
every subgroup is normal, i.e., i t is a Dedekind group. The structure o f Dede-
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k i n d groups, completely determined i n 5.3.7, w i l l be impor tan t i n the sequel. 
The smallest finite group that is not a T-group is the dihedral group of 
order 8. 

13.4.1. If G is a T-group and C = CG(G'\ then C is the Fitting subgroup G. 
Moreover C is a Dedekind group. 

Proof I n the first place, since [ C , C ] < [ G ' , C ] = 1, the group C is certainly 
ni lpotent and C < F i t G. Le t A be any no rma l ni lpotent subgroup of G and 
pick an element x o f A . Then <x> sn A < a G, so that <x> < i G by the prop
erty T. N o w G/CG(x) is isomorphic w i t h a subgroup of A u t < x > and the 
latter is abelian (1.5.5). Hence G' < CG(x) and xeC.lt follows that N < C 
and thus C = F i t G. Final ly , a subgroup of C is subnormal and hence nor
ma l i n G. Consequently C is a Dedekind group. • 

Using this lemma we may easily establish the basic result on soluble T-
groups. 

13.4.2 (Robinson). Every soluble T-group is metabelian. 

Proof. Le t us suppose that this is false. Then, because the property T 
is inheri ted by quotients, we can f ind a T-group G such that G" = G ( 2 ) is 
abelian but non t r iv ia l . N o w G" < F i t G and F i t G = CG(Gf) by 13.4.1, f rom 
which i t follows that [ G " , G ' ] = 1 and G' is ni lpotent . Hence G' < F i t G = 
CG(G') and we reach the cont radic t ion G" = 1. • 

Finite Insoluble T-Groups and the Schreier Conjecture 

F o r the most par t we shall be interested i n soluble T-groups, but for the 
moment consider a general T-group G. By 13.4.2 a no rma l soluble subgroup 
of G is metabelian. Consequently the un ion of any chain of no rma l soluble 
subgroups o f G is soluble (and, of course, normal) . I t follows easily by 
Zorn 's L e m m a that G contains a unique max ima l no rma l soluble subgroup, 
say S. Moreover the group G = G/S is semisimple, i.e., i t has no non t r iv ia l 
n o r m a l abelian subgroups. Nex t G / G ( 3 ) is a soluble T-group, so i t is meta
belian. Hence G" is a perfect semisimple T-group. Disc la iming any interest 
i n soluble T-groups for the present, let us replace G" by G. 

N o w suppose that G is i n add i t ion finite and let R be the completely 
reducible radical of G. Then R = Sx x • • • x Sr where St is a finite non
abelian simple group. Clearly G and G/CG(<Sl) is isomorphic w i t h a sub
group of A u t S(; moreover the subgroup S^C^S^/Q^S,-) corresponds to 
I n n S{ under this isomorphism. 

There is a famous conjecture of Schreier to the effect that the outer auto
morph i sm group of a finite simple group is soluble. I t has been verified on a 
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case by case basis, using the classification o f finite simple groups. Thus, we 
may state that O u t St is soluble, whence so is G/SiCG(Si). However G is per
fect, so G = SiCG(Si) = St x CG(Si). The same procedure can be applied to 
CG(St), the end result being that G = Sx x S2 x • • • x Sr. Thus a finite perfect 
semisimple T-group is completely reducible. 

F r o m now on we shall deal exclusively w i t h soluble T-groups. 

Power Automorphisms 

A n au tomorphism of a group G that leaves every subgroup invar iant is 
called a power automorphism. The te rminology is a na tura l one since such 
an au tomorphism maps each element to one of its powers. I t is clear that 
the set of power automorphisms of G is a subgroup of A u t G: this w i l l be 
wr i t t en 

Paut G. 

Power automorphisms of abelian groups arise i n the theory o f soluble 
T-groups i n the fo l lowing way. Suppose that G is a T-group and that A is a 
no rma l abelian subgroup of G. Conjugat ion by an element of G yields a 
power au tomorphism of A, so that there is a m o n o m o r p h i s m 

G/CG(A) -> Paut A. 

Whi le much can be said about power automorphisms of abelian groups, 
we shall record only the bare m i n i m u m necessary for the present exposit ion. 
(For further in format ion see Exercise 13.4.9.) 

13.4.3. Let cube a power automorphism of an abelian group A. 

(i) If A contains an element of infinite order, then either a is the identity or 
aa = a - 1 for all a in A. 

(ii) If A is a p-group of finite exponent, there is a positive integer I such that 
aa = a1 for all a in A. If a is nontrivial and has order prime to p, then a is 
fixed-point-free. 

Proof, (i) Suppose that a is an element of infinite order i n A and let b be any 
element o f A. Then there exist integers /, m, n such that aa = a1, ba = bm 

and (ab)a = (ab)n. Not ice that / = ± 1 here. The homomorph i sm condi t ion 
(abf = aaba gives anbn = albm. I f <a> n <b> = 1, then a" = a1 and bn = bm. 
Since a has infinite order, / = n and ba = bm = bl. If, on the other hand, 
<a> n <b> 7^ 1, then ar = bs ^ 1 for some r and 5 : i n this case appl icat ion of 
a yields arl = bsm = arm, wh ich shows that / = m and again ba = bl. 

(ii) By 4.3.5 the group A is a direct product of cyclic p-groups. Let <a> be 
a cyclic direct factor of m a x i m u m order and let <b> be any cyclic direct fac
tor of a complement o f <a> i n A. Denote the orders of a and b by pr and ps 

respectively. N o w aa = a1, ba = bm and (abf = (ab)n for certain integers /, m, 
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n. Hence albm = anbn, wh ich implies that / = n m o d p r and m = n m o d ps. 
Since s < r, we obta in / = m m o d ps and ba = bl. This proves the first part. 

Suppose that a ^ 1 is no t fixed-point-free; then / = 1 m o d p and so 
lpe'x = 1 m o d pe where pe is the exponent of A. Therefore ocpe'1 = 1. • 

Structure of Finite Soluble T-Groups 

13.4.4 (Gaschiitz). Let G be a finite soluble T-group and write L = [ G ' , G ] . 
Then L is the smallest term of the lower central series, L is abelian and G/L is 
a Dedekind group. Also \L\ is odd and is relatively prime to | G : L | , so that L 
has a complement in G. 

Proof. L i k e G the group G / y 4 G is a T-group, and since i t is ni lpotent , i t is a 
Dedekind group and thus of class at most 2. Hence L = y3G = y 4 G . Since 
L < G', we see at once f rom 13.4.2 that L is abelian. T o show that L has 
odd order we examine the T-group G/L2. Conjugat ion i n L/L2 yields power 
automorphisms; however L/L2 is an elementary abelian 2-group and such 
groups have only one power au tomorphism, the ident i ty automorphism. I t 
follows that L/L2 is central i n G and L = [ L , G ] < L 2 . Thus L = L 2 , wh ich 
shows that | L | is odd. 

Let p be a pr ime d iv id ing | L | ; i t remains to prove that G / L has no ele
ments of order p; for the existence of a complement w i l l then fo l low f rom 
the Schur-Zassenhaus Theorem (9.1.2). Keep i n m i n d that p must be odd. 
I n what follows L p and Lp> denote the Sylow p- and Sylow //-subgroups o f 
L . Let M(p)/L be the Sylow p-subgroup of G / L and consider the p-group 
M(p)/Lp>; this is abelian because i t is a Dedek ind group of odd order. W r i t e 
C(p) for CG(Lp). Then, since M(p)/Lp, is abelian and L p < M ( p ) , we have 
[ L p , M ( p ) ] <LpnLp, = l and M ( p ) < C(p). Therefore G/C(p) is a p '-group; 
i t is also isomorphic w i t h a subgroup of Pau t (L p ) . Let x e G\C(p)-note that 
C(p) = G w o u l d i m p l y that [ L , G] = [_Lp>, G] < L . By 13.4.3 the element x 
induces by conjugat ion i n L p an au tomorphs im av-+am where m ^ 1 m o d p. 
Also L p and L/Lp, are isomorphic as <x>-modules, so x must induce i n 
M(p)/Lp> a power au tomorphism A H A " where n ^ 1 m o d p. Hence M ( p ) = 
[ M ( p ) , x~\Lp,. Bu t M(p)/L is contained i n the centre o f the Dedekind group 
G / L because p is odd; consequently [ M ( p ) , x ] < L and thus M ( p ) = L , 
wh ich completes the proof. • 

Constructing Finite Soluble T-Groups 

Enough in fo rmat ion is n o w at hand for us to be able to construct a l l finite 
soluble T-groups. 

Let A be a finite abelian group of odd order and let B be a finite Dede
k i n d group whose order is relatively pr ime to that of A. Fur thermore let 
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there be given a h o m o m o r p h i s m 9: B -* Paut A w i t h the proper ty that for 
each pr ime p d iv id ing | A | there is an element bp o f B such that b% acts non-
t r iv ia l ly on the p-component of A. N o w fo rm the semidirect product 

G(A, B,9) = B txe A. 

Obvious ly this is a finite soluble group. T o see that i t is also a T-group we 
must establish a lemma. 

13.4.5. Let N be a normal subgroup of a finite group G and assume that the 
following hold: 

(i) G/N is a T-group; 
(ii) H sn N implies that FT<a G; 

(iii) | A | and \ G: N\ are relatively prime. 

Then G is a T-group. 

Proof. Assume that FT <a K<a G; i t must be shown that FT<a G. N o w H n A 
sn A , so H n i V < G by (ii). Thus by passing to quotient groups m o d u l o 
Hn A we may suppose that HnN = 1. This implies that \H\ and | A | 
are relatively prime. Let M = K n(HN) = H(K n A ) ; then M < G since 
FTA<a G i n view of (i). Also FT<a M. Hence, i f n is the set o f a l l pr ime d i v i 
sors of | G : A | , then H is the unique H a l l 7r-subgroup of M . Therefore H is 
characteristic i n M and no rma l i n G. • 

A p p l y i n g 13.4.5 w i t h A = A we deduce that G(>1, B, 9) is a T-group. Also 
by 13.4.4 every finite soluble T-group is i somorphic w i t h some G(>1, B, 9 ) . 
Notice that i f G = G(>1, B, 9\ then A = [A, G ] by the construction, and 
A = y3G. 

13.4.6. The group G(A, B, 9) is a finite soluble T-group. Every finite soluble 
T-group is isomorphic with some G(A, B, 9 ) . 

I n general a subgroup of a T-group need not be a T-group. F o r example, 
^4 5 is simple, so i t is certainly a T-group; but A5 has a subgroup isomorphic 
w i t h A4, wh ich is no t a T-group. However the s i tuat ion is different for finite 
soluble T-groups. 

13.4.7 (Gaschlitz). A subgroup of a finite soluble T-group G is a T-group. 

Proof. Le t L = y3G and let FT < G. W e k n o w f rom 13.4.4 that \L\ and | G : L \ 
are relatively prime, wh ich clearly implies that \HnL| and \H:HnL| are 
relatively prime. Also H/H n L ^ HL/L < G/L, so that H/H n L , being iso
morphic w i t h a subgroup of a Dedek ind group, is certainly a T-group. Sub
groups of HnL are n o r m a l i n G, and therefore i n FT. Tha t FT is a T-group is 
now a direct consequence of 13.4.5. • 
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13.4.8. A finite group with cyclic Sylow subgroups is a soluble T-group. 

This follows directly f rom 1 0 . 1 . 1 0 and 13.4.5. 

Finitely Generated Soluble T-Groups 

W h i l e much is k n o w n about infinite soluble T-groups, the si tuation is more 
complicated, there being several distinct types of group, some of which defy 
classification. A detailed account o f these groups is given i n [ a 1 6 6 ] . Here we 
shall be content to describe the finitely generated soluble T-groups: i n this 
case there are no surprises. 

13.4.9 (Robinson). A finitely generated soluble T-group G is either finite or 
abelian. 

Proof. Assume that G is infinite and not abelian. Let C = C G (G ' ) . Since G' is 
abelian (by 13.4.2) , the finiteness of C w o u l d i m p l y that of G' and hence that 
of | G : C|; i n short G w o u l d be finite. Therefore C is infinite. 

Let x l 9 . . . , x n generate G and put ctj = [xh Xj]. Then <c 0 ><a G by the 
proper ty T and the commuta t iv i ty of G'; i t follows that G' is generated by 
the elements cij9 no t merely by their conjugates. Hence G' is a finitely gener
ated abelian group and as such i t satisfies max; therefore G satisfies max. 
N o w consider C: this is a finitely generated, infinite n i lpotent group (see 
13.4.1) , so i t must contain an element o f infinite order ( 5 . 2 . 2 2 ) . However 
i n view of the structure o f Dedek ind groups this can only mean that C is 
abelian. O f course C ^ G by hypothesis. 

N o w let g e G\C. Then g induces a non t r iv i a l power au tomorphism i n 
C; using 13.4.3 one deduces that c9 = c - 1 for a l l c i n C. Moreover this is 
the only non t r iv i a l power au tomorphism of C. Since G' < C, we see that C 
equals its centralizer i n G and \G:C\ = 2. Thus G = C> and g2 e C, so 
that g2 = (g2)9 = g~2 and g* = 1. Nex t [ C , g~] = C 2 , wh ich implies that 

C 2 ><a G. Similar ly [ C 2 , # ] = C 4 , wh ich leads to C 4 > < ] C 2 > . 
Therefore C 4 > <a G, f rom which i t follows that [ C , # ] = C2 < <g, C 4 > . 
Consequently C 2 = C 2 n « # > C 4 ) < <# 2 , C 4 > . Thus we arrive at the equa
t i o n 

ig\ C 2 > = ig\ C 4 > . 

Let T denote the tors ion subgroup of C and wri te C = C/T. Since g2 e T, 
the above equation yields C 2 = C 4 . Bu t C is a free abelian group, being 
finitely generated and torsion-free. Therefore C is t r i v i a l and C = T is finite. 

• 
EXERCISES 13.4 

1. A group which satisfies min-s and has no proper subgroups of finite index is a 
T-group. 
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2. A Baer T-group is a Dedekind group. 

3. A hypercentral T-group is soluble, but not necessarily nilpotent. [Hint: The 
locally dihedral 2-group.] 

4. A subgroup of an infinite soluble T-group need not be a T-group. 

5. I f G is a finite T-group, prove that Frat G is abelian. 

6. Let A be a group of type 5°° and let 6 be a primitive fourth root of unity in 
the ring of 5-adic integers. Define G = <x> K A where x induces in A the auto
morphism a i—• a9. Prove that G is a soluble T-group but Frat G is not even 
nilpotent (cf. Exercise 13.4.5). 

7. Using the notation of 13.4.6, find necessary and sufficient conditions for two 
groups G(A, B, 6) and G(A, B, 6) to be isomorphic. 

8. (T. Peng, D. Robinson). Let G be a finite group. Prove that G is a soluble T-
group if and only if every p-subgroup is pronormal in G for all primes p. [Hint: 
Refer to Exercises 10.3.3-10.3.5. To prove sufficiency let G be a minimal counter
example with the pronormality property. I f p is the smallest prime dividing |G|, 
then G is p-nilpotent.] 

9. Let A be an abelian torsion group. 
(a) I f Ap is the p-component of A, show that Paut A ~ Crp (Paut Ap). 
(b) I f Ap has infinite exponent, prove that Paut Ap is isomorphic with the group 

of units of the ring of p-adic integers. I f 1 # a e Paut Ap has finite order 
and p > 2, then a is fixed-point-free and a p _ 1 = 1. (This together with 13.4.3 
completes the description of power automorphism groups of abelian groups.) 

10. Let G be a soluble T-group which is a torsion group. Set L = [G', G]. Prove 
that: 
(a) L 2 is a divisible abelian 2-group (which need not be trivial); 
(b) elements of L2> and G/L2> have relatively prime orders. 
[Hint: Imitate the proof of 13.4.4 and appeal to Exercise 13.4.9.] 

11. (D. Robinson). Let G be a nonabelian soluble T-group such that C = CG(G') is 
not a torsion group. Show that C is abelian and that G = <t, C> where t induces 
a i—>a_1 in C, the element t2 belongs to C and has order 1 or 2, and <t 2 , C 2 > = 
<t 2 , C 4>. Conversely show that a group with this structure is a T-group. [Hint: 
Examime the proof of 13.4.9.] 

12. Let G be a nonabelian soluble group all of whose subgroups are T-groups. 
Prove that G is a torsion group and L = [G', G] contains no involutions. [Hint: 
use Exercise 13.4.11 to show that C = CG(G') is a torsion group. Then argue that 
G is a torsion group with the aid of 13.4.9.] 

13.5. Automorphism Towers and Complete Groups 
The ma in result of this section is an impor t an t proper ty of subnormal sub
groups w i t h t r i v i a l centralizer i n a finite group. A consequence of this is the 
famous theorem of Wie land t on au tomorph ism towers. The first result is 
quite elementary. 
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13.5.1. Let H be a subnormal subgroup of a finite group G and let n be a 
set of primes. Write R = On(G) and define H/M to be the largest n-quotient 
group of H. Then R normalizes M. 

Proof Let r e R: then the mapping x i-» [ r , x ] [R, M , M ] is a homomor 
phism f rom M i n to the 7i-group [R, M ] / [ K , M , M ] , w i t h kernel K say. Thus 
M/K is a 7r-group, wh ich implies that M/L is a 7i-group where L is the core 
of K i n H. I t follows that H/L is a 7i-group, whence M = L = K by maxi 
ma l i ty of H/M. Consequently [ r , M ] < M , M ] and thus M ] = 
[ # , M , M ] . By 13.1.3 this gives MT = M7,2 = etc, where T = (R, M). 
However M < H , so M sn G and thus M sn T. Hence M = M T and 
MR = M. • 

We are now equipped to prove the m a i n theorem of this section. 

13.5.2 (Wielandt) . Let G be a finite group and suppose that H is a subnormal 
subgroup of G with the property CG(H) = 1. Then there is an upper bound for 
|G | depending only on\H\. 

Proof, (i) We construct a series of characteristic subgroups i n H, say 1 = 
S0 < Sx < • • - < St = H, i n the fo l lowing manner. I f H is semisimple, let Sx 

be generated by al l (nonabelian) simple subnormal subgroups of H. I f H is 
no t semisimple, there is a pr ime px such that 0Pi(H) ^ 1; i n this case define 
Sx to be 0Pi(H). Similar ly S2/Sx is generated by al l simple subnormal sub
groups of H/Sx i f the latter is semisimple: otherwise S2/Sx = 0 P 2 ( / f / S 1 ) ^ 1 
for some pr ime p2. Con t inu ing i n this manner we construct a series of the 
required type. 

There is a corresponding par t ia l series i n G, say 1 = R0 < Rx < • • • < Rt; 
this means that Ri+1/R{ is generated by a l l the nonabelian simple subnormal 
subgroups of G/R( i f 5 f + 1 / S f is the corresponding subgroup of H/Sh while 
Ri+1/Rt = 0Pi(G/Rt) i f Si+1/St = 0Pi(H/St). 

These series are related by the inclusion 

St < Rt. 

This is certainly true i f i = 0. Suppose that i > 0 and 5 £_ x < Rt-i. Then 
Sf/Sf-x, and hence SiR^/R^, is either a p r g r o u p or is generated by 
simple subnormal subgroups. N o w SiRi_1/Ri_1 is subnormal i n G/Ri_1 

because H sn G. Hence St < R( by defini t ion of Rt. 
(ii) It is sufficient to bound \Rt\ in terms of h = \H\. Fo r H = St < Rt, so 

that CG(Rt) < CG(H) = 1 and CG(Rt) = 1. Therefore \G\ = \G: CG(Rt)\ < 
| A u t Rt\ and this last cannot exceed \Rt\l 

(iii) There is an integer m(h, i) such that \Rt\ < m(h, i). Not ice that the 
theorem w i l l fo l low once this has been proved: for we may take i to be t and 
observe that t < \H\ = h. 

We can of course define m(/z, 0) to be 1, and we assume that m = 
m(/z, i — 1) has been found so that \Rt-i \ < m. 
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Suppose first that H/Si_1 is semisimple. I n this case Rt normalizes 
HRi_1/Ri_1 by 13.3.2. Moreover C^HR^) < CG(H) = 1, so that \Rt\ < 
\Aut(HRi_1)\, wh ich does not exceed (hm)\. I n this case define m(/z, i) to be 
(hm)l 

Otherwise and hence R^R^, is a p r g r o u p . Let H/Nt be the 
largest p r q u o t i e n t of H; then HRi_1/NiRi_1 is surely the largest p r q u o t i e n t 
of HRi_1/Ri_l9 and we deduce f rom 13.5.1 that Rt normalizes NiRi_1. There
fore, on w r i t i n g Q for C ^ A ^ ^ ) , we have \Rt : Q | < | A u t ^ P ^ ) ! < (hm)l 

Let Pi be a Sylow p r s u b g r o u p of H and let Qt be a Sylow p r s u b g r o u p of 
HQ conta ining Pt. N o w Pt normalizes NiRi_1 since Pt < FT; hence Cf l = Q . 
Also Pt < Q(. Hence P f normalizes 7] = Q n Qt. Suppose that Tt ^ 1. N o w 
PtTt is a p r g r o u p , so i t is n i lpotent and Tt contains a non t r iv i a l element x i n 
the center o f P t 7] (see 5.2.1). Bu t x e Q < C G ( A t ) and FT = PtNi9 wh ich leads 
to x e CG(H) = 1. By this cont rad ic t ion 7] = 1. However 7] is a Sylow p-
subgroup of Q and R^R^ is a p r g r o u p . I t follows that Q < P t _ ! and | Q | 
< m. F ina l ly | P f | < m((/zm)!), a number which we take to be our m(/z, i ) . • 

The Automorphism Tower of a Group 

Suppose that G is a group w i t h t r i v i a l center. I f g e G, let gx denote conjuga
t i on i n G by g. Then T: G - » A u t G is a m o n o m o r p h i s m whose image is 
I n n G, the no rma l subgroup of a l l inner automorphisms of G. Suppose that 
a i n A u t G centralizes I n n G. Then gx = (gx)a = (ga)x by 1.5.4. Since T is a 
monomorph i sm, i t follows that g = ga for a l l g i n G, and a = 1. Hence 

C A u t G ( I n n G ) = 1. 

I n part icular A u t G has t r i v i a l center and so the same procedure may be 
applied to A u t G. By mak ing suitable identifications we can i n this way con
struct an ascending chain o f groups 

G = G 0 < G ! < " G ^ G a + 1 < a ••• 

w i t h the properties 

G G a + 1 ( G a ) = 1, G a + 1 = A u t G a , 

and G A = ( J ^ < A G^ for l i m i t ordinals X. This chain is called the automorphism 
tower of G. A natura l question is whether the tower always terminates. 

I n studying au tomorphism towers the fo l lowing simple lemma is useful. 

13.5.3. Let G = G 0 o Gx o • • • G a o G a + 1 o • • • , a < /?, be an ascending chain 
of groups such that C G a + i ( G a ) = 1 for all a. Then C G a ( G 0 ) = 1. 

Proof. I f this is false, there is a least o rd ina l a such that C = C G a ( G 0 ) ^ 1, 
and a is certainly no t a l i m i t ordinal . We argue that [ G y , C ] = 1 for a l l 
y < a. Suppose that this is true for a l l ordinals preceding y but no t for y. 



13.5. Automorphism Towers and Complete Groups 411 

Then y is no t a l i m i t o rd ina l and [ G y _ 1 ? C ] = 1, so C = C G ( G y _ 1 ) . Hence 
C is G y - in var iant and [ G y , C ] < G0(_1 n C = C G a _ 1 ( G 0 ) = 1 a contradict ion. 
Therefore C < C ^ G ^ ) = 1, a f inal contradic t ion. • 

The classical result on the au tomorphism tower problem can now be 
proved. 

13.5.4 (Wielandt) . The automorphism tower of a finite group with trivial cen
ter terminates after finitely many steps. 

Proof Le t G = G 0 <a Gx <a • • • be the au tomorphism tower of a finite group 
G. Then CGi+l(Gt) = 1 for a l l i and thus CGi(G0) = 1 for a l l i by 13.5.3. N o w 
G 0 sn Gt; thus 13.5.2 shows \Gt\ to be bounded above by a number depend
ing only on |G| . Hence there is an integer i such that Gt = Gi+1 = etc. • 

M o r e generally, 13.5.4 is st i l l true i f G is a Cern ikov group (Rae and 
Roseblade [ a l 6 1 ] ) . O n the other hand, there are groups w i t h infinite auto
morph i sm tower, the infinite dihedral g roup being an example (Exercise 
13.5.4). 

Recently S. Thomas has established the interesting fact that the auto
morph i sm tower of any centerless group terminates after a possibly infinite 
number of steps. The p roo f is remarkably simple, using only some basic 
properties o f cardinal numbers. I n what follows c+ denotes the successor 
cardinal to a cardinal number c. 

13.5.5. Let G be an infinite group with trivial center. If {Ga} is the auto
morphism tower of G, then Gx = G A + 1 = etc , where X is the smallest ordinal 
with cardinal ( 2 | G | ) + . 

Proof As usual we wri te the au tomorphism tower as 

G = G 0 <a G ^ • G a < a G a + 1 < a 

Then CGfG) = 1 for a l l a, by 13.5.3. Le t cp e A G ( G ) ; then the restrict ion 
<Pi — <P\G * s a n element of A u t G = G 1 ? and cpcpi1 e CG(G) = 1. Therefore 
(p = q>i and we have shown that A G ( G ) = Gx for a l l a. I t follows that 
| G a + 1 : G J equals the cardinal i ty of the set of conjugates of G i n G a + 1 . A l l 
such conjugates are contained i n G a , so | G a + 1 : G J < | G J | G | . I t follows that 

| G a + 1 | = | G 1 | - | G a + 1 : G,\<|G1|-|Ga|lG' = | G a | l G ' . 

Let a < X where X is the smallest o rd ina l w i t h cardinal i ty c = ( 2 | G | ) + ; thus 
X is a l i m i t ordinal . We argue by transfinite induc t ion that |GJ < c i f a < X. 
Assume that \Gp\ < c for a l l /? < a. I f a > 0 is not a l i m i t ordinal , then 
|GJ < | C?«_i | | c y | < 2 | G | < c. If, on the other hand, a is a l i m i t ordinal , then 
|GJ < 2 | G | | a | < c since |a| < c. 
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Assume that Gx ^ Gx+1; then G A ^ G A + 1 for a < X and thus | G A | > c. Let 
(p G GX+1\GX and let a x < X. We shall argue that there is an o rd ina l a such 
that oc1 < a < X and GA^ = G A . I n the first place, | G < * > | < | G a J x ° < 2 | G | < c. 
N o w c is a regular cardinal, i.e., i t cannot be expressed as a sum of fewer 
than c smaller cardinals. F r o m this i t follows that G ^ < Gaj for some 
a 2 < X. Similar ly G^y < Ga3 w i t h a 3 < X, and so on. Put a = l im(a t ) ; then 
a < I since |GJ < c, and clearly G,f = G A . 

The argument jus t given shows that there is an unbounded set A o f o rd i 
nals preceding X such that Gl = Ga for a l l a i n A. F o r each a i n A we k n o w 
therefore that cp\Ga is an au tomorphism of G A , and hence is conjugation by 
some ga e Ga+1. I f /? is another o rd ina l i n A and a < /?, say, then g ^ J 1 G 
C G A ( G J < C G A ( G ) = 1. Hence ga = gp = g, say, which is independent of a. 
This means that for every a i n A, the au tomorphism cp\Ga is conjugation by 
g. Bu t C is unbounded, so i t follows that cp is conjugat ion by g i n G A , and 

G I n n Gx = G A , a contradic t ion. • 

Complete Groups 

A group G is said to be complete i f its center and outer au tomorphism 
group are bo th t r iv ia l . This is equivalent to requir ing that the conjugat ion 
map G -» A u t G be an isomorphism. I t is clear that the au tomorphism 
tower of a centerless group terminates as soon as a complete group is 
reached i n the tower. 

The fo l lowing result is an immediate consequence of Wielandt 's theorem 
on the au tomorphism tower. 

13.5.6. A finite group with trivial center is isomorphic with a subnormal sub
group of some finite complete group. 

This certainly indicates that complete groups can have very complex sub
no rma l structure. I t is na tura l to ask i f the restr ict ion on the center is neces
sary here. As i t turns out, the theorem remains true when the center is 
al lowed to be non t r iv ia l . 

13.5.7. Every finite group is isomorphic with a subnormal subgroup of some 
finite complete group. 

Proof. I n the l ight of 13.5.6 we recognize that i t suffices to prove the fo l low
ing proposi t ion: a finite group G is isomorphic with a subnormal subgroup of 
some finite group with trivial center. 
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Let C be the center of G, wh ich we can assume nont r iv ia l . Let p be a 
pr ime no t d iv id ing \C\ and consider the standard wreath product 

W= G^T 

where T = <£> has order p. Identify G w i t h one of the direct factors of the 
base group B, say Gx. Then G sn W. 

I t w i l l be necessary to identify the center of W. Suppose that CW£ B; 
then W = (CW)B since \ W:B\=p, and thus tb e CW for some b e B. Let 
1 ^ a e G and put c = (a, 1, 1 , . . . , 1) e B. Then ctb = (1 , a, 1 , . . . , l ) b = c, wh ich 
gives the cont radic t ion a = 1. Thus £ W < 5. I f ( g 0 , gl9..., ) e £W, then, 
since 

( # 0 , 0 l 9 . . . , gp_J = (gp_l9 g0, g l 9 . . . , gp-2\ 

i t follows that g0 = g1 = -- = gp_v = g say. Also conjugation by (x, 1, 1 , . . . , 1) 
show that gx = g for a l l x i n G, so g e C. These considerations demonstrate 
that consists of those elements of B having al l their components equal 
and i n C. Not ice that G1n(£W)=l and Gx ~ G1{CW)/CW W/CW. T o 
complete the p r o o f let us show that G* = W/CW has t r i v i a l centre. 

Suppose that u(CW) e CG* but u $ CW. I f u $ B, then W = <w, £ > and t = 
um m o d B for some integer m. Choose 1 ^ c e C and take b to be the ele
ment (c, 1 , . . . , 1). Since [ft, 5 ] = 1, i t follows that [b , t ] = [ft, w m ] e CW. N o w 
a simple calculat ion shows that [b , t ] = ( c - 1 , c, 1 , . . . , 1). O u r description of 
CW forces p to be 2 and c'1 = c, so c2 = 1: however |C | is odd since p J |C | , 
so c = 1. By this contradic t ion, ue B. 

Let w = (w 0 , where u f e G. I f b = (b 0 , b 1 ? . . . , b ^ ) is an ele
ment of B, then [b , u] has components [b t-, w j , i = 0, 1 , . . . , p — 1. Take 
& ! = • • • = b ^ = 1; since [b , w] e CW, we deduce that [ b 0 , w 0 ] = 1 for a l l b 0 

i n G; hence w 0 e C and similar ly w l 9 . . . , up_x belong to C. Nex t the i t h com
ponent of [w, t ] is u^Ui-i and [w, t ] e (VK Hence j ; = Wj~ V - i is independent 
of i and belongs to C. W i t h up = w 0 , the product of the u'[1ui_1 for i = 
1, 2 , p equals 1; therefore yp = 1. B u t C has no element of order p; i t 
follows that y = 1. Hence wf = for a l l i and u e CW. • 

More on Complete Groups 

The chapter concludes w i t h some cri teria for a group to be complete, the 
most famous being the direct factor property. 

13.5.8 (Holder , Baer). A group G is complete if and only if whenever G ~ N 
and N <a H, it follows invariably that N is a direct factor of H. 

Proof (i) Let G be complete and assume that G ~ A <a H. I f we wri te C for 
CH(N), then C o H and C n A = £ A = 1. Thus <C, N} = C x N. Conjuga-
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t i on i n A by an element x o f H produces an au tomorphism which is neces
sarily inner, induced by y e A say. Thus ax = ay for a l l a i n AT and xy'1 e C. 
Therefore x e CN and H = C x AT. 

(ii) Conversely, assume that G has the stated property. Suppose that A = 
CG is non t r iv ia l . By Exercise 5.2.2 there is a finite n i lpotent group L such 
that L = CL ~ A. F o r m the central p roduct M o f L and G, the subgroups 
£L and A being identified by means of the above i somorphism (see 5.3). 
Thus M = LG, [ L , G ] = 1 and L n G = A. By hypothesis M = G x K for 
some K, and K < C M ( G ) . N o w C M ( G ) > L , so that C M ( G ) = C M ( G ) n (LG) = 
L(CG) = L . Thus K < L and L = Ln(GK) = AK. I t follows that L ' = 
and A = CL = L = K' < G n K = 1, a cont radic t ion wh ich shows that 
CG= 1. 

Final ly , G ~ I n n G < i A u t G, so by hypothesis A u t G = I n n G x P for 
some R. Bu t R < C A u t G ( I n n G) and this centralizer consists o f the central 
automorphisms. Since CG = 1, such automorphisms are t r i v i a l and i t follows 
that R = 1 and A u t G = I n n G. Hence G is complete. • 

13.5.9 (Burnside). If G is a group with trivial centre and I n n G is characteris
tic in A u t G, then A u t G is complete. 

Proof. Let >1<I2? and let ^ : A u t G - > ^ 4 be an isomorphism; wri te 1 = 
( Inn G)^. Then 7 is characteristic i n A and therefore no rma l i n B. Thus an 
element b of B induces an au tomorph ism i n I by conjugation. Since G ^ 
I n n G ^ 7, the element b also induces an au tomorphism a i n G. T o describe 
a we introduce the conjugation h o m o m o r p h i s m T: G - » I n n G, wh ich is a 
monomorph i sm i n this case. Then a is given by the rule 

{g*)x* = b-\g*+)b9 (geG). 

A p p l y i n g to the equat ion a"Va = (g*)\ we get ( a ^ ' V ^ = (# a)T , A = 
b'^g^b. Therefore a ^ T 1 e CB(I) = C, say, and B = CA. Also C n i = 
0^(7) = 1 because C A u t G ( I n n G) = 1. Thus B = C x A and the completeness 
of A u t G follows via 13.5.8. • 

This theorem supplies explicit examples of complete groups. 

13.5.10 (Burnside). If G is a nonabelian simple group, then A u t G is complete. 

Proof. Since G ^ I n n G = 7, the subgroup 7 is m i n i m a l n o r m a l i n A = 
A u t G. I f A u t G is no t complete, then on account of 13.5.9 the subgroup 7 
cannot be characteristic i n A. Thus 7 ^ 7 a for some a i n A u t A. Remem
bering that 7 is simple, we have 7 n 7 a = 1 and thus [7, 7 a ] = 1. Hence 7 a < 
0^(7) = 1 and G = 1, a contradic t ion. • 

I t is a theorem of Ho lde r that A u t An ~ Sn p rovided that n ^ 2, 3 or 6. 
(For the case n = 5 see Exercise 1.6.18.) I t follows via 13.5.9 (and a special 
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argument when n = 3 or 4) that Sn is complete if n ^ 2 or 6. O f course S2 is 
no t complete: nor is S6 and i n fact | O u t S6 \ = 2. F o r more on these matters 
see [ b 4 0 ] . I t should be mentioned that many finite simple groups are com
plete. 

F o r comparison w i t h 13.5.10 we ment ion a result due to Dyer and 
Formanek [a43] : i f F is a noncyclic free group, then A u t F is complete. A n 
account of recent w o r k on complete groups can be found i n [ a l 7 2 ] . 

EXERCISES 13.5 

1. Prove that S3 and S4 are complete. 

2. Prove that the holomorph of Z„ is complete if and only if n is odd. 

3. I f A is the additive group of rational numbers of the form m2", m, n e Z, show 
that the holomorph of A is complete. 

4. Let G = D^; prove that the automorphism tower of G terminates after co + 1 
steps with the group of Exercise 13.5.3. 

5. I f G is a completely reducible group with trivial centre, show that Aut G is com
plete. 

6. I f a complete group G is isomorphic with the derived subgroup of some group, 
prove that G must be perfect. 

7. Let G be a finite group. 
(a) I f G is a direct product of (directly) indecomposable complete groups which 

are pairwise nonisomorphic, then G is complete. 
(b) I f G is complete, it has a unique direct decomposition of this type. 

8. A finite soluble group is isomorphic with a subnormal subgroup of a complete 
finite soluble group. [Hint: Imitate the proof of 13.5.6 and 13.5.7.] 

9. (D. Robinson). An infinite supersoluble group cannot be complete. [Hint: Sup
pose that G is such a group and let A be a maximal normal abelian subgroup of 
G. First of all show that CG(A) = A. Argue that A contains no involutions and 
there is a nontrivial element cA2 in C(G/A2) n A/A2. Write [g, c] = a(g)2 where 
a(g) e A and consider the mapping g ^>ga(g).~\ 

10. Let G be an arbitrary group. 
(a) Prove that G wr Z has trivial centre. 
(b) Deduce from (a) and 13.5.5 that G is isomorphic with an ascendant subgroup 

of a complete group G*, where |G*| < ( 2 | G | ) + i f G is infinite. 



CHAPTER 14 

Finiteness Properties 

A finiteness condition or property is a group-theoretical proper ty wh ich is 
possessed by al l finite groups: thus i t is a generalization of finiteness. This 
embraces an immensely wide collection of properties, numerous examples of 
which we have already encountered, for example, finiteness, finitely gener
ated, the max imal condi t ion and so on. O u r purpose here is to single out for 
special study some of the more significant finiteness properties. 

14.1. Finitely Generated Groups and 
Finitely Presented Groups 

The proper ty o f being finitely generated is one that has arisen f rom time 
to time. We have seen enough to appreciate that this is a relatively weak 
finiteness condi t ion which guarantees l i t t le else but countabi l i ty . Indeed the 
complexi ty of the structure of finitely generated groups is underscored by 
the theorem of Higman , Neumann , and Neumann that every countable 
group can be embedded i n a 2-generator group (6.4.7). 

Another measure o f the vastness of the class of finitely generated groups 
is the fo l lowing theorem of B . H . Neumann: there exist 2 K ° nonisomorphic 
2-generator groups. Thus the set o f i somorphism classes o f 2-generator 
groups has the largest cardinality one could expect: for to construct a finitely 
generated group one has to fo rm a n o r m a l subgroup of a free group of finite 
rank, wh ich can surely be done i n at most 2 K ° ways. 

Actua l ly we shall prove a stronger result indica t ing that even finitely gen
erated soluble groups are very numerous and can have complex structure. 

416 
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14.1.1 (P. Ha l l ) . / / A is any nontrivial countable abelian group, there exist 2 K ° 
nonisomorphic 2-generator groups G such that [G", G ] = 1, CG ~ A , and 
G/CG has trivial center. 

Proof. T o begin the construction, fo rm the free ni lpotent group Y o f class 2 
on the set {yt\i = 0, ± 1 , ± 2 , . . . } . Thus Y ~ F/y3F where F is a free group 
of countably infinite rank. N o w Y' ~ F'/y3F, so Y' is a free abelian group 
w i t h the set o f elements \_yu yf] = ctj, i < j as a basis (see Exercise 6.1.14). 

We impose further relations on Y by identifying generators ctj and c i + k j + k 

for a l l i, j , k. This amounts to forming a quotient group X = Y/K where K 
is generated by al l c^c^j^: observe that K < i Y since K < CY. W r i t i n g xt 

for ytK, we have {xt\i = 0, ± 1 , . . .} as a set of generators o f X subject to 
relations 

[xh xp x k ] = 1 and [xi+k, xJ+k] = [ x f , x j . (1) 

Clearly Y'/K is torsion-free, so that X is a torsion-free ni lpotent group of 
class 2. Moreover the element 

dr = [xh X f + J , ( i = 1 , 2 , . . . ) , 

is independent of i and d1, d2,... fo rm a basis of the free abelian group X ' . 
The mapping xt t-+xi+1 preserves the set of relations (1). Hence by Exer

cise 2.2.9 there is an au tomorphism a of X such that xf = x i + 1 . Clearly a 
has infinite order. N o w fo rm the semidirect product 

H = T K X 

where T = <£> is infinite cyclic and t operators on X l ike a. Then 

dl

r = [ x 0 , xry = [ x 1 ? x r + 1 ] = dr, 

so that X' < CH. Since H/X' is surely metabelian, H" < X' and thus 
[H", H~\ = 1. Moreover H = <£, x 0 > since x\ = x i + 1 . 

Let us consider the group H = H/X'. I n this group al l commutators i n 
the xt have been suppressed, which means that, i f we wri te t for tX' and xt 

for xTX', the elements t and x 0 w i l l generate H subject only to the relations 
[ X j , X , . ] = 1, x\ = x i + 1 . Thus H is the standard wreath product of a pair of 
infinite cyclic groups. By Exercise 1.6.14 the center of H is t r iv ia l : therefore 
CH = X'. 

Since X' is a free abelian group of countably infinite rank while A is 
countable and abelian, A ^ X ' / M for some M < X ' ; here we are using 2.3.7. 
N o w M is contained i n the center, so i t is no rma l i n H. Thus we can define 

GM = H/M. 

Certainly [G'M, G m ] = 1 and G M is a 2-generator group. Also £ ( G M ) < X ' / M 
because H/X' has t r i v i a l center. I t follows that £ ( G M ) = X ' / M ~ A . 
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A l l that remains to be done is to show that 2 K ° nonisomorphic groups 
can be obtained by varying M w i t h i n X\ always subject to X'/M ~ A o f 
course. I n the first place there are surely 2 K ° of the M ' s available. Suppose 
however that the resulting G M ' s fall i n to countably many isomorphism 
classes. Then for some M there exist uncountably many isomorphisms 

G M A - » G M . I f aA: FT -» GMx is the na tura l homomorph i sm w i t h kernel M A , 
then a A 0 A is a homomorph i sm f rom FT to G M . I f a A 0 A = a ^ , then M A = 
Ke r ( a A 0 A ) = Ker(a / x 0 / x ) = M M . Hence the a A 0 A constitute an uncountable set 
of homomorphisms f rom the 2-generator group FT to the countable group 
G M ; but this is p la inly absurd. • 

Not ice that the groups we have constructed are 2-generator soluble 
groups of derived length 3 belonging to the variety of groups G satisfying 
[ G " , G ] = 1. 

Finitely Presented Groups 

Recall f rom 2.2 that a group G is finitely presented i f i t has a presentation 
w i t h a finite number of generators and a finite number of relations: equi-
valently G ~ F/R where F is a free group of finite rank and R is the no rma l 
closure of a finite subset. Certainly there are up to i somorphism only count-
ably many possibilities for F and R, and therefore for G . Therefore the fo l 
l o w i n g is clear. 

14.1.2. There exist only countably many nonisomorphic finitely presented 
groups. 

Theorems 1 4 . 1 . 1 and 14.1.2 taken together show that there exist finitely 
generated groups which are no t finitely presented, but they do not provide 
an explicit example. I n practice i t can be a troublesome business to decide 
whether a part icular finitely generated group is finitely presented. O n occa
sion the fo l lowing lemma is useful i n this connection. 

14.1.3 (P. Hal l ) . Let G be a finitely generated group, let A < i G and suppose 
that G/N is finitely presented. Then N is the normal closure in G of a finite 
subset; thus N is finitely generated as a G-operator group. 

Proof Let 9: F - » G be a presentation of G where F is a free group of finite 
rank. W r i t e S for the preimage of A under 9. Then S F - » G/N is a pre
sentation o f the finitely generated group G/N. By 2.2.3 the subgroup S is the 
no rma l closure i n F of some finite subset. A p p l y i n g 9 to S we obta in the 
required result. • 

Let us il lustrate the u t i l i t y of this simple result by p rov ing that a partic
ular group is not finitely presented. 
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14.1.4. The standard wreath product of two infinite cyclic groups is a 2-
generator metabelian group that is not finitely presented. 

Proof. Let FT denote the group constructed dur ing the p roo f of 14.1.1. I t 
was remarked that H/X' is a wreath product of the type under discussion. I f 
this group were finitely presented, 14.1.3 w o u l d show X' to be finitely gener
ated—here i t is relevant that X' is central i n FT. Bu t this is certainly not the 
case. • 

This example should be contrasted w i t h the k n o w n theorem that every 
polycyclic group is finitely presented (2.2.4). We ment ion w i t h o u t going in to 
details that an impor t an t geometrical approach to finite presentability of 
soluble groups has been devised by Bier i and Strebel (see [a202]) . 

F ini te presentability has relatively l i t t le effect on the structure of a group 
or on the types of subgroup that can occur. A deep theorem of G . H i g m a n 
tells us what k i n d of subgroups to expect. 

A countable group which has a presentation with a recursively enumerable 
set of relators can be embedded in a finitely presented group. Here the mean
ing of the te rm "recursively enumerable" is, roughly speaking, that there is 
an a lgor i thmic process wh ich w i l l enumerate the relators. A simplified treat
ment of this theorem is to found i n [ b 4 3 ] . 

The Deficiency of a Group 

Let G be a finitely presented group. Suppose that there is a presentation of 
G w i t h n generators and r relators. The integer n — r is called the deficiency 
of the presentation; i t can sometimes be used to yield in fo rmat ion about 
structure o f the group that w o u l d otherwise be hard to obtain. I f r > 0, i t is 
possible to add further relators that are consequences of the or ig inal ones, 
so that a presentation o f smaller deficiency is obtained. Thus one seeks pre
sentations w i t h as large deficiency as possible. 

W i t h this i n m i n d we define the deficiency of the group G 

def G 

to be the m a x i m u m deficiency of a finite presentation of G. Tha t this is 
always finite w i l l fo l low f rom the next result, wh ich connects the deficiency 
w i t h the Schur mul t ip l ica tor . Recall that d(G) is the m i n i m u m number of 
elements required to generate a finitely generated group G. 

14.1.5 (P. Hal l ) . If G is a finitely presented group, the Schur multiplicator 
M ( G ) is finitely generated: moreover 

ddG<r0(Gab)-d(M(G)). 

In particular G has finite deficiency. 
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Proof. Let R F - » G be a finite presentation of G w i t h n generators and r 
relators. Thus R is the n o r m a l closure i n F o f a set o f r elements, wh ich 
means that R/[R, F ] can be generated by r elements and thus d(R/[R, F ] ) < 
r. N o w R/R n F ' is i somorphic w i t h a subgroup of the free abelian group 
F a b , so i t is free abelian (4.2.3). I t follows f rom 4.2.5 that (R n F')/[R, F ] is 
a direct factor of Recall that (K n F ' ) / [ X F ] is i somorphic w i t h 
M ( G ) — t h i s is H o p f s formula (11.4.15). Consequently R/[R, F ] - M ( G ) 0 S 
where 5 ~ RF'/F'. N o w d (M(G) 0 5) = d (M(G) ) + d{S\ by Exercise 4.2.4. 
Hence 

r > d(R/[R, F ] ) = d(M(G)) + d(S). 

Bu t d(S) = r0(RF'/F') = r 0 ( F a b ) - r0(F/RF), by Exercise 4.2.7, so that d(S) = 
n — r 0 ( G a b ) . Therefore 

r > d(M(G)) + * - r 0 ( G a b ) , 

whence n — r < r 0 ( G a b ) — d(M(G)) . This holds for every finite presentation 
of G. • 

Let us see how the inequali ty of 14.1.5 can be used to give structural 
in format ion about groups w i t h special presentations. The fo l lowing is a 
good example of the use of homologica l methods to prove a purely group-
theoretic theorem. 

14.1.6 (Magnus). Let G be a group having a finite presentation with n + r 
generators and r relators. If G a b can be generated by n elements xx G ' , . . . , 
xnG\ then x l 9 . . . , xn generate a free subgroup of rank n for which they form 
a set of free generators. 

This has the fo l lowing consequence: 

14.1.7 (Magnus). Let G be a group having a finite presentation with n + r 
generators and r relators. If G can be generated by n elements, then G is a 
free group of rank n. 

T o see that this is at least plausible imagine that the relators could be 
used to eliminate r of the n + r generators; i t w o u l d seem reasonable that 
the remaining n generators ought no t to be subject to any relations. O f 
course this is no p roo f since i t is no t clear that the e l imina t ion can be 
carried out. 

Proof of14.1.6. Us ing 14.1.5 we derive the inequalities 

n = n + r-r<ddG< r 0 ( G a b ) - d{M{G)) < n - d{M{G)\ 

which tells us immediately that d(M(G)) = 0 and r 0 ( G a b ) = n; hence M ( G ) = 
0. Moreover Exercise 4.2.3 shows that G a b is a free abelian group of rank n; 
for r 0 ( G a b ) = n < d(Gah) < n. 
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Let F be the free group on a set of n elements {yl9..., yn}. Then there is 
a h o m o m o r p h i s m 6: F -+ G such that yf = xt. We shall prove that 9 is injec
tive, wh ich w i l l establish the theorem. 

I n the first place 9 maps F a b onto G a b because the xtG' generate G a b . 
Since b o t h F a b and G a b are free abelian groups of rank n, i t follows easily 
that 9 maps F a b i somorphical ly onto G a b . 

Let Ft = F/yi+1F and Gt = G/yi+1G. Assume that 9 maps Ft isomor
phical ly onto Gj—note that when i = 1 this has jus t been proved. Consider 
the commutat ive diagram 

1 

1 

7i+iF 

7m G 

1 

1. 

Here the d o w n maps on the left and r ight are induced by 9. A p p l y i n g 
11.4.17 we ob ta in a corresponding commutat ive homology diagram w i t h 
exact rows 

0 = M ( F ) M(Ft) yi+iF/yi+2F • 

0 = M ( G ) M(Gt) iG/yi+2G-

(FX 

(GX 

1 

1. 

Here M ( F ) = 0 because F is a free group (11.3.2). Since 9: Ft -» Gt is bijec
tive, so is the induced map 9^: M(Ft) -+ M(Gt); here we use the fact that 
1 = (99~\ = 9^(9~\ by Exercise 11.4.16. I n addi t ion 9^: ( F , ) a b -> ( G £ ) a b 

is bijective. O u r immediate object is to prove that 9^\ yi+1F/yi+2F -» 
yi+1G/yi+2G is bijective: for this w i l l surely i m p l y that 9^: Fi+2 -» Gi+2 is b i 
jective. (The reader w i t h a g rounding i n homologica l algebra w i l l recognize 
this as the "five l emma" and may skip the next two paragraphs.) I n fact 

p = o = P'. 
Let x belong to the kernel o f the above 9^. Then 1 = x6*p' = xp6* by 

commuta t iv i ty of the diagram. Hence xp = 1 and x e K e r /? = I m a; thus 
x = ya where y e M(Ft). Hence 1 = xe* = yae* = ye*a\ so that ye* = 1 and 
y = 1. Thus x = 1 and the 9* i n question is injective. 

N o w for surjectivity. Let a e yi+1G/yi+2G; then afi' = be* for some b e F a b 

since 9^ \ F a b -» G a b is surjective. Hence 1 = afiy' = be*y' = by6*, wh ich yields 
by = 1 since 9^: ( F f ) a b - » ( G £ ) a b is injective. Therefore b e K e r 7 = I m /? and 
b = cfi for some c i n yi+iF/yi+2F. Thus a^' = b 0* = ĉ 0* = ce*p' and a = ce* 
m o d ( K e r /?' = I m a'). I t follows that a = c°*d"' for some d e M(Gt). Bu t d = 
ee* for some e i n M(Ft). Hence da' = ee*a' = ea0* and a = (ce*)6*, wh ich 
proves surjectivity. 

I t n o w follows by induc t ion on i that 9^: F/yi+1F -» G/yi+1G is bijective 
for a l l i. Hence K e r 9 < yi+1F for a l l i. Bu t the intersection o f a l l the yi+1F9s 
is 1, by 6.1.10. Hence K e r 9=1 and 9: F -» G is injective. • 
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EXERCISES 14.1 

1. A group G is said to have finite torsion-free rank i f i t has a series of finite length 
whose factors are either torsion or infinite cyclic. Prove that all series in G of 
this type have the same number of infinite cyclic factors. (This number is called 
the torsion-free rank or Hirsch length of G, see 4.2.) 

2. Prove that a group has finite torsion-free rank r i f and only if it has a normal 
series whose factors are torsion groups or torsion-free abelian groups the sum of 
whose ranks equals r. [Hint: To prove necessity form a series as in Exercise 
14.1.1 and take the normal closure of the smallest nontrivial term.] 

3. A group G has finite Prufer rank r i f every finitely generated subgroup can be 
generated by r elements and r is the least such integer. Prove that the class of 
groups of finite Prufer rank is closed with respect to forming subgroups, images 
and extensions. 

4. Show that a soluble group has finite Prufer rank if and only if it has a series 
of finite length whose factors are either infinite cyclic or isomorphic with sub
groups of Q/Z. Deduce that a soluble group of finite Prufer rank has finite tor
sion-free rank. 

5. Let G be a finitely presented group. Prove that every quotient of G is finitely 
presented if and only if G satisfies max-n. 

6. I f r is an integer > 1, show that the standard wreath product Z ^ Z i - ' - i Z 
with r factors is finitely generated but not finitely presented. 

7. I f G is a finitely presented group with positive deficiency d, show that G has a 
free abelian quotient group of rank d. 

8. A finite presentation is said to be balanced i f it has the same number of genera
tors as relators. I f a torsion group G has a balanced presentation, prove that 
M(G) = 0. 

9. Prove that a finite abelian group has a balanced presentation if and only if it is 
cyclic. 

10. Let G = (xu x 2 , x n \ u ) be a "one-relator group". Let e{ be the sum of the 
exponents of xt in u (regarded as a word in the x f ) . I f el9 e2,..., e„ are coprime, 
show that G has a free subgroup of rank n — 1. [Hint: Prove that G a b is free 
abelian of rank n — 1.] 

14.2. Torsion Groups and the Burnside Problems 

Accord ing to the defini t ion i n 12.1, a group is locally finite i f each finitely 
generated subgroup is finite. Thus a local ly finite group is a tors ion group. 
T o pose the converse is to ask i f every finitely generated tors ion group is 
finite. This is a famous prob lem named after Burnside, w h o first raised i t i n 
an article i n 1902 ( [a20] ) . 
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The Burnside p rob lem remained unsolved u n t i l 1964 when G o l o d con
structed a finitely generated infinite p-group using class field theory. Since 
then many other such groups have been found. F o r example, i n 1980 
Gr igo rcuk [a61] gave an example of an infinite 3-generator 2-group which 
is a group of transformations of the in terval [0 , 1 ] . Also G u p t a and Sidki 
[ a66] constructed an infinite 2-generator p-group consisting of automor
phisms of the infinite regular tree of degree p. 

Here we shall construct an infinite 2-generator p-group, using only ele
mentary properties of free products. The construct ion is due to Gupta . 

Construction 

Let p be an odd pr ime (when p = 2, the construct ion requires modif ica t ion 
—see Exercise 14.2.7). Consider first the free product 

# = < a > * < t > 

where a and t have order p. I f we put at = ax\ then 

A = aH = (a0,al9...9ap_1}. 

I t is easily seen that the expression a\[a\2

2'• • a1^ where ij ^ is a no rma l 
fo rm for elements of A. Thus by 6.2.4 the group A is a free product: 

A = < a 0 > * < a 1 > * - - - * < a p _ 1 > . 

Also of course H = <£> tx A. 
Next for k = 0, 1 , . . . , p — 1 a h o m o m o r p h i s m 9k: A -» H is defined by the 

rules 

a°k

k = a0 and af k = i f i ^ k. 

These 6k are used to define subgroups as follows: A 0 = 1 and 

Ni+1 = {weA\we*eNh V/c}. 

Thus, for example, Nx = P)fc=o,i,2,... K e r 6k. A n easy induc t ion on i shows 
that Nt < Ni+1, so that 1 = A 0 < Nx < N2 < • • •. 

Induc t ion can also be used to prove that A £ < i H. Indeed suppose that 
Ni_1^i H. N o w i t follows at once f rom the defini t ion that A ^ < i A. Also, i f 
w = w ( a 0 , a l 9 . . . , a p _ x ) e Nh then, since a9* = a?^ 1 , we have for a l l k that 

( r 1 * * ) ' * = (w{au a29..., ap_u a0))6* 

= (w(a 0 , al9...9ap.1))e^ e < A ^ . 

Hence £ - 1 w £ e Nt and A f < i A . 

T o complete the construct ion put A = { j i = l t 2 t . . . ^ i
 a n d wri te 

G = H/N. 

Concerning this group we shall prove 
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14.2.1. The group G is an infinite p-group with two generators. 

Proof. Obvious ly G is a 2-generator group. The ma in step i n the p r o o f con
sists i n showing that G is a p-group. Firs t comes a defini t ion. Let he H 
and wri te h = tlw where w e A. The length 1(h) o f h is defined by 

l(h) = { 1 + l { w ) i f ^ ° ( m o d P ) > 
1 } \l(w) i f i = 0 (mod p), 

where l(w) is the length of the n o r m a l f o r m of w. We shall prove that 

hpn e Nn 

provided that n > 1(h); this w i l l show that G is a p-group. 
The p r o o f is by induc t ion on 1(h). I f 1(h) < 1, then h e <£> or h e {at} for 

some i, i n wh ich case hP = 1. Assume that the statement is true for elements 
of length n, and let h = tlw have length n + 1. 

Firs t of a l l consider the case where i ^ 0 (mod p). Then l(w) = n. N o w 

hp = (tlw)p = wtUp~ V i ( P _ 2 ) • • • wfiw 

since tp = 1. I n addi t ion , i f w = w ( a 0 , a l 9 a p ^ \ then wfl(p~J) = w(ai(p_j), 
ap_1+i(p_j)) where subscripts are to be reduced modu lo p. Sup

pose that ak occurs as a power exactly dk times i n w. Then ak occurs as a 
power i n hp at most Y,r=o dk-ir = £ ? = o dr < n times (again subscripts are 
reduced modulo p). 

N o w consider (hp)°k. This involves at most n a 0 's, and also various 
power of t. I f the exponent sum of ar i n w is / r , then for r ^ /c the con t r ibu
t i o n of a r to the exponent o f t i n (hp)°k is 

5 + V -k) = lr (p(r -k) + i = 0 (mod p) 

since p > 2. M o v i n g al l powers of t to the left i n (hp)°k, we see that (hp)°k e A 
and this involves at most n powers of a/s, i.e., l((hp)°k) < n. By induc t ion on 
n we have ((hp)°k)pn e Nn9 so that (hpn+1)°k e Nn for a l l k9 and hpn+1 e Nn+1. 

N o w consider the case where i = 0 (mod p) and h = w e A; here /(w) = 
n + 1. Since we can replace w by a conjugate, there is no loss i n supposing 
that w does not begin and end w i t h the same generator a-y I f l(w6k) < n 
for a l l /c, then induc t ion w i l l show that (w°k)pn e Nn so that wpn e Nn+l9 and 
wpn+i e Nn+1. Thus we can assume that l(w°k) = n + 1 for some k. 

I t follows that w cannot involve two or more powers aj w i t h j ^ k. 
Hence, t ak ing in to account the fact that w does not begin and end w i t h the 
same aj9 we see that l(w) = 2 and n = 1. Also, conjugating i f necessary, we 
can suppose that w = a]a{ where j ^ k. Then w°k = tu~k)ras

0. 
A r g u i n g as i n the case a ^ 0 (mod p), we can conclude that ((w°k)p)ei i n A 

has length 1 at most. Consequently (wp2)ek°l = 1 for a l l /, and (wp2)°k e Nx. 
Also (wp2)°l e Nt for / ^ /c, so wp2 e A 2 , as required. 
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I t remains to prove that G = H/N is an infinite group. Assume that this 
is false; then A is finitely generated and N = Nt for some i. 

T o disprove this, we introduce elements i? 0, vl9 v2,... o f A via the fo l low
ing equations: 

VQ = [flô ll = [<*0>Vi]' 

Then ve

0° = [ a 0 , t] = aQXal9 and an easy induc t ion on i shows that i??^ = 
By 6.2.5 the element Vj has infinite order; for its n o r m a l fo rm begins w i t h a^1 

and ends w i t h ax. 
We shall argue that <f 7 > n A J + 2 = 1 for a l l j . This w i l l contradict N = Nt 

since e Nl where / = l(vt). Suppose that <i?/_i> n A J + 1 = 1 and that some 
Vj belongs to Nj+2. Then (vf°)r = (v-f0 e Nj+1, and so v]^ e < ^ _ ! > n A 7 - + 1 = 
1. Since has infinite order, r = 0 and i?J = 1. Hence i t is enough to prove 
that <i?0> n A 2 = 1. Assume that vr

0 e A 2 . Then (vr

0)e° = [a^a^y e ATX. Hence 
1 = ((aolaiY)d° = ( ^ o 1 ^ wh ich shows that r = 0 (mod p). Therefore 

1 = ( ( a o 1 0 p ) r / p = ( f l i « 2 - - - v i f l

0 r / p -

Bu t this implies that r = 0, so the p r o o f is complete. • 

I n his or ig ina l memoir of 1902 Burnside also raised a special case of the 
preceding problem: does a finitely generated group of finite exponent have 
to be finite? I f G is an n-generator group and Ge = 1, then G is an image of 
the so-called free Burnside group 

B(n, e) = F/Fe 

where F is a free group w i t h n generators; this follows f rom 2.3.7. I n the 
terminology o f 2.2 the group B(n, e) is a free group i n the variety of groups 
of exponent d iv id ing e. Thus Burnside's question is whether B(n, e) is finite. 

O u r present state of knowledge of this p rob lem is very incomplete. I f 
e = 1 or n = 1, i t is t r iv ia l ly true. I f e = 2, 3, 4 or 6, i t has been proved w i t h 
vary ing degrees o f difficulty. A t present no other values o f e are k n o w n for 
which B(n, e) is finite. 

O n the other hand, i n 1968 N o v i k o v and Adjan, i n a series of papers of 
great length, proved that B(n, e) is infinite i f n > 1 and e is a large enough 
odd number. Subsequently w o r k of Adjan showed that B(n, e) is infinite i f 
n > 1 and e is an odd integer > 665 (see [ b l ] ) . Very recently Ivanov has 
proved that B(n, e) is infinite for n > 1 and a l l sufficiently large exponents e, 
whether even or odd. 

We shall examine the cases e = 2, 3, 4 here: to prove that B(n, 6) is finite 
is much harder (see M . H a l l [ b 3 1 ] ) . 

14.2.2. B(n, 2) is finite with order 2". 

Proof I f G is an n-generator group and G 2 = 1, then for any x, y we have 
1 = (xy)2 = xyxy, so that xy = y^x'1 = yx. Hence G is an elementary 
abelian 2-group of rank < n and |G | < 2". But an elementary abelian 2-
group w i t h rank n has order 2", so \B(n, 2)| = 2n. • 
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14.2.3 ( L e v i - v a n der Waerden). B(n, 3) is finite and has order 3d where d < 

Proof. Let G be a group such that G 3 = 1 and let x l 9 . . . , x n generate G. 
Since G a b is obviously an elementary abelian 3-group, | G a b | < 3". Moreover 
by 5.1.7 the group G ' / [G ' , G ] is generated by al l the [xh xf\[G\ G ] where 

i < j ; hence |G' : [G ' , G ] | < 3 ® . By 12.3.5 and 12.3.6 the group G is nilpotent 
of class at most 3. Hence [ G ' , G ] is contained i n the center of G, so i t may 

be generated by the (^j commutators [xh xj9 x f c ] where i <j < k: here i t is 

relevant that [ x , y, z ] = [z, x, j / ] holds identically i n G (by 12.3.6). Thus 

I [ G \ G ] | < 3 ^ ) and the result follows. • 

(n) (n) 

I n fact the order o f B(n, 3) equals 3" y 2 ) V 3 ; — a p roo f is sketched i n Exer
cise 14.2.4. 

14.2.4 (Sanov). B(n, 4) is finite. 

The p r o o f is based on a lemma which is a special case. 

14.2.5. Let G be a group such that G 4 = 1. Suppose that H is a finite sub
group and x is an element of G such that G = <x, H} and x2 e H. Then G is 
finite. 

Proof. Since x2 e H, an arb i t rary element g o f G can be wr i t t en i n the fo rm 

g = h1xh2x - • • h^xhn (2) 

where ht e H. Suppose that (2) is an expression for g o f shortest length. I f we 
can bound n i n terms of \H\, i t w i l l fo l low that G is finite. 

I f h is any element of H, then (xh)4' = 1, so that 

xhx = h-'x-'h-'x-'h'1 = ^^(x^x^xh'1 

since x 4 = 1. Thus 

xhx = h^xh^xh-1 (3) 

where h* e H. A p p l y i n g this rule to xhtx i n (2) we obta in 

g = h1xh2x - - - xhi_2x(hi_1hl1)xhfx(hl1hi+1)x • • • xh^x^ (4) 

w i t h hf i n H. N o t e that this expression st i l l has the m i n i m a l length n. Thus 
we have succeeded i n replacing hi_1 by h^h^1. Similar ly we may apply the 
rule (3) to the element x(hi_1hj1)x i n (4) to obta in an expression for g o f 
length n i n wh ich ht_2 is replaced by h^htK-i- ^ v repeated appl icat ion of 



14.2. Torsion Groups and the Burnside Problems 427 

this process we may replace h2 by any o f the expressions 

h2h3\h2h4h3\h2h4{h3h5)~\ h2h4h6{h3h5)~\ .... 

Not ice that there are n — 2 o f these elements. Suppose that n — 2 > \H\. 
Then at least two of the above elements are equal. Fo r example, suppose 
that 

hih *' * M M s ' *' K+i)'1 = ''' h2s(h3h5 '' * his+i)'1 

where r < s. Then 

K+2 •'' hisiK+3''' his+i)'1 = 1. (5) 

The left-hand side of (5) is one of the expressions which we may substitute 
for h2r+2; i t can therefore be deleted f rom the expression for g, which con
tradicts the min ima l i t y of n. I n the same way equality of expressions of 
other types leads to a contradic t ion. Consequently n < \H\ + 2. • 

Proof of 14.2.3. This is now an easy matter. Let G = < x l 9 x n } satisfy 
G 4 = 1. I f n = 1, then i t is clear that | G | < 4. Let n > 1 and assume that 
FT = :*;„-!> is finite. By 14.2.5 the subgroup K = <FT, x2} is finite. 
The same result shows that G = < X , xn} is finite. The theorem n o w follows 
by induc t ion on n. • 

The exact order of B(n, 4) is u n k n o w n , a l though the p roof of 14.2.4 gives 
a crude upper bound (see Exercise 14.2.1). However, i t is k n o w n that the 
groups £ ( 2 , 4), £ ( 3 , 4), and £ ( 4 , 4) have orders 2 1 2 , 2 6 9 , and 2 4 2 2 respec
tively. Also i t has been shown by Razmyslov that there are insoluble groups 
of exponent 4 ( [ a 162]). 

The Restricted Burnside Problem 

This is the problem: does there exist an upper bound f(n, e) for the order of 
a finite n-generator group of exponent d iv id ing el A positive answer w o u l d 
mean that finite quotients of B(n, e) have bounded order, so that there is i n 
effect a largest finite quotient; however, B(n, e) itself might conceivably be 
infinite. 

We shall establish the t r u t h of the conjecture for e d iv id ing 6. 

14.2.6. The order of a finite n-generator group G of exponent dividing 6 can
not exceed a certain integer depending only on n. 

Proof. I n the first place G is soluble by the Burnside p-q Theorem (8.5.3). 
Also l2(G) < c2(G) by 9.3.7. Since a Sylow 2-subgroup of G has exponent 2, 
i t is abelian and c2(G) < 1. Hence / 2 (G) < 1, which means that G = 0 2 ' 2 2 ' ( G ) . 
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N o w G / O r 2 ( G ) is a 2'-group of exponent d iv id ing 6, so i t has exponent 
d iv id ing 3. By 14.2.3 the order of G / O r 2 ( G ) cannot exceed 3 n + ^ + ( 3 ) . i t 
follows f rom the Reidemeister-Schreier Theorem (6.1.8) that O r 2 ( G ) can be 
generated by / = (n - l ) 3 n + ^ ) + ( 3 > + i elements. N e x t O r 2 ( G ) / 0 2 ( G ) is an 
elementary abelian 2-group; thus its order cannot exceed 2l. Consequently 
0 2 (G) can be generated by m = (I — 1)2' + 1 elements. F ina l ly 0 2 (G) has 
exponent d iv id ing 3, so its order does not exceed 3 " + ^ + V 3 ^ Thus we have 
an upper bound for | G|. • 

Actua l ly the m a x i m u m order of a finite n-generator group w i t h exponent 
d iv id ing 6 is 

W h e r C J»)J») 
a = (n- l ) 3 " + ^ + W a n ( j b = [n - 1)2" + 1. 

Since M . H a l l has confirmed that B(n, 6) is finite, the integer (6) is i n fact 
the order of this free Burnside group. 

Qui te recently Zel 'manov, i n a remarkable paper, has shown that the 
restricted Burnside problem has a positive solut ion for a l l exponents. F o r 
an accessible account of the p roo f see [ b 7 0 ] . 

EXERCISES 14.2 

1. Find a function f(n) (defined recursively) such that \B(n, 4)| < f(n). 

2. I f F is a free group, prove that F/F4 is nilpotent i f and only if F has finite rank. 

3. Find a 2-generator group of exponent 4 and order 128 and a 2-generator group 
of exponent 8 and order 2 1 3 6 . [Hint: I f F is a free group with rank 2, consider 
F / ( F 2 ) 2 and T / ( F 2 ) 2 ) 2 . ] 

4. (Levi and van der Waerden: see also [b26]). Show that the order of B(n, 3) is 
3 n + © + © by means of the following procedure. 
(a) I t suffices to prove that |5(3, 3)| = 3 7 (see the proof of 14.2.3). 
(b) Let A = <a> x <b> x <c> x <d> be an elementary abelian group of order 3 4 . 

Let t e Aut A be given by ax = ad and [b, t] = [c, t] = [d, t] = 1. Then H = 
<t> K A has exponent 3 and order 3 5 . 

(c) Define u e Aut H by tu = tc, bu = bd~l and 1 = [a, u] = [c, u] = [d, u]. Then 
K = <w> K H has exponent 3 and order 3 6 . 

(d) Define v e Aut K by uv = ua~\ tv = tb~\ cv = cd and 1 = [a, i?] = [b, v] = 
[d, v]. Then G = <r> K K has exponent 3 and order 3 7. 

(e) Show that G = <t, u, i?>. 

5. Find a 2-generator group of exponent 9 and order 3 3 6 8 5 

6. Prove that the group G of 14.2.1 is not finitely presented. 

7. Show that the construction leading to 14.2.1 can be modified to allow p to equal 
2. [Hint: Let a and t have order 4. Define a%k = a 0 , afk = tl~k if i ^ k (mod 2), and 
af * = 1 if i = k (mod 2), i # fc.] 
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14.3. Locally Finite Groups 

O f the finiteness properties that have been encountered the one which seems 
closest to finiteness is surely the proper ty of being locally finite. T o test 
this in tu i t ive judgment one may inqui te whether any of the major theorems 
of finite group theory can be carried over, w i t h suitable modifications, to 
local ly finite groups. One o f the objectives of this section w i l l be to examine 
how far Sylow's Theorem is va l id for local ly finite groups. 

T o begin w i t h , a simple observation: obviously the class o f locally finite 
groups is closed w i t h respect to fo rming subgroups and images. I t is no t 
hard to see that i t is also extension closed. 

14.3.1 (Schmidt). If N ^ G and the groups N and G/N are both locally finite, 
then G is locally finite. 

Proof. Let FT be a finitely generated subgroup of G. Then H/HnN ~ HN/N, 
which is finite. By the Reidmeister-Schreier Theorem—or more simply by 
1.6.11—the subgroup FT n N is finitely generated, and thus finite. Therefore 
FT is finite. • 

Sylow Subgroups in Locally Finite Groups 

I f p is a prime, a Sylow p-subgroup o f a possibly infinite group G is defined 
to be a max ima l p-subgroup. I t is an easy consequence of Zorn 's Lemma 
that every p-subgroup of G is contained in a Sylow p-subgroup. I n particular, 
Sylow p-subgroups always exist. I t follows f rom Sylow's Theorem that i f G 
is finite, then a max ima l p-subgroup o f G has order equal to the largest 
power o f p d iv id ing |G | . This demonstrates that the foregoing defini t ion is 
consistent w i t h the no t i on of a "Sylow p-subgroup of a finite g roup" in t ro 
duced i n 1.6. 

The ma in p rob lem of Sylow theory is to determine whether a l l the Sylow 
p-subgroups o f a group are conjugate, possibly i n some weak sense. O f 
course, this is true for finite groups by Sylow's Theorem. However, con
jugacy tends to fail i n a spectacular manner for infinite groups. Indeed Sylow 
p-subgroups need not even be isomorphic! 

Let us begin w i t h the remark that the p roo f o f Sylow's Theorem given i n 
Chapter 1 does not require the finiteness o f the whole group. I n fact the 
argument establishes the fo l lowing result. 

14.3.2 ( D i c m a n - K u r o s - U z k o v ) . Let P be a Sylow p-subgroup of a group G 
and suppose that P has only finitely many conjugates in G. Then every Sylow 
p-subgroup of G is conjugate to P. Moreover their number is congruent to 1 
modulo p. 
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I t is int ruct ive to see h o w badly Sylow's Theorem can fail for infinite 
groups. 

14.3.3. Let Px and P2 be arbitrary p-groups and let G = P x * P 2 be their free 
product. Then P1 and P2 are Sylow p-subgroups of G. Hence in an infinite 
group Sylow p-subgroups can have different cardinalities and thus need not be 
conjugate. 

Proof. Let P be a Sylow p-subgroup o f G containing P x . Then P cannot be a 
free product of non t r iv i a l groups; otherwise i t w o u l d contain an element of 
infinite order, by 6.2.5. Hence the K u r o s Subgroup Theorem (6.3.1) shows 
that P is conjugate to a subgroup of P1 or P2. However one can tel l f rom 
the n o r m a l fo rm for elements o f a free product that a non t r iv i a l element of 
Px cannot be conjugate to an element o f P2. Consequently P is conjugate 
to a subgroup o f P 1 ? say P = Pg where P 0 < P x . N o w P < Pf < P0, wh ich 
implies that P = P9 because P is a Sylow p-subgroup. Therefore P9 = P = 
PS and P = P0< P i . Hence P = i \ . • 

F r o m n o w on we shall consider only local ly finite groups, hop ing for 
better behavior on the part o f the Sylow subgroups. 

14.3.4. Let G be a locally finite group and suppose that P is a finite Sylow 
p-subgroup of G. Then all Sylow p-subgroups of G are finite and conjugate. 

Proof. Let P1 be any finite p-subgroup of G. Then H = <P, P x > is finite 
because G is locally finite. N o w clearly P is a Sylow p-subgroup of i f , so 
Sylow's Theorem shows that P1 is contained i n some conjugate of P. I n 
part icular |P X | < \P\ and no finite p-subgroup can have order larger than 
|P| . I t follows that a Sylow p-subgroup is necessarily finite. The argument 
already given shows that any Sylow p-subgroup is conjugate to P. • 

The next theorem is much deeper; i t does a good deal to elucidate the 
question of conjugacy of Sylow p-subgroups i n countable local ly finite 
groups. 

14.3.5 (Asar). Let G be a locally finite group. If each countable subgroup of G 
has only countably many Sylow p-subgroups, then all the Sylow p-subgroups 
of G are conjugate. 

Proof. We presume the theorem to be false, reaching a cont radic t ion i n 
three steps. 

(i) There is a Sylow p-subgroup P with the property: each finite subgroup 
of P is contained in at least two Sylow p-subgroups of G. By assumption 
there exist two Sylow p-subgroups P and Q wh ich are not conjugate. Sup
pose that P does no t have the proper ty i n question: the idea is to prove that 
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Q does have this property. T o this end let Y be a finite subgroup of Q. By 
hypothesis, P has a finite subgroup X wh ich is contained i n only one Sylow 
p-subgroup, namely P itself. Then L = < X , Y> is finite. N o w P n L is con
tained i n a Sylow p-subgroup P1 o f L and P x contained i n a Sylow p-sub
group P 2 o f G. Hence X < P n L < P1 < P 2 ; by hypothesis P 2 = P and thus 
P x = P n L . Therefore P n L is a Sylow p-subgroup of L . Consequently 7 < 
(P n L)*7 < P*7 for some g; bu t Pg Q because P and Q are no t conjugate. 
Hence Q has the proper ty i n question. 

(ii) / / X is a finite subgroup of P, there exist a finite subgroup X0 of P 
and a conjugate XX of X0 such that X < X0, X < X1 and < X 0 , XX} is not a 
p-group. By (i) there is a Sylow p-subgroup Q ^ P such that X < Q. Let 
x e Q\P and put M = <x, X}. Then M < Q, so M is a finite p-group. Wr i t e 
T= P n M . Then T < M and T < NM(T). I t follows that NM(T) £ NG(P) 
since otherwise NM(T) < P, the latter being the only Sylow p-subgroup of 
NG(P). Choose y f rom NM(T)\NG(P). Then <P, P*> cannot be a p-group: for 
otherwise P = Py and y e NG(P). Hence there is a finite subgroup X0 o f P 
conta ining T such that < X 0 , Xg> is no t a p-group. Let XX = XY

0. Clearly 
X <T=Ty <XY = XX. Also X < X0 because < X , XY} is contained i n the 
p-group T. 

(iii) Final step. Us ing (ii) repeatedly we can construct for any given finite 
subgroup X o f P and each infinite sequence i = (il9 i 2 , . . . ) o f 0's and l's a 
chain of finite p-subgroups 

X < X f . < X f . , 2 < - - - (7) 

w i t h the proper ty that (XIXH IRI, X I X H I R K ) is never a p-group i f / ^ /c. 
Let Xj- denote the un ion of the chain (7). I f i ^ / ' , then X: and XV cannot 

be contained i n the same p-subgroup by the non-p-group property. N o w let 
H be the subgroup generated by al l the XT for vary ing #; then H is generated 
by a l l the XIII2 IR, so i t is surely countable. Bu t each sequence i determines 
a Sylow p-subgroup of H, namely one conta in ing XT. Since there are 2 K ° 
sequences, there w i l l be that many Sylow p-subgroups of FL. However this is 
contrary to hypothesis. • 

Asar's theorem takes a par t icular ly satisfying fo rm for countable local ly 
finite groups. 

14.3.6. Let G be a countable locally finite group. Then the Sylow p-subgroups 
of G are conjugate if and only if they are countable in number. 

Proof. I f a l l the Sylow p-subgroups are conjugate, the set of Sylow p-
subgroups must be countable since G is countable. 

Conversely, suppose that G has countably many Sylow p-subgroups. 
Conjugacy w i l l fo l low via 14.3.5 i f i t can be shown that a subgroup H o f G 
has countably many Sylow p-subgroups. Let P be a Sylow p-subgroup of H. 
Then P is contained i n a Sylow p-subgroup Q o f G. N o w P < QnH < H, 
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so that P = QnH and P is determined by Q. Bu t there are only countably 
many g's. • 

The reader is perhaps wonder ing i f Sylow p-subgroups are always con
jugate i n local ly finite groups. However this is no t true, even for countable 
groups. 

E X A M P L E . Let G be the (restricted) direct product of a countably inf in i ty of 
copies of iS3; this is surely a countable local ly finite group. Ifat is an element 
of order 2 i n the i t h direct factor, then P = {ax} x <a 2 > x ••• is a Sylow 
2-subgroup of G because any str ict ly larger subgroup contains an element 
of order 3. N o w each at can be chosen i n three ways, so there are 2 K ° 
choices for P. These cannot a l l be conjugate since G is countable. • 

As a matter of fact there are more sophisticated examples which show 
that worse situations can arise: the Sylow p-subgroups o f a countable 
local ly finite group need not even be isomorphic (Exercise 14.3.6). 

There has been much recent w o r k on Sylow theory of local ly finite 
groups: the interested reader may consult [ b l 8 ] . 

Infinite Abelian Subgroups of Locally Finite Groups 

Does every infinite group have an infinite abelian subgroup? This is a ques
t i o n of some ant iqui ty i n the theory of groups, a l though its o r ig in seems to 
be obscure. The answer is certainly positive i f an element of infinite order is 
present; thus we can restrict ourselves to tors ion groups. I t is now k n o w n 
that a l l the abelian subgroups of the free Burnside group B(n, e) are cyclic i f 
n > 1 and e > 665 is odd; on the other hand B(n, e) is infinite. This is a 
by-product of the w o r k of N o v i k o v and Adjan on the Burnside problem. 
Thus the question has i n general a negative answer. 

We shall show that the s i tuat ion is quite different for local ly finite 
groups, p rov ing the fo l lowing celebrated theorem. 

14.3.7 (P. H a l l - K u l a t i l a k a , Ka rgapo lov f ) . Every infinite locally finite group 
has an infinite abelian subgroup. 

I f a group has an infinite abelian subgroup, each element of this sub
group w i l l have infinite centralizer. This suggests that i n any attack on 
14.3.7 one is going to have to deal w i t h groups i n which non t r iv i a l elements 
have finite centralizers. I n fact this is the key to the proof. 

The fo l lowing theorem applies to tors ion groups that are not necessarily 
local ly finite. 

f Mikhail Ivanovic Kargapolov (1928-1976). 
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14.3.8 (Sunkov). Let G be an infinite torsion group. Assume that G contains 
an involution i such that CG(i) is finite. Then either the center of G contains 
an involution or G has a proper infinite subgroup with nontrivial center. In 
both cases there is a nontrivial element with infinite centralizer. 

This theorem w i l l effectively reduce 14.3.7 to the case where a l l elements 
have odd order. 

Proof of 14.3.8. We shall suppose the theorem false. 
(i) There are infinitely many elements g in G such that gl = g~x (let these 

be called i-elements). I n the first place there are infini tely many conjugates of 
i since | G : CG(i)\ must be infinite. Thus G contains infini tely many invo lu 
tions. Since CG(i) is finite, there must exist infini tely many distinct cosets 
CG(i)a w i t h a an invo lu t ion . N o w (aa1)1 = ala = (aa1)'1, so aa1 is an /-ele
ment. I f aa1 = bb\ the elements a and b being involut ions , then ab e CG(i) 
and CG(i)a = CG(i)b. Therefore involu t ions belonging to distinct r ight cosets 
of CG(i) give rise to infini tely many f-elements. 

(ii) G contains only finitely many i-elements of even order. F o r suppose 
that {xl9 x2,...} is an infinite set o f non t r iv i a l elements of this type. N o w 
there is a positive integer mr such that x™r is an invo lu t ion . Clearly x™r e 
CG(i\ whence only finitely many of the x™r are distinct. Consequently for 
some r the i n v o l u t i o n x™r is centralized by infini tely many xs. Bu t this con
tradicts our assumption that the theorem is false. 

Choose and fix an i-element a ^ 1 of odd order and wri te k = ia: then 
k2 = iaia = i2ala = 1. Since a cannot equal i , the element k is an invo lu t ion . 

(iii) There exist infinitely many nontrivial i-elements b with odd order such 
that u = ikb is an i-element of odd order. (Wri te S for the set of a l l such 
elements b.) I n the first place u is an i-element because ul = kbi = u'1. Next , 
since we are assuming that the theorem is false, CG(k) is finite, k being an 
invo lu t ion . Hence, i f b is a l lowed to vary over distinct r ight cosets of CG(k), 
we shall ob ta in infini tely many dist inct elements of the fo rm u = ikb. A n 
infinite number o f these w i l l have odd order by (ii). 

The group <i , fc> is a dihedral group i n which a = ik has odd order. 
Therefore <i> and </c> are conjugate, being Sylow 2-subgroups o f <i , fc>. I t 
follows that i = kai for some ax i n <a>. 

(iv) To each b in S there corresponds an h in C0(k) such that the involution 
j = bi conjugates hax to its inverse. Let u = ikb be as i n (ii i) . Since u has odd 
order, i and kb are conjugate i n <i, kb}, jus t as above; hence i = (bk)Ul for 
some w x i n <w>. So we have kbUl = i = ka\ which implies that h = bu1a^1 e 
CG(k). Not ice that j = bi is an i n v o l u t i o n since b( = b " 1 . We now calculate 

= bibu^bi = btfuib1 = bb^u^b'1 = u^b'1 = ( / z a j - 1 ; keep i n 
m i n d here that bl = b'1 and u{ = u'1. This is what we wanted to prove. 

(v) Final step. Us ing (iv) and the finiteness of CG(k\ we can assert that 
there is an infinite subset T of S and an element h o f CG(k) such that j = bi 
conjugates c = ha± to its inverse for each b i n T. Let b and b' be two ele-
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merits of T ; then cbi = c" 1 = ch'\ so that cb = cb' and b ( b r ) _ 1 e Q ( 4 Since 
T is infinite, we conclude that C G (c) is infinite. 

Suppose that c e CG. Since c = ha1 and h e CG(fe), i t follows that a x e 
CG(k). Hence k = kai = f, wh ich implies that a = 1, a contradic t ion. Conse
quently c ( G , from which we see that CG(c) is a proper subgroup w i t h 
non t r iv i a l center. • 

Before embarking on the p roo f of 14.3.7 we remark that use w i l l be made 
of the solubi l i ty of groups o f odd order. N o p roo f is k n o w n which avoids 
using this difficult theorem of Feit and Thompson . 

Proof of 143.7. (i) It is enough to prove that every infinite locally finite group 
has a nontrivial element with infinite centralizer. Assume that this statement 
has been proved. Let G be an infinite local ly finite group. Choose any finite 
abelian subgroup Ax wh ich has infinite centralizer Q i n G—for example 
At = 1 w i l l do perfectly well . Then and C1/A1 is an infinite local ly 
finite group. By hypothesis there is an element x o f C1\A1 such that the 
centralizer CCi/Ai(xA1)—let us call i t D/A1—is infinite. Since the subgroup 
A2 = <x, Axy is finitely generated, i t is finite; let C 2 = C G (>1 2 ) and observe 
that C 2 < D ; therefore C 2 < CD(x). O n the other hand, D < Cx implies that 
CD(x) < C 2 ; thus C 2 = CD(x). Not ice that A 2 ^ D because [ D , x ] < Ax < 
A2.lt follows that 

|D : CD(x)\ = \D:C2\< | A u t A2\ < oo. 

Since D is infinite, we may conclude that CD(x) is infinite; consequently 
CG(A2) = C 2 is infinite. 

By repeated appl icat ion of this argument we are able to construct an 
infinite chain o f finite abelian subgroups Ax < A2 < ••• such that each 
CG(At) is infinite. The un ion of the chain is an infinite abelian subgroup. 

F r o m now on i t w i l l be assumed that G is an infinite local ly finite group 
such that every non t r iv i a l element has finite centralizer. This w i l l eventually 
lead to a contradict ion. 

(ii) / / F is a nontrivial finite subgroup of G, then NG(F) is finite. F o r let 
1 7 ^ x e F. Then CG(F) < CG(x) and the latter is finite. Thus CG(F) is finite. 
By 1.6.13 we deduce that NG(F) is finite. 

(iii) There is a finite subgroup F such that CG(F) = 1. Let 1 ^ x e G: then 
CG(x) is finite, equal to { 1 , y l 9 y n ) say, where yt ^ 1. Since CG(yt) is fi
nite, we can pick zt i n G outside CG(yt). N o w put F = <x, yh zt\i = 1 , . . . , n>, 
surely a finite group. Clearly CG(F) < CG{x); bu t since yt and zt do no t com
mute, i t follows that CG(F) = 1. 

(iv) For each prime p the Sylow p-subgroups of G are finite and conjugate. 
Suppose that P is an infinite Sylow p-subgroup. Since P is local ly finite and 
non t r iv i a l elements of P have finite centralizers, (iii) shows that CP(F) = 1 
for some finite subgroup F o f P. Bu t ( F < CP(F\ so ( F = 1 and hence 
F = 1: this gives the cont rad ic t ion P = 1. Conjugacy follows via 14.3.4. 
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(v) Every proper quotient group of G is finite. Let 1 ^ A < i G. Then A has 
a nont r iv ia l Sylow p-subgroup P for some prime p. Since Sylow p-subgroups 
of A are conjugate, the F r a t t i n i argument is available. Thus G = NG(P)N 
and |G : N\ = | A G ( P ) : N n A G ( P ) | , wh ich is finite by (ii) and (iv)^ 

(vi) G is a locally soluble group without elements of order 2. Sunkov's the
orem (14.3.8) shows at once that G cannot contain an invo lu t ion . Hence 
finitely generated subgroups of G have odd order and thus are soluble by 
the F e i t - T h o m p s o n Theorem. 

(vii) G is not residually finite. F o r suppose that G is residually finite. 
There is a non t r iv i a l Sylow p-subgroup P of G for some pr ime p. Define 

T= <CG(x)\l ^xeP}. 

Since P is finite, T is a finite group. Moreover i t is clear that P < T. By 
residual finiteness there is a no rma l subgroup K w i t h finite index i n G such 
that Kr\T = 1. Then Kr\P = 1. Since Sylow p-subgroups are conjugate, i t 
follows that K has no elements of order p. N o w K ^ 1, so there is a pr ime 
qi^p and a non t r iv i a l Sylow ^-subgroup Q o f K. I f N = A G ( Q ) , the F r a t t i n i 
argument yields G = NK. N o w |P | divides |G : K\ = \N : N n K\ since P ~ 
PK/K. Hence Sylow p-subgroups of N have the same order as P and so are 
conjugate to P. Replacing P by a suitable conjugate—an operat ion that 
does not affect K since i t is n o r m a l — w e may suppose that P < A . Hence 

QP = Q-
The next step is to prove that PQ is a Frobenius group; i t is, o f course, 

finite. Let 1 ^ x e P r\Py where 1 ^ y e Q. Then x = ay where 1 ^ a e P; 
therefore [a , y ] = a~xx e P r\Q = 1 since Q < i PQ. Hence y e K n C G (a) < 
KnT = 1 and x = 1. This shows that PQ is a Frobenius group. We now 
invoke 10.5.6 to conclude that the Frobenius complement P is cyclic, no t ing 
that p is odd. 

I t has jus t been proved that every Sylow subgroup of G is cyclic. I t 
follows f rom 10.1.10 that finite subgroups of G are metabelian, which cer
ta in ly causes G to be metabelian. I f G were abelian and 1 ^ g e G, then 
GG(#) = G is finite. This is false, so G' ^ 1. N o w let 1 ^ g e G ; then G < 
C G (g) , so G' is finite. Also G/G' is finite by (v), so again the contradic t ion 
that G is finite is attained. 

(viii) Conclusion. Let R be the intersection of a l l the no rma l subgroups of 
finite index i n G; then R ^ 1 by (vii). Hence G/R is finite by (v). Suppose 
that 1 7 ^ A < i R. N o w R is an infinite local ly finite group w i t h the finite 
centralizer property, jus t l ike G. Therefore (v) can be applied to show that 
R/N is finite. This makes | G : N\ finite, so the core of A has finite index i n G. 
Hence this core contains R, wh ich implies that N = R. Thus R is a simple 
group. However we have proved G to be local ly soluble, whence so is R. A 
theorem of Mal 'cev (12.5.2) now shows that R has pr ime order. Therefore G 
is finite, our f inal contradict ion. • 

We ment ion w i t h o u t p r o o f two very impor t an t theorems about locally 
finite groups which have been proved i n recent years. 
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I (Sunkov, Kegel -Wehrf r i t z ) . A locally finite group whose abelian subgroups 
satisfy the minimal condition is a Cernikov group. 

I I (Sunkov). Let G be a locally finite group and suppose that each abelian 
subgroup of G has finite rank. Then G is an extension of locally soluble group 
by a finite group (and has finite Prufer rank in the sense of Exercise 14.1.3). 

F o r a detailed account of the theory of local ly finite groups the reader is 
referred to [ b l 8 ] and [ b 3 9 ] . 

EXERCISES 14.3 

1. Show that in any group G there is a unique maximal normal locally finite sub
group R and that R contains all ascendant locally finite subgroups (see 12.1.4). 

2. Prove 14.3.2. 

3. (Baer). Show that in a Cernikov group all Sylow p-subgroups are conjugate. 

4. Let G be a countable locally finite group. I f N o G, show that every Sylow p-
subgroup of G/N has the form PN/N where P is a Sylow p-subgroup of G. 

5. Let G be a countable locally finite group with countably many Sylow p-sub
groups. Show that in every quotient group of G all Sylow p-subgroups are 
conjugate. 

6. (Kegel-Wehrfritz) Show that there is a countable metabelian, locally finite 
group with nonisomorphic Sylow p-subgroups by means of the following proce
dure. 
(a) Let p and q be distinct primes, let X = <x> have order q and C = <c> 

have order p. Let A be a group of type p 0 0 with the usual generating set 
{ a 1 , f l 2 > - - - } - Define G to be the standard wreath product of X^(A x C). 
Show that A x C is a Sylow p-subgroup of G. 

(b) An element bn of the base group of G is defined in the following way: the v-
component of bn is x i f y e <a„>c and is otherwise 1. Put un = abxbl-"bn. Show 
that [>„_!, bn~] = 1 and that u% = w n _ l 5 so that U = <w l 5 u2, . . . > is a group 
of type p 0 0 . 

(c) Let U be a contained in a Sylow p-subgroup P. I f U # P, prove that P ~ 
A x C and G = BP. Writing c = b~xv where b e B, v e P, obtain a contradic
tion. Conclude that U is a Sylow p-subgroup and U qk A x C. 

7. An infinite locally finite group of all whose proper subgroups are finite is quasi-
cyclic. 

*8. Without appeal to 14.3.7, prove that an infinite locally finite p-group G has an 
infinite abelian subgroup using the following argument. 
(a) Reduce to the case where G is countable. Assume that all abelian subgroups 

of G are finite. 
(b) I f H is the hypercenter of G, prove that H is finite (using Exercise 12.2.4). 
(c) Show that every abelian subgroup of G/H is finite. Now assume that H = 1, 

so that CG = 1. 
(d) Write G = \Ji=lt2t...Gi where 1 < G x < G 2 < • • • and Gt is finite. Put Z £ = 

CGt and show that Zt = Zi+1 = etc. for some i. Hence Zt < CG and CG # 1. 
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14.4. 2-Groups with the Maximal or 
Minimal Condition 

F o r many years the fo l lowing questions about groups w i t h the max ima l 
condi ton (max) and the m i n i m a l cond i t ion (min) were outstanding. 

(a) Is a group w i t h max a finite extension o f a soluble group? 
(b) Is a group w i t h m i n a finite extension of a soluble group? 

N o t e that soluble groups w i t h max or m i n are reasonably well understood 
—see 5.4.14 and 5.4.23. Fo r example (b) w o u l d i m p l y that a group w i t h m i n 
is a Cern ikov group. 

These conjectures have been verified i n various special cases. F o r exam
ple (b) is true for local ly finite groups by vir tue of the S u n k o v - K e g e l -
Wehrfr i tz theorem mentioned at the end of 14.3; t r iv i a l ly (a) is also true for 
this class o f groups. I n add i t ion (b) has been proved for SA-groups (12.4.5). 

However, recently OPsanskii [ a 152] and Rips have constructed a n u m 
ber of remarkable examples which show that bo th conjectures are false i n 
general. These include infinite groups a l l of whose proper non t r iv i a l sub
groups have pr ime order. Groups of this type are termed Tarski groups. 
Clearly they satisfy max and m i n and defeat b o t h conjectures. 

We shall now concentrate on 2-groups, showing that the two conjectures 
are true for such groups. 

2-Groups with the Maximal Condition 

Infini te 2-groups satisfy a weak fo rm of the normalizer condi t ion . 

14.4.1. / / G is an infinite 2-group, each finite subgroup is properly contained 
in its normalizer in G. 

Proof. Suppose that F is a finite subgroup such that F = NG(F). Since G is 
infinite, no t every finite subgroup is contained i n F . Thus there is a finite 
subgroup M such that / = M n F is max ima l subject to M £ F . N o w / ^ 
NM(I) because / is a proper subgroup of the ni lpotent group M. Also I < F, 
f rom which i t follows that / < NF(I). Consequently there exist elements of 
order 2 i n NM(I)/I and NF(I)/I, say xl and yL Then I* = I = P. 

Let T = <x, y, I}. Then / < I and T / I , being generated by two invo lu 
tions, is a dihedral group. Bu t T/I is also a 2-group, so i t must be finite. I t 
follows that T is finite. However this is impossible i n view of the maximal i ty 
of / ; for T ^ F since x$ I, and I <T r\F because y $1. • 

Using this result one can quick ly dispose of 2-groups w i t h max. 

14.4.2 (Kegel). A 2-group which satisfies the maximal condition is finite. 
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Proof. We assume that G is an infinite 2-group w i t h max. Us ing 14.4.1 re
peatedly, we can construct an infinite ascending chain o f finite subgroups 
Fx < F2 < for i f Ft has been constructed, choose xt f rom N^F^Fi and 
define Fi+1 = (xh Ft} = < x f > i v Let U be the un ion o f the chain; then U 
is obviously an infinite local ly finite group, so by 14.3.7 i t contains an in f i 
nite abelian subgroup V. (This use of the difficult theorem 14.3.7 can be 
avoided—see Exercise 14.3.8.) O n the other hand, V is a finitely generated 
abelian 2-group, so i t is finite. • 

2-Groups with the Minimal Condition 

14.4.3 (Schmidt). A 2-group which satisfies the minimal condition is a Cernikov 
group. 

Proof, (i) Le t G be a 2-group w i t h m i n . By 12.1.8 i t is enough to prove that 
G is local ly finite. Thus we shall assume this to be false and that G is m i n i 
ma l subject to no t being local ly finite. Then every proper subgroup of G is 
local ly finite. I t follows that the un ion o f a chain o f proper subgroups must 
be proper. Hence Zorn's L e m m a implies that every proper subgroup lies i n 
a max ima l subgroup. Similar ly a proper n o r m a l subgroup is contained i n a 
max ima l no rma l subgroup. I f A is a max ima l n o r m a l subgroup of G, then 
G/N cannot be local ly finite by 14.3.1. Moreover G/N satisfies m i n and is a 
2-group while a l l its proper subgroups are local ly finite. I n short G/N is as 
good as G, so let us suppose that A = 1 and G is simple. 

(ii) Each pair of distinct maximal subgroups intersects trivially. Assume 
that this is false and let M and Mx be max ima l subgroups such that I x = 
M r\Mx 7 ^ 1. I n the ensuing p r o o f i t is understood that M is fixed. Since 
Ml is a locally finite 2-group w i t h m i n , i t is hypercentral (12.2.5) and thus 
h < N M l ( A ) by 12.2.4. N o w Zx = Ch is characteristic i n I x and thus n o r m a l 
i n NjH^Ii). Hence Zx is normal ized by some element o f MX\M. Since 
Zy 7 ^ 1 and G is simple, NG(Z1) must be a proper subgroup of G; thus i t is 
contained i n a max ima l subgroup M2. Here M2 ^ M because NG(Z1) £ M. 
Also I x < NM(ZX) < M 2 , so that f < I 2 = M n M2. 

By the m i n i m a l condi t ion we may suppose that Ml and M2 have been 
chosen so that NG(Zl) < M2 and Z 2 = £ I 2 is m in ima l . Just as above 
NG{I2) < G and NG(Z2) ^ M. Therefore NG(Z2) is contained i n a max ima l 
subgroup M 3 wh ich cannot equal M. N o w 

h < h < NM(I2) < NM(Z2) < M n M 3 = J 3 , 

say. Consequently Z 3 = Ch centralizes Z x and therefore Z 3 < NM(ZX) < 
M r\M2 = 7 2 , wh ich i n t u r n implies that Z 3 < CI2 = Z 2 . N o w the pair 
( M 2 , M 3 ) has a l l the properties of the pair ( M 1 ? M 2 ) ; since Z 3 < Z 2 , the hy
pothesis of m i n i m a l i t y leads to Z 3 = Z 2 . I t follows f rom this that 

I 3 < A M ( Z 3 ) = A M ( Z 2 ) < M n M 3 = I 3 ; 
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hence NM(Z2) = I 3 . However J 3 < M , wh ich implies that some element of 
M\I3 normalizes 7 3 , and hence Z 3 , a contradict ion. 

(i i i) Conclusion. Let M and Ml be t w o distinct max ima l subgroups of 
G—these exist otherwise there is only one max ima l subgroup which w o u l d 
then have to be normal . Let a and ax be involut ions belonging to M and 
Mx respectively. Then A = <a, ax} is finite because i t is a dihedral group. 
Thus A is proper and is contained i n a max ima l subgroup M * . But 1 ^ ae 
M n M * and 1 ^ ax e Mx n M * ; thus (ii) shows that M = M * = Mu a 
contradic t ion. • 

EXERCISES 14.4 

1. Let G be a Tarski group, i.e., an infinite group all of whose proper nontrivial 
subgroups have prime order. Prove that G is a 2-generator simple group. 

2. Show that there are no Tarski p-groups if p < 5. 

3. Using the negative solution to the Burnside problem and the positive solution of 
the restricted Burnside problem (see 14.2), show that there is a finitely generated 
infinite simple group of exponent p where p is a large enough prime. 

4. (Kegel). An infinite 2-group has an infinite abelian subgroup. 

14.5. Finiteness Properties of Conjugates 
and Commutators 

There are numerous finiteness properties wh ich restrict i n some way a set of 
conjugates or a set of commutators i n a group. Sometimes these restrictions 
are strong enough to impose a recognizable structure on the group. We 
shall study finiteness properties of this type. 

Finiteness Properties of the Upper and 
Lower Central Series 

A basic theorem of Schur (10.1.4) asserts that i f the center o f a group G has 
finite index, then the derived subgroup o f G is finite. Roughly speaking this 
says that i f the center is large, the derived subgroup is small. This raises 
various questions: is there a generalization to higher terms of the upper and 
lower central series? Is there a converse? Theorems of Baer and P. H a l l 
provide positive answers to these questions. 

14.5.1 (Baer). If G is a group such that G/CtG is finite, then yi+1 G is finite. 
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The case i = 1 is, o f course, Schur's theorem. We shall deduce 14.5.1 f rom 
a lemma on commuta tor subgroups. 

14.5.2 (Baer). Let H, X , M, N be normal subgroups of a group G such that 
M < N and N < X . Assume that \H: M\ and \ K:N\ are finite, and also that 
[ f f , A ] = 1 = [ X , Ml Then [ i f , X ] is finite. 

Proof. Let I = i f n K and put X = K/CK(I). F o r m the semidirect product 
P = KK i , u t i l i z ing the act ion of K on I which arises f rom conjugation. 
Since M n I is centralized by X , i t is contained i n the center of P. N o w 
IJ_Mn I ~ IM/M < H/M, so I/MnI is finite. Also A < Q ( i ) implies that 
X is finite. I t follows that P/M n i , and hence P/CP, is finite. We now infer 
f rom Schur's theorem that P' is finite; i n par t icular [ X , i ] = [ X , i ] is finite. 
Fo r similar reasons [ i f , i ] is finite. Hence [ i f , i ] [ X , i ] is a finite n o r m a l 
subgroup contained i n [ i f , X ] . Evident ly there is no th ing to be lost i n 
factoring out by this subgroup, so we assume that [FT, i ] = 1 = [ X , i ] . 
Since [ i f , X ] < I by no rma l i ty of i f and X , i t follows that 

[ i f , X , i f ] = 1 = [ i f , X , X ] . (8) 

The Three Subgroup L e m m a (5.1.10) can n o w be applied to yield [FT, X ] = 
1 = [ H , K'l 

Consider the mapping hH'M ® kK'N \-+[h,k~\ where heH and keK; 
this is well-defined since [ i f , X ' A ] = 1 = [ f f ' M , X ] . I t gives rise to a homo
morph i sm from (H/H'M) ® (K/K'N) on to [ i f , X ] by (8). But H/H'M and 
K[K'N are finite, whence so is their tensor product . Therefore [ i f , X ] is 
finite. • 

Proof of 14.5.1. We argue by induc t ion on i > 1, the case i < 1 being 
k n o w n . Since £ ; - I ( ( J / ( G ) = CiG/CG has finite index i n G / ( G , the induc t ion 
hypothesis implies that yt{G/CG) = {ytG)CG/CG is finite. A p p l y 14.5.2 w i t h 
FT - (ytG)CG, M = CG,K = G, and A = C,G, no t ing that [ y ^ G , C , G ] = 1 by 
5.1.11. The conclusion is that [ i f , X ] = yi+1 G is finite. • 

P. H a l l has proved a par t ia l converse o f Baer's theorem. 

14.5.3 (P. Hal l ) . If G is a group such that yi+1 G is finite, then Gj^2iG is finite. 

C o m b i n i n g 14.5.1 and 14.5.3 we can state that some term of the upper 
central series has finite index if and only if some of the lower central series is 
finite. 

Theorem 14.5.3 requires a pre l iminary lemma on commuta to r subgroups. 

14.5.4 (P. Hal l ) . Let G be a group and let i f = CG(yi+1 G ) . If I, m, n are inte
gers satisfying I + m + n > 2i — 1, then [ [ i f , tG], [ i f , M G ] ] < C„G. 
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Proof. I n the first place i t is easy to prove by induc t ion on n that 

[ [ M , A a „ G ] < E I llM,jGllN,kGB 
j+k=n 

whenever M and A are no rma l subgroups. A p p l y i n g this w i t h M = [ i f , tG] 
and A = [ i f , m G ] we ob ta in 

[ [ M , A ] , „ G ] < f l LLH9l+jG]9lH9m+kG]l 
j+k=n 

N o w (I + j) + (m + k) = I + m + n > 2i — 19 so that either I + j >i or 
m + k > i. Hence either [ i f , l+jG] < yi+1G or [ i f , m + f c G ] < y i + 1 G . But H 
centralizes yi+1G9 so we conclude that [_[H9 l+iG^9[H9 m+kG^ = 1 i n any 
event. Consequently [ M , A ] < ( n G . • 

Proof of 14.5.3. Le t i f = CG(yi+1G). By hypothesis y / + 1 G is finite, so |G : i f | 
is finite. Consider the factor 

Fa = lH9 t-aG]/lH9i-aG]n£i+aG9 

where 0 < s <i. We w o u l d l ike to prove that Fs is finite. Certainly F 0 is 
finite; for i t is a factor of yi+1 G. Assume that Fs is finite for some s < i. 

By 14.5.4 we have 
[ [ i f , , _ S G ] , i f ] < C l + S G 

because (f — s) + 0 + (i + 5 ) = 2i >2i — 1. Therefore Fs is a central factor of 
i f . I t follows that i f g is a fixed element o f G, the mapping 

is a homomorph i sm f rom L = [ i f , ; _ s _ i G ] in to the finite group Fs. Then 

L/K(g) is finite where is the kernel of the homomorph i sm. 

Choose a transversal {tl9..., £ r} to i f i n G and let 

K = K(t1)n'~nK(tr). 

Then L / X is finite. The defini t ion of K(tt) shows that [ X , < [K(tt)9 tj < 
£i+sG. Also [ X , i f ] < [ L , i f ] < Ci+sO by 14.5.4. Since G={jr

i=1Hti9 i t 
follows that [ X , G ] < C l + s G and X < C f + s + i G . Hence X < L n ( j + s + 1 G , 
which shows that F s + 1 = L/L n £i+s+1G is finite. 

Thus Fs is finite for a l l 5 . T a k i n g 5 = i we conclude that H/Hr\^2iG is 
finite, so that £ 2 * 6 has finite index i n HC2tG. Since |G : i f | is finite, the result 
follows. • 

Groups with Finite Conjugacy Classes 

A n element g o f a group G is called an FC-element i f i t has only a finite 
number of conjugates i n G, that is to say, i f | G : CG(g)\ is finite. I t is a basic 
fact that the FC-elements always fo rm a subgroup. 

14.5.5 (Baer). In any group G the FC-elements form a characteristic subgroup. 
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Proof. Let g and h be FC-elements o f G. Then CG(g) and CG(h) have finite 
index, which implies that CG(g) n CG(h) has finite index. But obviously 
CG{gh~1)>CG(g)nCG(h), so CG(gh~l) has finite index and g / T 1 is an 
FC-element. Thus the FC-elements fo rm a subgroup. I f a e A u t G, then 
Q r ( # a ) = GG(gY, f rom which i t follows that CG(ga) has finite index. Hence ga 

is an FC-element. • 

A n FC-element may be thought o f as a generalization of an element 
of the center of the group; for elements of the latter type have just one 
conjugate. F o r this reason the subgroup of a l l FC-elements is called the 
FC-center: o f course i t always contains the center. 

A group G is called an FC-group i f i t equals its FC-center, wh ich 
amounts to saying that every conjugacy class of G is finite. Prominent 
among the FC-groups are groups w i t h center of finite index: i n such a 
group each centralizer must be of finite index because i t contains the center. 
O f course i n particular al l abelian groups and all finite groups are FC-groups. 

I t is very easy to see that the class of FC-groups is closed w i t h respect 
to fo rming subgroups, images and direct products—as the reader should 
verify. 

The fo l lowing result draws at tent ion to FC-groups that are tors ion 
groups. 

14.5.6 (Baer). If G is an FC-group, then G/CG is a residually finite torsion 
group. 

Proof. CG is the intersection of al l the centralizers of elements of G. Since 
each of the latter has finite index, G/CG is surely residually finite. 

T o see that G/CG is a tors ion group take any x i n G and choose a r ight 
transversal {tl9...,tk} to CG(x) i n G. Then C G ( t 1 ) n • • • n CG(tk) has finite 
index i n G, whence so does its core K. Thus xm e K for some positive inte
ger m. I t follows that xm centralizes each tt. Bu t the tt and CG(x) generate G; 
therefore xm e CG. • 

I n the study of FC-groups that are tors ion groups the fo l lowing simple 
lemma is invaluable. Herein a subset of a group w i l l be termed normal i f i t 
contains al l conjugates of its elements. 

14.5.7 (Dicman's Lemma). In any group G a finite normal subset consisting 
of elements of finite order generates a finite normal subgroup. 

Proof. Let X = {xl9 x2,.• •, xn} be the n o r m a l subset and let H = < X > . O b 
viously H is n o r m a l i n G: we have to prove that i t is finite. 

I f 1 7 ^ h e FT, then h = x™1 • • • x™r where 1 < a f < n. I n general there w i l l 
be many such expressions for h, among them some of shortest length, say r. 
Fur thermore among these expressions o f shortest length there is one which 
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appears first i n the lexicographic order ing of r-tuples: this is the ordering 
i n which ( o c 1 , a r ) precedes ( a ^ , . . . , a,) i f a f = a- for i < s and a s < for 
some s <r. Denote this first expression by h = yxy2 • • • yr where yt = x™\ 

Suppose that oct = a,- where i < j . M o v i n g yj to the left we obta in 

h = y1-" yt-dyty^yju • • • yj^yj+i '-yr, 

an expression of length less than r. Consequently the a f are al l different. 
N o w assume that oct > oci+1; then 

h = y i ' ~ y i - i y i + i y ? t + l y i + 2 ' - y r ' 

But this expression of length r precedes y\y2'"yr

 m ^ e order ing of r-
tuples. Hence a x < a 2 < • • • < a r . I t follows that there are at most Y[l=i \xt\ 
possibilities for h. • 

This allows us to describe FC- to rs ion groups i n a different manner. 

14.5.8. A torsion group G is an FC-group if and only if each finite subset is 
contained in a finite normal subgroup. 

Proof. Le t G be an FC-group and let F be a finite subset of G. The set of 
conjugates of elements of F i n G is a finite no rma l subset. By 14.5.7 i t gener
ates a finite no rma l subgroup. Conversely, i f G has the proper ty i n question 
and xeG, then x e F < G for some finite F. A l l conjugates of x belong to F , 
so there are only finitely many of them. • 

Groups w i t h the proper ty of 14.5.8 are often called locally finite and 
normal groups instead of tors ion FC-groups. Notable examples are direct 
products of finite groups, their subgroups and quotient groups. 

Returning to general FC-groups we shall use Schur's theorem to estab
lish a basic fact about the commuta to r subgroup of an FC-group. 

14.5.9 (B .H . Neumann) . If G is an FC-group, then G' is a torsion group. Also 
the elements of finite order in G form a fully-invariant subgroup containing 
G'. 

Proof. By 14.5.6 and 14.5.8 the group G/CG is local ly finite. N o w i f X is a 
finitely generated subgroup of G, then X/X n CG is finite, wh ich implies that 
X/CX is finite. Hence X' is finite by Schur's theorem. Obvious ly G' is the 
un ion o f a l l such X', so G' is a tors ion group. Nex t let x, y i n G satisfy 
xm = 1 = yn where m,n>0. Then (xy-1)™ = 1 m o d G. Therefore (xy'1)1 = 
1 for some / > 0. Hence the elements o f finite order fo rm a subgroup 
containing G'. • 

We have discovered enough about FC-groups to be able to characterize 
them i n terms of torsion-free abelian groups and local ly finite and no rma l 
groups. 
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14.5.10. A group G is an FC-group if and only if it is isomorphic with a sub
group of the direct product of a torsion-free abelian group and a locally finite 
and normal group. 

Proof. Suppose that G is an FC-group and let T be the set of elements 
of finite order. Then G < T < G by 1 4 . 5 . 9 , so that G / T is a torsion-free 
abelian group. By Zorn 's Lemma there exists a max ima l torsion-free sub
group of the center—call i t M. Then i t is easy to see that C G / M is a tors ion 
group. Bu t G / C G is a tors ion group by 14 .5 .6 ; hence G/M is a tors ion group. 
Since G/M is clearly an FC-group , i t is local ly finite and normal . N o w 
Tr\M = 1 because T is tors ion and M is torsion-free. Consequently the 
mapping X K ( X T , xM) is an embedding o f G i n ( G / T ) x ( G / M ) . 

The converse follows f rom the fact that the class of FC-groups is closed 
w i t h respect to forming subgroups and direct products. • 

Since i t is no t easy to describe the subgroups of a direct product , 
1 4 . 5 . 1 0 does no t provide a completely satisfactory classification of F C -
groups. 

Groups with Boundedly Finite Conjugacy Classes 

A group G is called a BFC-group i f there is a positive integer d such that no 
element o f G has more than d conjugates. 2?FC-groups fo rm a very special 
class o f FC-groups which admits a precise description. 

14.5.11 (B .H. Neumann). A group G is a BFC-group if and only if the com
mutator subgroup G' is finite. 

Proof. I f G has finite order d, then the number of commutators [ g , x] can
not exceed d. Hence the number of conjugates of an element g is at most 
equal to d. Thus G is a 2?FC-group. 

Conversely let G be a 2?FC-group; denote by d the m a x i m u m number of 
elements i n a conjugacy class. Then there is an element a w i t h exactly d 
conjugates i n G ; thus | G : CG(a)\ = d. Choose a r ight transversal tl9..., td to 
CG(a); then a l \ ..., atd are the d dist inct conjugates of a. Define C to be the 
intersection of the centralizers CG(tt\ i = 1 , . . . , d. Since | G : C\ is finite, there 
is a finite r ight transversal { s 1 ? . . . , sk} to C i n G . 

N o w consider 
N = (a,su...,sk}G. 

This is a finitely generated FC-group , so its center has finite index by 14 .5 .6 
and 1 4 . 5 . 8 . Schur's theorem shows that the elements o f finite order i n A 
f o r m a finite subgroup. Since G is a tors ion group ( 1 4 . 5 . 9 ) , i t is sufficient to 
prove that G < A . 
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I f x e C, then (xa)u = xali since C < CG(tt). F r o m this i t is apparent that 
the d elements xau are distinct and account for a l l the conjugates of xa i n 
G. Consequently, i f y e C, there is an i such that (xa)y = xau\ this implies 
that xy = xalia~y and [ x , = aua~y s A . Hence C < A . But G = NC 
implies that G < JVC < A . • 

Subgroups of Direct Products of Finite Groups 

I t has been observed that any subgroup of a direct product of finite groups 
is local ly finite and normal . Are such subgroups typical of local ly finite and 
n o r m a l groups? Since a direct product of finite groups is residually finite, 
only local ly finite and no rma l groups w i t h the latter proper ty can arise as 
subgroups. Precisely what further condit ions the local ly finite and no rma l 
group must satisfy is u n k n o w n . F o r countable groups however the s i tuat ion 
is wel l understood. 

14.5.12 (P. Ha l l ) . A countable locally finite and normal group G is isomorphic 
with a subgroup of a direct product of finite groups if and only if it is residu
ally finite. 

Proof. O n l y the sufficiency of this cond i t ion is i n doubt . Assume therefore 
that G is residually finite and let G = {gl9 g2,...}. W r i t i n g Gt for the no rma l 
closure of {gl9g2, • • • > Qt}, we obta in G as the un ion of an ascending chain 
of finite no rma l subgroups 1 = G 0 < Gx < G2 < • • *. 

Let us show how to construct a descending chain of no rma l subgroups of 
finite index G = Rx > R2 > • • • such that G ; n ^ = 1. Suppose that Rt has 
already been chosen. Since G is residually finite, there is a no rma l subgroup 
A of finite index such that A n Gi+1 = 1. Define Ri+1 = NnRh clearly a 
n o r m a l subgroup of finite index; then 

Gi+1nRi+1=(Gi+1nN)nRt=l. 

Thus the construct ion has been effected. 
Define Si+1 to be GtRi+1, i = 0, 1 , a g a i n a no rma l subgroup w i t h 

finite index i n G. Then 

G , + 1 n Si+1 = Gi+1 n (GtRi+1) = Gt(Gi+1 n Ri+1) = Gt. (9) 

N o w given g # 1 i n G, there is an i such that g e Gi+1\Gt; hence g $ Si+1 by 
(9). I t follows that the intersection of a l l the 5£ is 1. I n addi t ion , a given 
element g of G belongs to almost a l l of the Gt and therefore to almost al l of 
the St. This means that the mapping g\-^(S1g, S2g,...) is a homomorph i sm 
f rom G in to the direct product, not merely the cartesian product , of the G/St. 
I t is also injective because S 1 n S 2 n , " = l . Thus the theorem is proved. 

• 
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F o r in fo rmat ion about the uncountable case see [ b 6 9 ] , wh ich is a good 
general reference for FC-groups. 

Groups with Finitely Many Elements of Each Order 

As the last topic of the chapter we consider groups that possess only a finite 
number of elements of each order, inc luding oo. W e shall call these FO-
groups—they are sometimes k n o w n as groups w i t h finite layers. Not ice that 
an FO-group is an FC-group: for conjugate elements have the same order. 
So we are confronted w i t h a special type of FC-group—so special i n fact 
that a satisfactory structural description is possible. 

Firs t a couple of elementary results. 

14.5.13 (Baer). (i) An FO-group is locally finite and normal 
(ii) Every Cernikov group whose centre has finite index is an FO-group. 

Proof, (i) I f a group has an element of infinite order, i t has an inf in i ty of 
such elements. A n FO-group is therefore a tors ion group, so by 14.5.8 i t is 
locally finite and normal . 

(ii) Let G be a Cern ikov group whose center C has finite index; of course 
G is a tors ion group. Choose a transversal { t l 9 t k } to C i n G and let tt 

have order mt. Let us consider elements of G which have some fixed order 
m. I f has order m and g = cth (c e C\ then 1 = (c£ f ) m = cmt?. Hence c m m i = 
1. N o w C has only a finite number o f elements of order d iv id ing mmt by 
4.2.11. Consequently there are only finitely many possibilities for g and G is 
an FO-group. • 

We come now to the main theorem on FO-groups f rom which most prop
erties of these groups can be read off. I n essence i t says that a l l FO-groups 
arise as subgroups o f certain direct products of Cern ikov groups w i t h center 
of finite index. Thus groups of the latter type may be regarded as prototypes 
of FO-groups. 

I n the next theorem a direct p roduct w i l l be called prime-sparse i f for 
each pr ime p only a finite number o f the direct factors possess elements of 
order p. 

14.5.14 (Cernikov, Polovicki i ) . The following statements about a group G are 
equivalent. 

(i) G is an FO-group. 
(ii) G fs locally finite and normal and each Sylow subgroup is a Cernikov 

group. 
(iii) G fs isomorphic with a subgroup of a prime-sparse direct product of 

Cernikov groups with centers of finite index. 
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Proof, (i) -> (ii). Let G be an FO-group; then G is local ly finite and no rma l 
by 14.5.13. Consider a Sylow p-subgroup P o f G and let R be generated by 
al l subgroups of P wh ich have no proper subgroups of finite index. Then 
R < P and i t is easy to see that R itself has no proper subgroups o f finite 
index. Also i f R < S < G, then S/R must have a proper subgroup w i t h finite 
index. I f g e P, then \R: CR(g)\ is finite since R is an FC-group. I t follows 
that R = CR(g) and R < CP- Thus R is a divisible abelian p-group. 

Next , Exercise 4.3.5 shows that abelian subgroups of P have m i n ; thus R 
has m i n . We cla im that P/R is also an FO-group. T o see this consider an 
element xR o f P/R w i t h order m. Then xm e R and xm = ym for some y e R 
because R is divisible. Hence (xy'1)™ = 1 since R < CP- I t follows that there 
are only finitely many possibilities for xy'1 and thus for xN. We conclude 
that abelian subgroups of P/R have m i n . The structure of groups w i t h m i n 
and the max imal i ty of R shows that abelian subgroups of P/R are actually 
finite. By Exercise 14.3.8 the group P/R is finite. Thus P is a Cern ikov group 
and P/CP is finite. 

(ii) -> (iii) . This is the ma in po in t of the proof. We shall prove i t i n four 
steps. Le t G satisfy (ii). 

(a) The p-elements of G generate a Cernikov subgroup. Since G is an F C -
group, a subgroup of type p 0 0 is contained i n the center of G. Hence the 
p 0 0 -subgroups generate a subgroup R o f the center. Clearly R is a divisible 
abelian p-group. Let P be any Sylow p-subgroup of G. Then R < P since 
R<\ G. Since, by hypothesis, P is a Cern ikov group, i t has a divisible 
abelian subgroup of finite index which must equal R. Thus P = P/R is f i 
nite. I t is clear that P is a Sylow p-subgroup of G = G/R. Thus 14.3.4 shows 
that each Sylow p-subgroup of G is conjugate to P and thus is contained i n 
PG. Bu t PG is finite because G is local ly finite and normal ; thus we have 
proved that the p-elements of G generate a finite subgroup. Since R satisfies 
m i n , the assertion (a) is true. 

(b) In every image of G the p-elements generate a Cernikov subgroup. Let 
i V < G and let gN be a p-element of G/N. Then g has order lpm where gprn e 
A and / is a positive integer coprime to p. N o w al + bpm = 1 for suitable 
integers a and b. Hence we have g = galgbpm = gal m o d A . Here gal is a p-
element, so we may as well assume i n the first place that g is a p-element. 
Consequently the p-elements of G/N generate a subgroup SN/N where S is 
generated by a l l p-elements of G. The assertion now follows f rom (a). 

(c) If M is the maximum normal p'-subgroup of G, then G/M is a Cernikov 
group. By (b) the quotient group G/M inherits the properties of G. So w i t h 
out loss of generality assume that M = 1. Accord ing to (a) the p-elements of 
G generate a Cern ikov group T. N o w a quasicyclic subgroup of G lies i n the 
center and must be a p-group since M = 1. Hence the quasicyclic subgroups 
of G generate a p-subgroup S contained i n T n ( £ G ) . Nex t G/CG(T/S) must 
be finite because T/S is finite. Fur thermore , i f x e CG(T/S), the mapping 

y] is a well-defined homomorph i sm x6 f rom T/S to S; also 
0: C G (T/S) -» L = H o m ( T / S , S) is a homomorph i sm. Here i t is essential to 
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observe that S < CG. N o w L is finite since T/S is finite and S has only a 
finite number of elements o f each given order. Consequently C G (T /S) /Ker 9 
is finite. Clearly K e r 9 = CG(T) = K, say. Thus G/K is finite. 

I t remains to prove that K is a Cern ikov group. The p-elements of K 
belong to T n K , so that K/CK is a / / -g roup . By Exercise 10.1.3 the p ' -
elements of K f o rm a ful ly- invar iant subgroup of K , which w i l l be n o r m a l i n 
G. Bu t G has no non t r iv i a l no rma l / /-subgroups. Hence K is a p-group and 
K < T, which shows that K is a Cern ikov group. 

(d) Conclusion. Let pl9p2,... be the sequence of primes and let Mt be 
the m a x i m u m n o r m a l ^--subgroup of G. By (c) we k n o w that G/M{ is a 
Cernikov group: this group is also local ly finite and n o r m a l (since G is), so 
al l quasicyclic subgroups of G/Mt are central and the center o f G/Mt has 
finite index. Clearly the intersection o f a l l the Mt is 1, so that the mapping 
g\->(gMl9 gM2,...) is a m o n o m o r p h i s m in to the cartesian product o f the 
G/Mt. We shall prove that the image o f this mapping is contained i n the 
direct product o f the G/Mt. 

Let p be any prime. Then the p-elements o f G generate a Cern ikov group 
P by (a). Na tu ra l l y the pr ime divisors o f the orders o f elements of P consti
tute a finite set of primes n. I f p{ $ n, then P is a no rma l p - subgroup and 
P < Mt. So only a finite number o f the groups G/M( contain an element o f 
order p. I t follows that an element o f finite order i n the cartesian product o f 
the G/Mt must belong to the direct product ; moreover the latter is pr ime-
sparse. Hence the image of G is contained i n the direct product o f the G/Mt. 

(iii) -» (i). The elements of order m are contained i n the product o f finitely 
many direct factors and hence i n a Cern ikov group whose centre has finite 
index. The impl ica t ion follows via 14.5.13. • 

14.5.15. An image of an FO-group is an FO-group. 

Proof. Let A < a G where G is an FO-group. Then G/N is certainly local ly 
finite and normal . Let P/N be a Sylow p-subgroup. Then i t is easy to see 
that P can be generated by N together w i t h p-elements. Bu t the p-elements 
of G generate a Cern ikov group by 14.5.14 (or more simply by (a) o f the 
second impl ica t ion i n the proof) , so P/N too has this structure. A p p l y i n g 
14.5.14 we conclude that G / A is an FO-group. • 

Not ice that 14.5.15 does not fo l low i n an obvious way f rom the defini t ion 
of an FO-group. 

EXERCISES 14.5 

1. A group G is FC if and only if G/CG(xG) is finite for every x in G. 

2. (B.H. Neumann). A finitely generated group is FC i f and only i f it is a finite 
extension of its center (hence such groups have max). 
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3. A group with min-n in FC if and only if it is a Cernikov group whose center has 
finite index (hence such groups have min). Find a similar characterization of 
FC-groups with max-n. 

4. A direct product of FC-groups is an FC-group. But a group that is a product of 
two normal FC-subgroups need not be an FC-group. [Hint: A free nilpotent 
group with class and rank equal to 2.] 

5. (Fedorov). Prove that the only infinite group all of whose proper subgroups 
have finite index is the infinite cyclic group. 

6. (McLain). A locally nilpotent FC-group is hyercentral. [Hint: I f G # 1 is such a 
group, find a nontrivial normal subgroup N which is free or elementary abelian 
with finite rank. Consider the action of G on N and apply 8.1.10.] 

7. I f G is a finitely generated group such that yi+1G is finite, prove the G/^G is 
finite. Show that this is not true for nonfinitely generated groups. [Hint: Use 
induction on i. Let C = CG{yi+1G) and consider the map C n ytG yi+1G given 
by x i—• [x, g] where g is a generator.] 

8. (P. Hall). Every countable residually finite, locally finite and normal group is 
isomorphic with a subgroup of S2 

9. (Cernikov). The following properties of a group G are equivalent: 
(a) G is torsion and for each prime p the group has only finitely many p-

elements; 
(b) G is locally finite and normal and all Sylow subgroups are finite; 
(c) G is isomorphic with a subgroup of a prime-sparse direct product of finite 

groups. 

10. (Cernikov). A group with the properties of Exercise 14.5.9 need not be a direct 
product of finite groups. Proceed as follows. 
(a) Choose distinct primes p 1 ? p2,. . such that p2i = 1 m o d ( p 2 i + 1 p 2 i _ 1 ) . 
(b) Let have order pt and put X = <x t > x <x 3 > x ••• and Y = <x 2 > x 

<x 4 > x • • •. Since p 2 l + 1 divides p2i — 1 and p2i+2 ~ h there is a natural 
action of x2i+1 on <x 2 i > and (x2i+2y. Use this to construct an action of X on 
Y and put G = X x Y. 

(c) Prove that G is locally finite and normal and has finite Sylow subgroups. 
(d) Prove that G is directly indecomposable. 

11. (Schenkman). Let G be a locally finite group. 
(a) Prove that G has finitely many Sylow p-subgroups if and only if G/O p(G) is 

an extension of a finite group by a p'-group. [Hint: I f P1,...,Pk are the 
finitely many Sylow p-subgroups of G, consider D = f]i=1 NG(Pi).'] 

(b) Let H be the Hirsch-Plotkin radical of G. Show that if G has finitely many 
Sylow p-subgroups for each prime p, then G/H has the structure given in 
Exercise 14.5.9. 



CHAPTER 15 

Infinite Soluble Groups 

The theory o f infinite soluble groups has developed i n directions quite dif
ferent f rom the older theory o f finite soluble groups. A noticeable feature of 
the infinite theory is the strong interact ion w i t h commutat ive algebra, which 
is due to the role played by the group r ing. Despite this fact the exposit ion 
that follows is largely self-contained. 

15.1. Soluble Linear Groups 
I f R is a r ing w i t h ident i ty , we say that a group G is R-linear (or simply 
linear i f the r ing is understood) i f i t is isomorphic w i t h a subgroup of the 
mat r ix group G L ( n , R) for some positive integer n. Equivalent ly one could 
say that G is isomorphic w i t h a group of ^-au tomorphisms o f a finitely 
generated free ^ -module . O u r interest w i l l center on two cases, where R is a 
field or the r ing of integers. 

I t is na tura l to ask which groups are linear. Rather obviously a finite 
group G is ^ - l inear for every R: for we can use the regular representation to 
identify G w i t h a group o f pe rmuta t ion matrices over R. I t follows that 
l ineari ty is a finiteness cond i t ion i n the sense o f 14.1. 

I n 2.1 we observed that the matrices 

\ : ) - (j \ 
generate a free group of rank 2: t ak ing the derived subgroup and applying 
6.1.7 we conclude that every countable free group is Z-linear. O n the other 
hand, there exist infinite groups which are no t linear over any field, as we 
shall see i n 15.1.5. 

450 
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The in t rus ion of linear groups in to the theory of soluble groups is easily 
explained. Suppose that G is a soluble group w i t h a no rma l abelian sub
group A. Then G = G/C G ( ,4) is i somorphic w i t h a group of automorphisms 
of A. If A is an elementary abelian p-group of finite rank n, then A u t A ~ 
GL(n, p), so G is linear over the field of p elements. I f A is free abelian of 
rank n, then A u t A ~ G L ( n , Z) and G is Z-linear. 

F ina l ly , suppose that A is a torsion-free abelian group of finite rank n. 
Let V = A ®z Q, which is a ra t ional vector space of dimension n. Then V 
becomes a G-module via the natura l act ion (a ® r)g = a9 ®r. I n this case G 
is i somorphic w i t h a subgroup of G L ( n , Q) and G is Q-linear. 

I t is apparent f rom these examples that in fo rmat ion about the structure 
of soluble linear groups is l ike ly to be useful i n the study of soluble groups 
whose abelian factors have finite p-rank for p = 0 or a prime. 

The Lie-Kolchin-Mal'cev Theorem 

Let V be a vector space of dimension n over a field F . A subgroup G of 
GL(V) is called triangularizable i f i t is possible to f ind a basis for V w i t h 
respect to wh ich G is represented by a group of (upper) t r iangular matrices. 
We saw i n 5.1 that the group T(n, F) o f al l t r iangular matrices is soluble. 
Thus every triangularizable subgroup is soluble. 

I n the same spiri t a subgroup of GL(V) is called diagonalizable i f i t can 
be represented by a group of diagonal matrices by means of a suitable choice 
of basis. Diagonalizable subgroups are, o f course, abelian. 

The ma in result of this section may be regarded as a par t ia l converse to 
the statements of the last two paragraphs. The final version, due to Mal 'cev, 
improves earlier results o f Lie and K o l c h i n . 

15.1.1 (Lie, K o l c h i n , Mal 'cev). Let V be a vector space of dimension n over an 
algebraically closed field F . Suppose that G is a soluble subgroup of GL(V). 

(i) If G is irreducible, there is a normal diagonalizable subgroup D with finite 
index not exceeding g(n) for some function g. 

(ii) In general there is a normal triangularizable subgroup T with finite index 
not exceeding h{n) for some function h. 

The key to this impor t an t result is the special case when G is irreducible 
and primitive. Here a subgroup G of G L ( F ) is said to be p r imi t ive i f there 
does not exist a decomposi t ion 

v=v1®v2®---®vk, (k> 1), 

in to nonzero F-subspaces such that elements of G permute the V{. 

15.1.2 (Zassenhaus). Let V be as in 15.1.1 and suppose G is a primitive irre
ducible soluble subgroup of GL(V). Then there is a normal subgroup S con-
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sisting of scalar transformations such that \G:S\ < n2f(n2) where f(m) is the 
maximum number of automorphisms of an abelian group of order m or less. 

Proof. Let A be a no rma l abelian subgroup of G. Since G is irreducible, V is 
a simple FG-module w i t h the na tura l act ion o f G on V. By Clifford's Theo
rem (8.1.3) we can wri te V = V1®--®Vk where the Vt are the so-called 
homogeneous components, direct sums of isomorphic simple F^l-modules; 
moreover elements o f G permute the Vt. Since G is pr imi t ive , k = 1 and 
V = V1. Because F is algebraically closed and A is abelian, a simple F - 
module has dimension 1—this is by 8.1.6. I t follows that A consists o f scalar 
mult ipl icat ions; i n part icular A is contained i n C, the centre of G. Thus 
every no rma l abelian subgroup of G is contained i n C and is scalar. 

The remainder o f the p r o o f is concerned w i t h a max ima l n o r m a l abelian 
subgroup B/C o f G/C, the object being to prove that 

\B:C\<n2 and CG(B/C) = B. 

Once this has been achieved we shall be able to conclude that 

\G:B\ = \G: CG(B/C)\ < | A u t ( S / Q | < f(n2) 

by defini t ion of / . Hence \ G:C\ < n2f(n2) as required. 
T o begin w i t h suppose that CG(B) £ C. Then CG(B)/C, being normal , 

must contain a non t r iv i a l no rma l abelian subgroup of G/C, say D/C. N o w 
BD/C is abelian because [2?, D ] = 1, so the max imal i ty o f B/C leads us to 
D < B. Hence D < CB and D is abelian. By the first paragraph D = C, wh ich 
is a contradict ion. Thus we have proved that CG(B) = C. 

Nex t let {bl9..., br) be a finite subset o f a transversal to C i n B. Suppose 
that this subset is l inearly dependent ( in the vector space E n d F ( F ) ) . After 
relabelling the b-s i f necessary, we can f ind a relation of the form YA=I f{b{ = 0 
where O^feF and the length 5 is min ima l . N o w b ^ 1 $ C = CG(B). 
Hence [ b ^ \ x ] # 1 for some x i n B. This implies that [b1, x~\ ^ [b2, x]. 
N o w , since [bi9 x ] e C, we can wri te [bh x ] = ttl w i t h t f e F—reca l l that C 
is scalar. Then tx # £ 2 and, since x~1bix = bt[bh x ] = t f t f , 

0 = ti(i/' 6 ')- x~ 1(t/'& ') x 

= ' i ( E / A ) - t u b 

= t ( h - t,)ftb,. 
i = 2 

But 5 was chosen min ima l , so (t1 — t2)f2 = 0 and f2 = 0, a contradict ion. I t 
follows that { & ! , . . . , br) is l inearly independent i n E n d F ( F ) . Since the latter 
has dimension n2, we ob ta in |2?: C\ <n2. 

I t must s t i l l be shown that K = CG(B/C) equals B. O f course B < K 
because B/C is abelian. If ke K, the map 0fe wh ich sends bC to [fc, k] is 
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p la in ly a h o m o m o r p h i s m f rom B/C to C. W h a t is more, the assignment 
k i—• 9k is a h o m o m o r p h i s m f rom K to Hom(13/C, C) whose kernel is pre
cisely CK(B\ that is, C. Thus X / C is isomorphic w i t h a subgroup of 
Hom(2?/C, C). Since C is scalar, i t is i somorphic w i t h a subgroup of F* , 
the mul t ip l ica t ive group of F . But finite subgroups o f F * are cyclic, so 
the order of Hom(2?/C, C) cannot exceed that o f FL = Hom(2?/C, Z m ) where 
m = | £ : C|. Thus | X : C| < | i f | = \B: C|. F ina l ly 5 < X , so | £ : C\ < \K : C|. 
I t follows that B = K. • 

Proof of 15.1.1. (i) Here G is assumed irreducible. By 15.1.2 we can also 
assume that G is not pr imit ive, so there is a decomposition V = V1®-"®Vk 

where n > k > 1 and the nonzero subspaces Vt are permuted transit ively by 
the elements o f G. I f g e G, then Vtg = J^- ) 7 t where nge Sk. N o w i—^ 7r̂  is a 
h o m o m o r p h i s m f rom G to the symmetric group Sk whose kernel K is the 
intersection o f a l l the subgroups Kt = {g e G\Vtg = Vt}. Thus | G : K\ <k\ 
< n\. 

Consider the F X r m o d u l e Vt\ this is simple by Clifford's Theorem, so Kt 

acts i r reducibly on Vt. N o w d i m Vt = nt< n; hence by induc t ion on n there 
is a subgroup Dt o f Kt such that \Kt :Dt\ < g(nt) and Dt acts diagonally on 
Vt. Define D = f]k

i=1 Dt\ then D is diagonalizable and \K : D | < f l f = i d(ni) ^ 
(max{gf ( i ) | l < f < n})n = l(n). Thus | G : D | < (n!)/(n). Replace D by its core 
i n G and apply 1.6.9 to obta in the result w i t h g(n) = ((n\)l(n))l. 

(ii) I n the general case fo rm an FG-composi t ion series 0 = V0 < V1 < 
Ve= V. A p p l y (i) to the group G/CG(Vi+1/Vi), regarded as a subgroup of 

GL(Vi+1/Vi). I f dim(Vi+1/Vi) = nh we conclude that there is a no rma l sub
group Dt o f index at most g(nt) wh ich acts diagonally on Vi+1/Vt. Then T, 
the intersection of the Dh is clearly triangularizable; moreover |G : T | cannot 
exceed (max g{nt))n = h(n). • 

15.1.3 (Zassenhaus). Let F be any field. Then the derived length of a soluble 
F-linear group of degree n cannot exceed a number depending only on n. Thus 
a locally soluble F-linear group is soluble. 

Proof. I t suffices to consider a soluble group G of n x n matrices over an 
algebraically closed field; for F may be replaced by its algebraic closure. By 
15.1.1 there is a no rma l subgroup T of finite index at most h(n) such that 
T < T(n, F). Bu t T has derived length at most d = [}og2(n - 1)] + 2 or 1 i f 
n = 1; this was proved i n 5.1. Hence the derived length of G is at most 
h(n) + d. The second statement follows f rom the first. • 

The upper bound for the derived length that is furnished by the p roo f is 
quite extravagant—for sharp bounds see N e w m a n [ a l 4 7 ] . 

15.1.4 (Mal 'cev). A soluble linear group over a field is a finite extension of a 
group with nilpotent derived subgroup. 
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This is because T(n, F)/U(n, F) is abelian and U(n, F) is n i lpotent (see 

5-1). 
One way of showing that a soluble group is not l inear is to prove that i t 

does not have the structure prescribed by 15.1.4. 

15.1.5. Let G = (X^Y)^Z be the standard wreath product of three infinite 
cyclic groups. Then G is not linear over any field. 

Proof. Suppose that G is linear. Then for some m > 0 the subgroup H — 
< X m , Ym, Z m > has ni lpotent derived group. But H is s imply the standard 
wreath product of Xm, Ym and Z m , so we may as wel l take m = 1. 

Let B be the base group of the outer wreath product (X -v Y) -v Z ; then 
[B, Z ] is ni lpotent , say o f class k. Choose a f rom X -v Y and wri te af for the 
element of B whose 1-component is a{ and whose other components equal 1. 
I f Z is generated by z, then [af, z ] has its z-component equal to at. Hence 
the z-component of [[af, z ] , . . . , z ] ] equals [ a x , a k + 1 ~ \ . I t follows 
that [au ...,ak+1 ] = 1 and X^Y is ni lpotent . Bu t this is absurd since 
X x Y has t r i v i a l center (Exercise 1.6.14). • 

I t follows that a finitely generated soluble group need not be linear (over 
any field). O n the other hand, L . Auslander has proved that a polycyclic 
group is always / - l i nea r (and hence Q-linear): a p r o o f of this (due to R.G. 
Swan) can be found i n [ b 5 4 ] or [ b 7 1 ] . 

The next theorem provides impor t an t in fo rmat ion on the structure of 
polycyclic groups. 

15.1.6 (Mal'cev). A polycyclic group has a normal subgroup of finite index 
whose derived subgroup is nilpotent. 

Proof. Let G be a polycyclic group. Then there is a n o r m a l series 1 = G 0 < 
G1 < •" < Ge = G such that G i + 1 / G t is either free abelian o f finite rank or 
finite. Let Kt = C G ( G i + 1 / G / ) . I f Gi+1/Gt is finite, then so is G/Kt. O n the other 
hand, i f Gi+1/G( is infinite, then G/Kt is / - l inear . Extend the act ion of G/Kt 

to the complex vector space ( G m / G t ) ( x ) z C and view G/Kt as a C-linear 
group. By 15.1.1 there is a n o r m a l subgroup of finite index i n G/Kt wh ich is 
tr iangularizable, say TJK^ Then elements of {TJKi)' can be represented by 
uni t r iangular matrices. F r o m this i t follows that [Gi+1, m{i)T-~\ < Gt for some 
m(i) > 0. We conclude that there is a no rma l subgroup N o f finite index i n 
G such that [Gi+1, m A T ] < Gt for a l l i and some m > 0. This implies that N' 
is ni lpotent . • 

EXERCISES 15.1 

1. The class of linear groups of given characteristic p is closed with respect to form
ing subgroups and finite direct products, but not images. 
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2. The standard wreath product X^Y of two infinite cyclic groups is [R-linear. 
[Hint: Let X = <x>, Y = <y> and consider the assignments x K-> (JJ), y i—• 
where £ is a real transcendental.] 

3. The class of [R-linear groups is not extension closed. 

4. Let A <a G where A is a divisible abelian p-group of rank n. Prove that G = G/CG(A) 
is linear over the ring of p-adic integers. 

5. (R. Strebel). Let G be an F-linear group where F is a field. Prove that G/CG is 
also F-linear. [Hint: Let G act on a vector space V. Regarding G as a subset 
of EndF(V), let R be the subring generated by G. Consider the action of G on R 
via conjugation.] 

6. Let G be a group with a series of finite length 1 = G 0 < i G t <a • • • <a G m = G whose 
factors are abelian. I f the sum of the p-ranks of each factor (p = 0 or a prime) is 
finite, then G is said to be a soluble group of finite total rank. 
(a) I f G is a soluble group with finite total rank, it has a normal series of the type 

specified in the definition. 
(b) (Mal'cev). A soluble group of finite total rank has a subgroup of finite index 

whose derived subgroup is nilpotent. [Hint: Use (a) and imitate the proof of 
15.1.6.] 

7. (Mal'cev). I f A is an abelian subgroup of GL(n, Z), then A is finitely generated. 
Proceed as follows. 
(a) Argue by induction on n and show that we may assume A to be rationally 

irreducible (i.e., irreducible as a subgroup of GL(n, Q). 
(b) I f A acts on the natural rational vector space V, then EndQA(V) is division 

ring by Schur's Lemma, and its center F is an algebraic number field. Argue 
that A is a group of algebraic units of F. Now apply Dirichlet's theorem on 
the group of units of a number field (see [b73], for example.) 

8. Let A be an irreducible abelian subgroup of GL(n, <Q>). I f A has finite torsion-free 
rank, show that it is finitely generated. (For the structure of the multiplicative 
group of an algebraic number field see [b24].) 

15.2. Soluble Groups with Finiteness Conditions 
on Abelian Subgroups 

In tu i t ive ly one migh t expect the abelian subgroups of a soluble group to 
exert a considerable influence on the structure of the group. Fo r example, i t 
is quite a simple exercise to show that a soluble group is finite i f a l l its 
abelian subgroups are finite (see Exercise 15.2.1). There are several much 
deeper theorems of this type, the most famous being due to Mal 'cev and 
Schmidt. 

15.2.1 (Mal 'cev). A soluble group G satisfies the maximum condition if each of 
its abelian subgroups satisfies this condition. 
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15.2.2 (Schmidt). A soluble group G satisfies the minimal condition if each of 
its abelian subgroups satisfies this condition. 

The reader is reminded that a soluble group w i t h m i n is a Cern ikov 
group (5.4.23) and a soluble group w i t h max is a polycyclic group (5.4.12). 
Also an abelian group satisfies max precisely when i t is finitely generated. 

We begin w i t h a simple fact about endomorphisms of torsion-free abelian 
groups. 

15.2.3 (Fuchs). Let 9 be an endomorphism of a torsion-free abelian group A of 
finite rank. Then 9 is injective if and only if \A : I m 9\ is finite. 

Proof. The group A is wr i t t en addit ively. I f \A : I m 9\ is finite, then A and 
I m 9 have the same torsion-free rank. Since ,4/Ker 9 ~ I m 0, i t follows that 
K e r 9 = 0. Conversely let 9 be injective. Since A may be thought of as a 
subgroup of a finite-dimensional ra t iona l vector space, we may represent 9 
by a ra t ional mat r ix . Thus 9 satisfies an equation o f the fo rm l0 + lx9 + • • • 
+ lm9m = 0 where the lt are integers, no t a l l zero. Here one can assume that 
/ 0 0 because 9 is injective. N o w l0a = ( — lxa — l2a9 — ••• — lma9m~1)9 e 
I m 9 for a l l a i n A. This implies that l0A < I m 9. Bu t A/l0A is finite because 
A has finite rank (Exercise 4.3.9). Hence \A : I m 9\ is finite. • 

Two Basic Lemmas 

The two lemmas which fo l low provide the key to the ma in theorems 15.2.1 
and 15.2.2. They should be viewed as weak spl i t t ing criteria, g iv ing condi
tions for a group to split over a n o r m a l subgroup " to w i t h i n finite index" or 
"up to a finite subgroup." 

15.2.4. Let A<3 G where A and G/A are abelian and A is torsion-free of finite 
rank. Assume that every nontrivial G-admissible subgroup of A has torsion 
quotient group in A. If A is not central in G, then there is a subgroup H such 
that | G : HA \ is finite and H n A = 1. 

15.2.5. Let A<3 G where A and G/A are abelian and A is a divisible group of 
finite rank. Assume that every proper G-admissible subgroup of A is finite. If 
A is not central in G, then there is a subgroup H such that G = HA and 
H n A is finite. 

Proof of 15.2.4. Since A is no t central, there is an element g o f G such that 
\_A, g~\ 7 ^ 1. Hence the mapping a i—• [a , g~\ is a nonzero endomorphism of 
A, say 9. Since G/A is abelian, 

[a\ g2 = [a , g^Y = [*~\ Q'^QT = GY 
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where ae A and xeG. This shows that 8 is a G-endomorphism; hence 
K e r 0 < G . N o w ,4/Ker 8 ~ I m 8 < A, so ,4/Ker 9 is torsion-free. By the 
hypothesis on A we have K e r 9 = 1, so that 9 is injective. N o w apply 15.2.3 
to conclude that \A : I m 9 \ is finite, equal to m say. We wri te C = C G ( , 4 / I m 9\ 
observing that |G : C| is finite. 

Let ceC; then [ c , gf] m e I m 0. N o w [ c m , gf] = [c , g]m m o d [ C , gf, C ] by 
one o f the elementary commuta tor formulas. Also [ C , gf, C ] < [A, C ] < 
I m 9. Therefore [ c m , gf] e I m 9 = [A, g~] and [ c m , gf] = [ a , g~] for some a i n A, 
f rom which i t follows that cma~1 e CG(gf) = FT, say. Thus c m e HA and since 
FT.4 <a G, we can conclude that G/H A is an abelian tors ion group. 

The next step is to show that G/H A is finitely generated; this w i l l force 
G/H A to be finite. Choose a transversal to I m 9 i n A, say {ax, ..., a m } . Fo r 
j = 1, 2 , . . . , m we select an element Xj i n G such that a,- = [x,-, gf], w i t h the 
understanding that Xj = 1 should such a choice be impossible. N o w pick an 
element x o f G. Since G/A is abelian, [ x , gf] = a{\bh g~\ for some i and bf e A . 
Thus [ x f t r 1 , g~] = ah so that [ x b f 1 , gf] = [ x ; , gf] and x & r 1 ^ 7 " 1 G CG(Q) = H. 
I t follows that x e < x 1 ? x m , FT, , 4 ) , wh ich shows G/FT.4 to be finitely 
generated. 

F ina l ly FT n ,4 = K e r 9 = 1. • 

Proof of 15.2.5. Choose g as i n 15.2.4, observing that a \-+ [a , gf] is a G-
endomorphism 0 of A. Since K e r 0 < G and K e r 8 ^ A, the hypothesis on A 
implies that K e r 8 is finite. Also 1 ^ I m 0 < G and I m 8 is divisible and 
therefore infinite. Hence I m 8 = A, again by the hypothesis on A. Thus 8 is 
surjective. 

N o w choose any element x of G. Then [ x , gf] e A = I m 8 = [A, gf], so 
that [ x , gf] = [ a , gf] for some a i n A. Hence x a - 1 e CG(gf) = FT, say. We have 
proved that x e HA, so G = HA. F ina l ly H n A = K e r 8 is finite. • 

15.2.6. Let ^ < G where A is abelian. If every abelian subgroup of G satisfies 
the maximal condition, then the same is true of abelian subgroups of G/A. 

15.2.7. Let A^\ G where A is abelian. If every abelian subgroup of G satisfies 
the minimal condition, then the same is true of abelian subgroups of G/A. 

Proof of 15.2.6. Suppose that B/A is an abelian subgroup of G/A. We shall 
prove that B, and hence B/A, is finitely generated. 

(i) Case: A is central in B. Then B is a n i lpotent group; let M be a maxi 
ma l no rma l abelian subgroup of B. Thus A < M and M = CB(M) by 5.2.3. 
lib e B, the mapping x ^ l H-> [ X , b ] is a h o m o m o r p h i s m f rom M/A to A—let 
us call i t b\ I n add i t ion T: B -» H o m ( M / ^ l , A) = L is a homomorph i sm w i t h 
kernel CB(M) = M. N o w L is a finitely generated abelian group since bo th 
M/A and A are groups o f this type. Therefore B/M is finitely generated, 
wh ich implies that B is finitely generated. 
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(ii) Case: A is finite. Here C = CB(A) has finite index i n B. Also A < f C , 
so that C/A is finitely generated by (i). I t follows that B is finitely generated. 

(iii) Conclusion. Let T denote the torsion-subgroup of A; this is finite 
because A is finitely generated. By (ii) abelian subgroups of G/T are finitely 
generated, so we may assume that T = 1, that is, A is free abelian of finite 
rank r say. 

Let us suppose that the pair (G, A) has been chosen w i t h A o f m i n i m a l 
rank subject to the existence of a nonfini tely generated abelian subgroup 
B/A o f G/A. This min ima l i t y of rank implies that a non t r iv i a l inadmissible 
subgroup of A must have finite index i n A. Also A is no t central i n B by (i). 
N o w apply 15.2.4 to conclude that there is a subgroup H w i t h the properties 
H n A = 1 and \B : HA\ < oo. Then H ~ HA/A < B/A, so H is abelian and 
therefore finitely generated. I t follows that HA, and hence B, is finitely 
generated. • 

Proof of 15.2.7. This has the same fo rm as the preceding proof. Let B/A 
be an abelian subgroup of G/A; i t w i l l be enough to prove that B has 
m i n . 

(i) Case: A is central in B. Here B is ni lpotent; denote by M a max ima l 
n o r m a l abelian subgroup of B. As i n the preceding p r o o f there is a homo
morph i sm T f rom B to L = H o m ( M / , 4 , A) w i t h kernel M . A t this po in t 
some care must be exercised because L need not satisfy m i n (why not?). One 
observes however that T maps B i n to the torsion-subgroup L 0 o f L ; i n fact 
L 0 is finite. T o see this, p ick 9 i n L 0 : then m9 = 0 for some m > 0. W r i t i n g D 
for the max imal divisible subgroup of M = M/A, we have (De)m = 1. H o w 
ever Dd is certainly divisible; thus Dd = 1 and D < K e r 9. I t follows easily 
that L 0 ~ H o m ( M / D , A). N o w M / D is finite i n view of the structure of 
abelian groups w i t h m i n (4.2.11); let its order be fn. Then a h o m o m o r p h i s m 
f rom M/D to A w i l l have its image i n A0, the subgroup of al l elements a 
satisfying am = 1. Thus i n fact L 0 ~ H o m ( M / D , A0). Bu t A0 is finite since i t 
has finite exponent and m i n , so L 0 is finite. I n conclusion we see that B/M is 
finite; thus B has m i n . 

(ii) Case: A is finite. Argue as i n the p r o o f o f 15.2.6. 
(iii) Conclusion. Since A has m i n , there is a finite characteristic subgroup 

F such that A/F is divisible. By (ii) we can factor out F; thus assume that A 
is a divisible p-group. 

Suppose that the pair (G, A) has been chosen so that A has m i n i m a l rank 
subject to the existence of an abelian subgroup B/A o f G/A that does not 
have m i n . By min ima l i t y a proper 22-admissible subgroup of A is finite. Also 
A cannot be central i n B by (i). We are n o w i n a posi t ion to apply 15.2.5. 
There is a subgroup H such that B = HA and H n A is finite. Accord ing 
to (ii) abelian subgroups of H/H n A satisfy m i n . N o w H/H n A ~ HA/A = 
B/A, so H/H n A is abelian. Consequently B/A has m i n by (ii); therefore so 
does B. • 
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Proof of 15.2.1. Let d denote the derived length of G. I f d < 1, then, G being 
abelian, there is no th ing to prove. Let d > 1 and wri te A = G ( d _ 1 ) . By 15.2.6 
abelian subgroups of G/A satisfy max. Hence, by induc t ion on d, the group 
G/A has max. Therefore G has max. • 

Proof of 15.2.2. This proceeds i n the same manner via induc t ion on the 
derived length. • 

Minimax Groups 

A group is called a minimax group i f i t has a series of finite length whose 
factors satisfy either max or m i n . Thus min imax is a finiteness property 
wh ich generalizes bo th max and min . A basic example o f an abelian m i n i 
max group i n the group Qn o f ra t ional numbers whose denominators are 
7r-numbers where n is some finite set o f primes: for Z satisfies max and 
QJZ m i n . I t should be clear that an abelian min imax group has finite rank. 

Suppose that A is an abelian min imax group; let 1 = A 0 ^ Ax<a • • • < ! 
An = A be a series w i t h m i n or max factors. Choose a finite set of generators 
for each finitely generated factor of the series; then choose a preimage i n A 
of each generator. The resulting finite set generates a subgroup X such that 
A/X has m i n . Thus an abelian group is minimax if and only if it is an exten
sion of a group with max by a group with min. However this conclusion does 
not h o l d for a rb i t rary soluble min imax groups (Exercise 15.2.6). Not ice that 
a soluble tors ion group is min imax i f and only i f i t has m i n . (For further 
properties of abelian min imax groups see Exercise 4.4.7.) 

There is a theorem for the proper ty min imax analogous to the theorems 
of Mal 'cev and Schmidt. 

15.2.8 (Baer, Zaicev). A soluble group is minimax if each of its abelian sub
groups is minimax. 

I n the usual way this follows f rom 

15.2.9. Let ^ < G where A is abelian. If every abelian subgroup of G is mini
max, then the same is true of abelian subgroups of G/A. 

The standard mode of p roo f is employed, but the special case where A is 
central requires extra at tention. 

Proof of 15.2.9. Clearly we can split the p r o o f in to two cases, A tors ion and 
A torsion-free. Let B/A be an abelian subgroup of G/A. 

(i) Case: A is central in B. Suppose that A is a tors ion group; let % denote 
the set o f pr ime divisors o f orders of elements of A, a finite set. Consider the 
torsion-subgroup S/A o f B/A. Then S is a tors ion group, so its abelian sub-
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groups have m i n . Schmidt's Theorem (15.2.2) implies that S has m i n . Hence 
S/A has m i n and is a direct factor o f B/A by 4.3.9. I n view of this we can 
assume that B/A is torsion-free. 

Choose any countable subset {xl9 x2,.. • } o f B. I f we succeed i n p rov ing 
X = < x l 9 x2,... > to be a min imax group, i t w i l l fo l low that B/A has finite 
rank; also B w i l l be countable and hence a min imax group. 

Since B/A is abelian, [xh Xj] e A, so that [xh x ^ = 1 for some positive 
7r-number ltj. N o w [xh Xj] belongs to the center o f B; therefore 

[ x „ x j « ] = l . 

Define lx = 1 and = lijl2j"' h-ip (J > ^he a b o v e equat ion shows that 
the subgroup 

Y = (X[\ xl

2\...y 

is abelian. By hypothesis Y is a min imax group. I t follows that YA is a 
min imax group. N o w XA/YA is a 7i-group, as may be seen f rom the fact 
that the lj are 7i-numbers. Since YA/A has finite torsion-free rank, so does 
XA/A; hence XA/YA has finite p-rank for a l l primes p (see Exercise 4.2.7). 
Since % is finite, we conclude that XA/YA has m i n i n view of the structure 
of abelian p-groups w i t h finite p-rank (4.3.13). Hence XA is min imax, which , 
of course, implies that X is min imax. 

N o w suppose that A is torsion-free. I f M is a max ima l n o r m a l abelian 
subgroup of B, then i n the usual way we fo rm a h o m o m o r p h i s m f rom B to 
L = H o m ( M / , 4 , A) w i t h kernel M . Le t 9 e L . Since A is torsion-free, the 
torsion-subgroup T/A o f M/A is mapped by 0 to 1. Thus 9 w i l l be deter
mined by its effect upon a max ima l independent subset of M / T . I t follows 
that L is isomorphic w i t h a subgroup of a direct product o f finitely many 
copies of A. This surely implies that L is a min imax group. Hence B is a 
min imax group. 

(ii) Case: A is finite. The usual argument applies. 
(ii i) Conclusion. By factoring out a finite subgroup of A, we reduce to t w o 

special cases: A torsion-free or a divisible p-group. Let (A, G) be chosen so 
that the rank o f A is m i n i m a l subject to the existence of an abelian sub
group B/A o f G/A that is no t min imax . By (i), A is no t central i n B. The 
min ima l i t y of rank shows that 15.2.4 or 15.2.5 can be applied. Thus there is 
a subgroup H such that \B: HA\ is finite and H nA = 1 or B = HA and 
H n A is finite. I n the usual way H is min imax, whence so is B. • 

A complete discussion o f soluble groups w i t h finiteness restrictions on 
their abelian subgroups is to be found i n [ a l 7 1 ] . 

EXERCISES 15.2 

1. A soluble group is finite if each of its subnormal abelian subgroups is finite. 
[Hint: Reduce to the case of a metabelian group G. Choose a maximal abelian 
subgroup A containing G' and observe that A = CG(A).~] 
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2. A soluble group G satisfies max if each of its subnormal abelian subgroups does. 
Adopt the following procedure. 
(a) Use induction on the derived length of G to reduce to the case where G has a 

normal abelian subgroup A and G/A is abelian. 
(b) Reduce to the case where A is free abelian. 
(c) Now apply Exercise 15.1.7. 

3. Let G = < £ > K A where A is of type 2°° and a1 = a 3, (a e A). Prove that every 
subnormal abelian subgroup of G is contained in A and thus has min, but G does 
not have min (cf. the previous exercise). 

4. Let G be the holomorph of Q. Prove that each subnormal abelian subgroup has 
torsion-free rank < 1, but G does not have finite torsion-free rank (see Exercise 
14.1.1). 

5. I f G is a nilpotent group such that G a b is minimax, then G is minimax. 

6. Give an example of a minimax group that is not an extension of a group with 
max by a group with min. [Hint: The group of Exercise 15.2.3.] 

7. (Carin). I f G is a soluble group all of whose abelian subgroups have finite total 
rank (in the sense of Exercise 15.1.6), then G has finite total rank. [Hint: Imitate 
the proof of 15.2.8.] 

8. (Mal'cev). A soluble subgroup of GL(n, Z) is polycyclic. [Hint: Apply Exercise 
15.1.7.] 

9. Give an example of a finitely generated infinite soluble group with all its abelian 
normal subgroups finite (see Exercise 15.2.1). [Hint: Apply 14.1.1 with A a non-
trivial finite abelian group.] 

15.3. Finitely Generated Soluble Groups and the 
Maximal Condition on Normal Subgroups 

The rest o f this chapter is devoted to finitely generated soluble groups. Tha t 
this is a complex class of groups is indicated by a theorem of Neumann 
and N e u m a n n ( [ a l 4 5 ] ) : any countable soluble group of derived length d may 
be embedded in a 2-generator soluble group of derived length at most d + 2. 
Thus finitely generated soluble groups o f derived length 3 can have com
plicated abelian subgroups. (See also 14.1.1.) This migh t suggest finitely 
generated metabelian groups as suitable objects of study. I n fact we shall do 
somewhat better, dealing w i t h finitely generated groups that are extensions 
of abelian groups by ni lpotent (or even polycyclic) groups. M o s t o f the ideas 
i n the theory that follows originated i n three fundamental papers o f P. H a l l 
published between 1954 and 1961. 

We begin by recalling an elementary fact: a soluble group w i t h max-n 
is finitely generated (5.4.21). Thus for soluble groups the property max-n 
is intermediate between max and finitely generated. Are there significant 
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classes of soluble groups wh ich possess max-n other than polycyclic groups? 
The fo l lowing theorem, the basic result of the whole theory, furnishes a 
large class o f such groups. 

15.3.1 (P. Hal l ) . A finitely generated group G which is an extension of an 
abelian group by a polycyclic group satisfies the maximal condition on normal 
subgroups. 

F o r example, a finitely generated metabelian group has max-n. So the 
standard wreath product o f a pair o f infinite cyclic groups has max-n, bu t i t 
is no t polycyclic since i t does no t satisfy max. 

The ma in ingredient i n the p r o o f o f 15.3.1 is a var iant o f Hilber t ' s Basis 
Theorem on po lynomia l rings. This is the first of a series o f we l l -known 
results f rom commutat ive algebra that underlie the pr inc ipa l theorems of 
this and the fo l lowing sections. (The reader who wishes to read about the 
background should consult a text on commutat ive algebra; however this is 
no t necessary to comprehend the sequel.) 

The version o f Hilber t ' s Basis Theorem referred to now follows. 

15.3.2 (P. Hal l ) . Let G be a group with a normal subgroup H and let R be a 
ring with identity. Assume that G/H is either infinite cyclic or finite. Suppose 
that M is an RG-module and A an RH-submodule. If A generates M as an 
RG-module and A is RH-noetherian, then M is RG-noetherian. 

Recall that a (right) module over a r ing S is said to be noetherian, or 
to satisfy max-S i n the no ta t ion of 3.1, i f i t satisfies the max ima l condi t ion 
on iS-submodules. A r ing S is said to be right noetherian i f Ss, the r ing 
S regarded as a r ight S-module i n the obvious way, is noetherian: this 
amounts to imposing the max ima l cond i t ion on the r ight ideals of S. 

I f we take H to be 1, G = <£> an infinite cyclic group and R a r ight 
noetherian r ing, the theorem shows that R<£> is r ight noetherian. Since 
R<£> is the po lynomia l ring R[£ , t - 1 ] , the connection w i t h the po lynomia l 
ring fo rm of Hilbert ' s theorem becomes apparent. 

Proof of 153.2. (i) Suppose first o f a l l that G/H is finite. Le t { t l 9 . . . , tt} be a 
transversal to H i n G. Since G = {Ji=1 Htt and by hypothesis M = (N)RG, 
we have M = Ntx + • • • + Ntt. N o w if ae N and xeH, then (att)x = 
(axtTl)tt e Nth wh ich implies that Ntt is an RFT-submodule. The same equa
t i o n makes i t clear that the mapping a \-+ att is an R- isomorphism which 
maps RFT-submodules of A to RFT-submodules o f Ntt. (However i t is no t an 
RFT-isomorphism) Since A has max-RFT, so must Nt(. Therefore M satisfies 
max-RFT, by 3.1.7. A fortiori M satisfies max-RG. 

(ii) N o w let G/H be infinite cyclic, generated by Ht let us say. Then each 
element a o f M can be wr i t t en i n the f o r m 

a = t 
i=r 
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where bt e N and r < s, a l though perhaps not i n a unique fashion. I f bs # 0, 
call bsts a leading term and bs a leading coefficient o f a. 

Choose a nonzero RG-submodule M 0 o f M . O u r task is to show that M 0 

is f initely generated as an RG-module; for by 3.1.6 this w i l l imp ly that M is 
RG-noetherian. T o this end we fo rm the set A 0 consisting of 0 and al l lead
ing coefficients of elements of M 0 , c la iming that A 0 is a RFT-submodule of 
A . T o see this suppose that a and a' belong to M 0 , having leading terms bsts 

and b's>ts'. Then a ± a'ts~s' certainly belongs to M 0 ; moreover its leading 
coefficient is bs ± b^ unless o f course this vanishes. Thus i n any event 
bs ± b'sr e A 0 . Fur thermore , i f u e RH, then a(t~suts) i n M 0 has leading term 
(bsu)ts unless bsu = 0; hence bsu e A 0 and our c la im is established. 

By hypothesis A has max-RFT. Hence there is a finite set { b , . . . , bt} w i t h 
bt # 0 wh ich generates A 0 as an RFT-module. By defini t ion there exists an at 

i n M 0 wh ich has b{ as a leading coefficient. N o w we can modify at by a large 
enough power of t to ensure that no negative powers of t are involved: the 
same device permits us to assume that b{tm is a leading te rm of at for each i. 
Thus a l l the at have leading terms of the same degree n. 

Nex t define M1 to be the RG-submodule generated by a l 9 a t . Also 
wr i te Nx = M0 n ( A + Nt + • • • + A r m _ 1 ) . Observe that A + Nt + • • • + 
A t m _ 1 has max-RFT by an argument used i n the first paragraph; conse
quently its RFT-submodule Nx is finitely generated. Therefore the RG-module 

is f initely generated. N o w obviously M 2 < M 0 ; our content ion is that 
M 2 = M 0 , wh ich w i l l complete the proof. 

Suppose that a e M 0 \ M 2 . Certainly there is no th ing to be lost i n assum
ing that a does not involve negative powers of t. Choose such an element a 
whose leading te rm is ctp where p is as small as possible. I f p < m, then 
a e M0 n ( A + Nt + • • • + A r m _ 1 ) = M1< M2, which is not true; thus p > m. 
Since c e A 0 , i t is possible to wr i te c = Y!i=i b^i where ut e RH. N o w the 
element 

belongs to M 2 , involves no negative powers of t and has a leading term 

So a and a' have the same leading term. Hence a — a' belongs to M 0 \ M 2 

and involves no powers of t higher than the (p — l ) t h , wh ich contradicts the 

M 2 = MX + ( A 1 ) R G 

a' = X a f ( r " V * ) 
i = l 

m i n i m a l i t y o f p. • 
The impor t an t appl icat ion of this lemma is to the group r ing of a poly

cyclic group. 
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15.3.3 (P. Hal l ) . Let G be a finite extension of a polycyclic group and let R 
be a right noetherian ring with identity. Then the group ring RG is right 
noetherian. 

Proof. By hypothesis there is a series 1 = G 0 <a Gx <a • • • <a Gn = G whose 
factors are infinite cyclic or finite. I f n = 0, then G = 1 and R G = R, wh ich 
is given as being r ight noetherian. Le t n > 0 and put H = G n _ 1 . By induc
t i on on n the r ing RH is r ight noetherian, that is, as an R/Z-module i t has 
max-R/ / . A p p l y 15.3.2 w i t h M = RG and A = RH to get the result. • 

O n the basis o f 15.3.3 i t is now easy to complete the p r o o f of 15.3.1. 

Proof of 15.3.1. By hypothesis G possesses a n o r m a l abelian subgroup A 
such that H = G/A is polycyclic. View A as a / / / - m o d u l e by conjugat ion i n 
the na tura l way. N o w G is finitely generated, while H is f initely presented 
since i t is polycyclic (see 2.2.4); hence A is a finitely generated / / / - m o d u l e 
by 14.1.3. Consequently, i n addit ive nota t ion , A is a sum of finitely many 
cyclic / / / -m odu l e s . Bu t a cyclic / / / - m o d u l e has m a x - / / / since i t is an 
image o f Z i f and the latter is r ight noetherian as a r ing by 15.3.3. I t follows 
that A has a m a x - / / / or, what is the same thing, max-G. F ina l ly G has 
max-G, that is to say max-n. • 

N o t every finitely generated soluble group has max-n: for example, the 
group G of 14.1.1 does not have max-n i f A is no t finitely generated. Not ice 
that this group has derived length 3, conf i rming the bad behaviour o f 
finitely generated soluble groups w i t h derived length greater than 2. 

The Upper and Lower Central Series in Finitely 
Generated Abelian-by-Nilpotent Groups 

The next objective is to prove some results about the lengths o f the upper 
and lower central series i n finitely generated soluble groups. I n the back
g round here is a key theorem of commutat ive algebra k n o w n as the Artin-
Rees property (see Exercise 15.3.4). The small amount of r ing theory neces
sary w i l l be developed f rom scratch. 

Polycentral Ideals 

Let R be a r ing w i t h ident i ty element. Recall that an element r is said to be 
central i n R i f rx = xr for a l l x i n R. The set of a l l central elements is a 
subring of R, the center. A n ideal / is called a central ideal o f R i f i t can be 
generated by central elements; thus / = £ A r A R = £ A R r A where each rk is 
central. I t is impor t an t to notice that J I = I J i f J is any ideal and / any 
central ideal of R. 
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M o r e generally an ideal I is said to be polycentral i f there is a finite series 
of ideals o f R 

0 = I o < I 1 < - " < I l = I 

which is R-central, that is to say, is a central ideal o f R/It. The length 
of a shortest series o f this type is the height o f I . 

T o explain the relevance of polycentral ideals let us consider a group 
G and a n o r m a l subgroup FT which is contained i n some finite term of the 
upper central series, say FT < CC(G). Def ining H( = H n ^ G , we obta in a 
series 1 = H0^ - - H c = H w h i c h is a par t ia l central series of G. 
Let I t . = I H . be the r ight ideal of Z G generated by a l l elements x — 1 where 
x e FT;; i t was shown i n 11.3 that I t is a t w o sided ideal of ZG. Also of course 
0 = I 0 < I x < • • • < I c = I H . I n fact this is a central series i n ZG, so that I H 

is a polycentral ideal o f ZG. T o prove this choose x e Hi+1 and g e G; then 

{x - 1)0 - 0(x - 1) = xg - gx = gx{[x9 g~\ - 1). 

Since [ x , g~] e FT;, i t follows that [ x , g~] — 1 e I £ and (x — l ) g = g(x — 1) 
m o d Therefore Ii+1/Ii is a central ideal of Z G / / ; . 

I n par t icular I H is polycentral i n Z G whenever FT<a G and G is ni lpotent . 
This w i l l be our standard example of a polycentral ideal. 

We proceed now to establish the necessary facts about polycentral ideals. 

15.3.4. Let R be a ring with identity and let M be a right noetherian R-module. 
Suppose that J is a sum of polycentral ideals of R each of which has a power 
annihilating M. Then MJn = 0 for some n > 0. 

Proof. Since M is noetherian, MJ = MI where / = 1(1) + ••• + I{r); here 
each I(j) is a polycentral ideal o f R and MI(j)m = 0 for some m > 0. Let 
n1 = r(m — 1) + 1. Then I " 1 is the sum of a l l products o f nl I ( j ) ' s a n d i n 
each product at least one I(j) w i l l occur m times; therefore MI"1 = 0. 

I t is clear f rom the defini t ion that / is polycentral; let 

0 = I o < I 1 < " - < I s = I 

be a central series of ideals o f R. I f MI = 0, then MJ = 0 and there is no th 
ing more to prove. Assume therefore that MI # 0; then there is an integer 
1 < s such that 0 = MIt < MIi+1. The polycentral ideal I/Ii+1 has height 
5 — i — 1 < s i n R/Ii+1; by induc t ion hypothesis on the height applied to the 
R/Ii+1 -module M/MIi+1 there is an n2 > 0 such that MJni < MIi+1. Since 
Ii+1/Ii is a central ideal, I i + 1 J < JIi+1 + I t . Bu t MIt = 0, so i n fact NIi+1J < 
NJIi+1 for every submodule A of M . A p p l y i n g this inclusion repeatedly we 
deduce that MJkTl2 < Mlf+1 for a l l k > 0. Setting k = nx and remembering 
that MF1 = 0, we conclude that M J " 1 " 2 = 0. • 

The crucial proper ty o f polycentral ideals can n o w be established. I f M is 
a r igh t R-module and X a subset of R, let 
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denote the set of a l l a i n M wh ich are annihi lated by X; thus 

* X = {aeM\aX = 0} . 

15.3.5 (Robinson). Let R be a ring with identity and let M be a (right) 
noetherian R-module. Then there is a positive integer n such that MP n * I = 
0 for every poly central ideal I of R. 

Proof, (i) First we w i l l prove the weaker statement wherein the " n " is allowed 
to depend on the ideal. Suppose that this has been proved for a l l ideals o f 
height less than i (where i > 0). Choose a polycentral ideal / o f height i. 
Assuming the result false for / , we may suppose the pair ( M , / ) to be chosen 
so that the result is true for ( M , / ) whenever M is a proper image o f M : here 
we make use of the noetherian condi t ion . Suppose that there are non t r iv i a l 
submodules Mx and M2 such that M x n M2 = 0. Then by choice o f ( M , / ) 
there is an integer n > 0 such that MP n * I < Mx and MP n * I < M2. This 
implies that MP n * I = 0, a contradic t ion. Consequently non t r i v i a l sub-
modules o f M intersect nont r iv ia l ly . 

By hypothesis there is a central series o f ideals 0 = I 0 < I x - < lt = I . 
Choose a central element x ly ing i n l l . Then 0 # * I < *x, so that *x # 0. 
Because x is central i n R, the mapp ing a \-+ axn is an R-endomorphism 
of M ; thus its kernel *{xn) is a submodule. Since *x < *(x2) < • • the 
noetherian condi t ion tells us that there is an integer nx such that *(xni) = 
* ( x " 1 + 1 ) . Suppose that a e Mx"1 n *x; then a = bx"1 for some b e M , and 
0 = ax = bxn>+\ so that b e *(xni+1) = *{x"1) and a = bx"1 = 0. I t follows 
that Mx"1 n *x = 0. Since M x " 1 and *x are submodules and *x # 0, we 
deduce that M x " 1 = 0. N o w because x is central, (Rx)"1 = Rxn\ so that 
M(Rx)ni = 0. Bu t 7\ is a sum of ideals o f the fo rm Rx w i t h x central. Hence 
Mil2 = 0 for some n2 > 0 by 15.3.4. 

Suppose we have shown that MIrI\+1 = 0 for some integers r and 5 . Then 
MPI\ is an R/T^-module; also Ijlx is a polycentral ideal o f R/I^ w i t h height 
1 — 1. Induc t ion on i yields an integer £ such that 

0 = (MIrI\)Ir n * / = MIr+tI\ n * / 

since 1^1 = 1(1^) by central i ty of Because * / # 0, i t follows that 
MIr+tI\ = 0. Bu t we k n o w that Mil2 = 0; thus repeated applications of the 
foregoing argument lead to MP = 0 for some n > 0. This is a contradic t ion. 

(ii) I t remains to show that an " n " can be found wh ich is independent 
of F Assume that no such integer exists for M , but that every proper image 
of M has one. Just as above non t r i v i a l submodules o f M must intersect 
nont r iv ia l ly . I f / is any polycentral ideal, we have proved that there is an 
integer nl9 depending on / , such that MP1 n * / = 0. I t follows that either 
MP1 = 0 or * / = 0. Denote by J the sum of al l the polycentral ideals o f 
R which have a power annihi la t ing M . Then by 15.3.4 there is an n > 0 
such that MJn = 0. Consequently MP n * / = 0 holds for any polycentral 
ideal F • 
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Applications 

15.3.6 (Stroud, Lennox-Roseblade) . Let G be a finitely generated group with 
a normal abelian subgroup A such that G/A is nilpotent. Then there is a posi
tive integer n such that 

ynHn{H=l 
and 

C „ _ 1 H = C„H 

for every subgroup H such that HA < i G. 

Proof. Let R = Z(G/A) and define / to be I H A / A ; this is polycentral i n R 
because HA/A^i G/A and G/^4 is ni lpotent . Also G/A is polycyclic, so A is a 
noetherian R-module by 15.3.1. Thus 15.3.5 is applicable: there is an integer 
nx such that AF1 n * I = 0. N o w , a l lowing for the change f rom additive to 
mul t ip l ica t ive nota t ion , we recognize AI as [A, FT]; so i n group-theoretic 
terms [A, n i F T ] n CA(H) = 1. I f G/A has ni lpotent class c, then yc+1H < A 
and thus yc+1+niH n £FT = 1. 

The second par t is now easy. W r i t i n g n for c + 1 + n u we have 
[CnFT, n _ 1 F T ] < ynH n £FT = 1, which shows that CnFT = C„-iFT. • 

15.3.7 (Stroud). Let G be as in 15.3.6 and let H^G. Then ywH = ym+1H. 

Proof. Clearly ymJrlH^ G, while 

y»H/ya+1H = ya(H/ya+1H) < {(H/y^H). 

Hence ywH = by 15.3.6. • 

F o r example, i f G is a finitely generated metabelian group, there is a finite 
upper bound for the length of the upper central series of an arbi t rary sub
group; for i n 15.3.6 we can take A to be G', i n which event F L 4 < i G is auto
matic. Also the lower central series of a n o r m a l subgroup o f G terminates 
after at most co steps. 

A very extensive theory of upper central lengths o f subgroups i n finitely 
generated soluble groups has been developed by Lennox and Roseblade 
[ a l 2 3 ] . 

Powers of the Augmentation Ideal 

15.3.8. Let R be a ring with identity element, I a polycentral ideal and M a 
right noetherian R-module. Then an element a belongs to MP for every n > 0 
if and only if a = ax for some x in I . 

Proof. Suppose that a e MP for a l l n, and consider N = al and the R-
module M/N. Accord ing to 15.3.5 there is a positive integer n such that 
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(M/N)In n * I = 0. Clearly a + A belongs to every (M/N)In: i t also belongs 
to * I since N = al. Therefore ae A , wh ich implies that a = ax for some x i n 
I . The converse is obvious. • 

The reader may recognize 15.3.8 as a generalization o f the Krull Inter
section Theorem for modules over a commutat ive r ing. 

F r o m 15.3.8 we easily ob ta in a cr i te r ion for residual nilpotence o f finitely 
generated soluble groups. 

.15.3.9. Let G be a finitely generated group with a normal abelian subgroup A 
such that G/A is nilpotent. Assume that A is torsion-free as a Z(G/A)-module. 
Then G is residually nilpotent. 

Proof. Suppose that 1 # a e [A, nG] for every n. A p p l y 15.3.8 w i t h M = A, 
R = Z(G/A) and / = I G / A , the augmentat ion ideal. Then, i n addit ive nota
t ion , 0 # a = ax for some x i n / , or a(x — 1) = 0. Since A is a torsion-free 
R-module, x = 1. Bu t 1 e / implies that / = R, a contradic t ion. I t follows 
that the intersection of al l the [A, n G ] is 1. Since the quotient group G/[A, n G ] 
is ni lpotent , G is residually ni lpotent . • 

I n order to make use of this c r i te r ion i t is necessary to discover situations 
where the module cond i t ion is satisfied. This is the purpose o f the ensuing 
discussion. 

Zero Divisors in Group Rings 

There is a long-standing conjecture that the integral group r i ng of a tors ion-
free group G contains no divisors of zero; equivalently, is ZG when regarded 
as a r ight ZG-module torsion-free? The conjecture has been proved i n var i 
ous special cases, the fo l lowing one being quite sufficient for our purposes. 

15.3.10 (G. Higman) . / / G is a group such that every nontrivial finitely gener
ated subgroup has an infinite cyclic image, then ZG has no zero divisors. 

Proof. Suppose that ab = 0 where a and b are nonzero elements of ZG. Let 
the number of group elements involved i n a and i n b be m and n respec
tively. I f / = m + n, then certainly / > 2, while / = 2 means that ae G and 
be G, which clearly excludes ab = 0. Thus / > 2. Assume that a and b have 
been chosen so that / is m i n i m a l subject to ab = 0. Observe that 1 can be 
assumed to occur i n b o t h a and b\ for we can p remul t ip ly a and post-
m u l t i p l y b by suitable elements o f G to achieve this. 

The to ta l i ty of elements involved i n a and b generates a non t r iv i a l finitely 
generated subgroup FT which , by hypothesis, has a n o r m a l subgroup K such 
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that H/K is infinite cyclic, generated by Kt say. We can wri te 

a = axtUl + ••• + artUr and b = bxtVl + ••• + bstVs 

where ah e ZK and the integers uh Vj satisfy u 1 < u 2 < " ' <ur and 
vl < v2 < ''' < vs. Suppose that r = 1 = s. Since 1 occurs i n a and b, and 
H/K is infinite cyclic, i t follows that a and b lie i n ZK; however this implies 
that H = K. Hence either r > 1 or 5 > 1. 

N o w fo rm the product ab using the sums exhibited above. The lowest 
power o f t wh ich occurs i n the product is tUl+Vl and its coefficient a^b^Ml 

must therefore be 0. However, because r > 1 or 5 > 1, either ax involves 
fewer group elements than a or b[~Ui involves fewer than b. This contradicts 
the m i n i m a l i t y of /. • 

Obvious ly a non t r iv i a l poly-infini te cyclic group has an infinite cyclic 
image. Therefore we obta in the fo l lowing result. 

15.3.11. The integral group ring of a group that is locally poly-infinite cyclic 
contains no divisors of zero. In particular this is true of the integral group 
ring of a finitely generated torsion-free nilpotent group. 

F o r an account of the present status of the zero divisor p rob lem the 
reader should consult [ b 5 1 ] . 

We can now give some examples o f groups to which the residual n i l 
potence cr i ter ion applies. 

15.3.12. If R F -» G is a finite presentation of a finitely generated torsion-
free nilpotent group G, then F/R' is residually nilpotent. 

Proof. Rah is a G-module via conjugat ion i n F . I t was shown i n 11.4.8 
that the mapping rR' \-+ (r — 1) + IFIR is a ZG-monomorph i sm f rom Rab 

to IF/IFIR; furthermore the latter module is ZG-free (11.3.4). N o w Z G has no 
zero divisors by 15.3.11; hence a free ZG-module , and so a submodule o f a 
free ZG-module , is torsion-free. Conclude that Rah is torsion-free as a Z G -
module. 15.3.9 can n o w be applied to give the result. • 

F o r example, let F be a finitely generated free group. I t is k n o w n that the 
lower central factors o f F are free abelian groups (see for example [b31 ] ) . 
Hence F/ynF is torsion-free. Thus the relatively free group F/(ynF)' is residu
ally nilpotent, as one sees by t ak ing R to be ynF i n 15.3.12. 

The section closes w i t h an interesting appl icat ion of the intersection the
orem 15.3.8. 

15.3.13 (Gruenberg). / / G is a finitely generated torsion-free nilpotent group, 
then the intersection of all the powers of the augmentation ideal I G is zero. 



4 7 0 15. Infinite Soluble Groups 

Proof. ZG is torsion-free as a Z G - m o d u l e by 1 5 . 3 . 1 1 . The result n o w follows 
f rom 15.3.8 w i t h R = ZG and I = IG. • 

I n fact 1 5 . 3 . 1 3 is more generally true: G can be an arb i t rary torsion-free 
ni lpotent group (Hart ley [a82] ) . 

EXERCISES 15.3 

1. I f the integral group ring of G is right noetherian, then G satisfies max. [Hint: I f 
H < K < G, then IH < J x . ] 

2. Let W = Z ^ G , the standard wreath product. 
(a) I f W satisfies max-n, show that G satisfies max. 
(b) I f G is a finite extension of a polycyclic subgroup, prove that Z 'v G satisfies 

max-ft. (Note: The base group of W is isomorphic with Z G ) . 

3. Let G be a finitely generated extension of an abelian group by a nilpotent group. 
Prove that the Hirsch-Plotkin radical of G is nilpotent and equals the Fitting 
subgroup. [Hint: Use 15.3.6. See also 15.5.1.] 

4. Let R be a ring with identity, J an ideal of R and M a right R-module. The pair 
( M , J) has the Artin-Rees property if, given a submodule N and a positive integer 
n, there exists a positive integer m such that MIm n N £ JVJn. I f M is noetherian 
and J is polycentral in R, prove that ( M , J) has the Artin-Rees property. 

5. I f the integral group ring of G has no zero divisors, then G is torsion-free. 

6. I f G is a finitely generated torsion-free nilpotent group, the standard wreath 
product Z *v G is residually nilpotent. 

7. (P. Hall). There are only countably many nonisomorphic finitely generated 
groups which are extensions of abelian groups by polycyclic groups, (cf. 14.1.1). 
[Hint: Use 15.3.1.] 

8. Let R be a noetherian integral domain and let J be a proper ideal. Prove that 

15.4. Finitely Generated Soluble Groups 
and Residual Finiteness 

The pr inc ipa l a im of this section is to prove the fo l lowing major result. 

15.4.1 (P. Hal l) . A finitely generated group which is an extension of an abelian 
group by a nilpotent group is residually finite. 

L i k e so many results i n the theory of finitely generated soluble groups 
1 5 . 4 . 1 hinges on properties o f finitely generated modules over noetherian 
group rings. I n this instance we require an analogue of what i n commuta
tive algebra is k n o w n as the Weak Nullstellensatz o f Hi lbe r t . 
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The Class of Modules Jt{J, n) 

Suppose that J is a pr inc ipa l ideal doma in and let % be a set of (non-
associate) primes i n J. Then a J-module M is said to be belong to the class 
Jt{J, n) i f i t has a free J-submodule F such that M/F is a 7i-torsion-module; 
thus i f a e M , there is some product x o f primes i n % such that ax e F . The 
crucial proper ty o f a module i n Ji(J9 n) is that i t cannot have a submodule 
isomorphic w i t h the field o f fractions of J unless n is a complete set of 
primes. We list this w i t h other simple facts about Jt{J, n) i n the fo l lowing 
lemma. 

15.4.2. (i) If M e Jt{J, n) and N is a submodule of M , then N e Ji(J9 n). 
(ii) The field of fractions of J belongs to Ji(J9 n) if and only if n is a 

complete set of primes. 
(iii) / / M has an ascending series of submodules each factor of which 

belongs to Jt{J9 n\ then M e Jt{J9 %). 

Proof, (i) Since J is a principal ideal domain, a submodule of a free J-module 
is free. The result n o w follows easily. 

(ii) This is a simple exercise which we leave to the reader. 
(iii) Let 0 = M0 < Mx < Ma = M be the given ascending series. 

By hypothesis there is for each /? < a a free J-module Mp/Mp such that 
Mp+1/Mp is a 7r-torsion module. Choose a basis {apx + Mp\l e A(/?)} for the 
free module Mp/Mp; then fo rm the submodule S generated by al l the apx 

where A e A(/?), /? < a. I f there were a nont r iv ia l J-linear relation in the a^'s, 
there w o u l d be such a relat ion i n the apx + Mp for some fixed /?, which is 
impossible. Consequently the apx are l inearly independent over J and S is a 
free J-module. O n the other hand, each (Mp+1 + S)/{Mp + S) is a 7i-torsion 
module, which clearly implies that M/S is a 7i-torsion module. • 

N o w for the basic result on modules over polycyclic group rings which 
w i l l eventually lead to a p r o o f of 15.4.1. 

15.4.3. Let G be a polycyclic group and J a principal ideal domain. Then a 
finitely generated J G-module M belongs to the class Jt{J, n) where n is some 
finite set of primes in J. 

Proof. F o r m a series i n G w i t h cyclic factors, l = G 0 < G 1 < , , , < G i = G. 
I f / = 0, then G = 1 and M is a finitely generated J-module. The structure 
theorem for finitely generated modules over pr inc ipa l ideal domains implies 
the result immediately. So we assume that / > 0 and put A = G ^ . I n what 
follows we shall wri te R for J G and S for J A . 

(i) Case: G/N is finite. Choose a transversal T to A i n G. N o w by hypo
thesis there is a finite set {al9 a l 9 . . . , ak} such that M = axR + a2R + • • • + 
akR; hence M is the sum of the finite set of cyclic S-modules (a^S, i = 1, 
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2 , . . . , /c, t e T. Thus M is a finitely generated S-module. By induc t ion on / 
we obta in M e Ji{J, n) for some finite set of primes n. 

(ii) Case: G/N is infinite. W r i t e G = <£, A > and H = <£>. Then G = 
H tx A , the na tura l semidirect product . Since M is finitely generated as an 
R-module, there is a finitely generated S-module L such that M = LR; 
hence M is the sum of the S-submodules Lt\ i = 0, ± 1 , ±2,.... 

N o w define for each positive integer n 

L : = t Lt1 and L - = £ LtK 
i = l i = —n 

These are, of course, S-modules, as is V = ( J „= i , 2 , . . . ^> the sum of a l l the 
Lt1 for negative i. Clearly V < Vt < Vt2 < • • •, the un ion o f this chain being 
M. The iS-modules Vt/V and Vtn+1/Vtn are J- isomorphic via the obvious 
mapping at + V ' atn+1 + Vtn. N o w Vt = V + L , so F t / F ^ L/VnL. 
But L / F n L e ^#(J , 7rx) for some finite n1 by induc t ion on /. Consequently 
M/V e Ji{J, by 15.4.2(iii). Thus i t remains only to deal w i t h V 

Certainly 0 = LQ < L \ < • • • and V is the un ion o f this chain. Also 
Ln+i = Lt~(n+1) + L ~ , so that L~+1/L~ is S-isomorphic w i t h 

L r ( " + 1 V L r < " + 1 > n L „ - , 

which is J- isomorphic to L/Ln L~tn+1 = L / L n L ^ " . N o w L n L j " < 
L n L j < • • • is an ascending chain o f S-submodules of L . Moreover <S is 
r ight noetherian by 15.3.3—notice here that J is noetherian since i t is a 
pr inc ipa l ideal domain . Since L is a finitely generated S-module, i t is 
noetherian. I t follows that L n L „ + = L n L ^ + 1 = etc. for some integer n. We 
see now w i t h the aid of the induct ion hypothesis that every L~+1/L~ belongs 
to Jt(J,n2) for some finite set o f pr ime n2. Therefore V eJ((J, n2) and 
M e Jt{J, n) where n = n 1 u n2. • 

O n the basis of this lemma the analogue o f the Weak Nullstellensatz 
referred to above can be derived. 

15.4.4 (P. Hal l ) . / / G is a finitely generated nilpotent group, then any simple 
ZG-module M is finite. 

Proof. There is no th ing to be lost i n assuming that G acts faithfully on 
M ; thus we may regard G as a group of automorphisms of M. Because M 
is simple, i t is a cyclic ZG-module; i t follows via 15.4.3 that M e l ( Z , n) 
for some finite set of primes n. N o w the addit ive group of M is either an 
elementary abelian p-group or a ra t iona l vector space (since i t is character
istically simple). However the latter is impossible because Q cannot belong 
to Ji{Z, n) i f 7i is finite (by 15.4.2). Hence M is an elementary abelian p-
group. 

Choose z f rom the center o f G. Define J to be the group algebra o f an 
infinite cyclic group <£> over T, the field o f p elements: thus J is a pr inc ipa l 
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ideal domain . We make M i n to a JG-module by defining at to be az for 
ae M. (Here i t is relevant that z e ((G).) Then M e Jt(J, n) for some finite 
set of primes % of J. Since a complete set of primes for J is infinite, the field 
o f fractions K o f J does not occur as a submodule of M : here use is made o f 
15.4.2 once again. 

Since M is a simple JG-module, Schur's Lemma (8.1.4) tells us that 
E n d J G ( M ) is a d iv is ion r ing; its center C is therefore a field, clearly o f char
acteristic p. By identifying y i n F w i t h yl i n C, we can regard F as a subfield 
of C. Let S denote the subring of C generated by F and z. Then the assign
ment t h-> z determines a surjective r ing homomorph i sm a f rom J = F<£> 
to iS. Thus S ~ J / / for some ideal F 

Suppose that I = 0, so that a: J -» C is a monomorph i sm; this extends 
to a m o n o m o r p h i s m a: K -+ C. Let 0 # a e M and define 9: K -+ M by 
x# = ax a , x e K . This is easily seen to be a J -monomorphism. However this 
cannot be correct since K is not isomorphic w i t h a J-submodule of M . Hence 
/ # 0 . 

I t now follows that J / I is finite since / is a pr inc ipa l ideal; thus S is finite 
and z has finite order. 

We have now proved that the center of the finitely generated ni lpotent 
group G is a tors ion group. I t follows via 5.2.22 that G is finite. Since M = 
(ag\g e G> for any nonzero a i n M , we conclude that M is finite. • 

The ma in theorem 15.4.1 can now be proved. 

Proof of 15.4.1. By hypothesis G is a finitely generated group w i t h a no rma l 
abelian subgroup A such th t G/A is ni lpotent . Let 1 # g e G. By Zorn 's 
Lemma there is a no rma l subgroup which is max ima l subject to not con
ta in ing g—let us call i t A . I t suffices to prove that G/N is finite. Clearly we 
lose no th ing i n supposing N to be t r iv i a l . Every non t r iv ia l no rma l subgroup 
of G must now contain g. Hence there is a unique smallest non t r iv i a l nor
ma l subgroup of G, say M . 

I f A = 1, then G is ni lpotent and M lies i n the center of G; what is more, 
M must have pr ime order, say p. Since M lies i n every non t r iv i a l no rma l 
subgroup, ( G is a p-group. I t follows that G is finite. 

Assume that A # 1, so that M < A. N o w M is a simple Z(G/^4)-module, 
so 15.4.4 shows M to be finite. Thus C = C G ( M ) has finite index i n G. N o w 
by 15.3.6 there is a positive integer n such that y n ( C ) n £ C = 1. But i t is 
clear that M < £C, so yn(C) n M = 1, wh ich can only mean that ynC = 1 
and C is ni lpotent . Also C is finitely generated since |G : C| is finite. Thus £C 
is a finitely generated abelian group; hence some power ( £ C ) m is torsion-free. 
But ( C C ) m n M = 1 because M is finite. Consequently ( £ C ) m = 1, which 
implies that C, and hence G, is finite. • 

M o r e recently i t has been shown that 15.4.1 is true for the more general 
class o f finitely generated extensions of abelian groups by polycyclic groups. 
This is due to Jategaonkar [ a l 0 7 ] and Roseblade [ a l 8 0 ] : the p roof is signif
icantly harder. 
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EXERCISES 15.4 

1. Let J be a principal ideal domain and F its field of fractions. Prove that F e M(J, n) 
i f and only if n is a complete set of primes in J. 

2. Let G be a finitely generated torsion-free group. Suppose that there is a normal 
abelian subgroup A such that G/A is nilpotent. I f n is any infinite set of primes, 
prove that f]pe7tAp = 1. 

3. Let G be a finite extension of a polycyclic group and let J be a principal ideal 
domain. I f M is a finitely generated JG-module, show that M e J?(J, n) where n 
is a finite set of primes in J. 

4. I f G is a finite extension of a finitely generated nilpotent group, prove that a 
simple Z G-module is finite. 

*5. (P. Hall). Let G be a finitely generated group which is a finite extension of a 
metanilpotent group. Prove that all principal factors of G are finite and all maxi
mal subgroups of G have finite index. [Hint: Use Exercise 15.4.4.] 

6. (P. Hall). The main theorems of this section do not hold for finitely generated 
soluble groups of derived length 3. Use the following construction. Let V be 
a rational vector space with a basis {vt\ie Z} and let the set of all primes be 
ordered as {pt\i e Z} with pt # pj i f i # j . Define £ and n in GL(V) as follows: 

v£ = vi+1 and vtrj = p{v{. 

Establish the following statements. 
(a) H = < £ , 77> is isomorphic with the standard wreath product Z ^ Z , a finitely 

generated metabelian group. 
(b) V is a simple ZH-module. 
(c) G = H K V is a finitely generated soluble group with derived length 3 satis

fying max-ft. 
(d) G is not residually finite, and it has an infinite principal factor and a maxi

mal subgroup of infinite index. 

15.5. Finitely Generated Soluble Groups 
and Their Frattini Subgroups 

I n Chapter 5 several characterizations o f the F i t t i n g subgroup were given, 
for example i n terms o f the centralizers o f the pr inc ipa l factors (see 5.2.9 and 
5.2.15). Similar characterizations were discovered by P. H a l l to h o l d for cer
ta in finitely generated soluble groups. 

15.5.1 (P. Hal l ) . Let G be a finitely generated metanilpotent group. Then the 
following subgroups of G coincide and are nilpotent. 

(i) The Fitting subgroup. 
(ii) The Hirsch-Plotkin radical. 
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(iii) The subgroup F F r a t G defined by the equation 

F F r a t G/Frat G = F i t (G /Fra t G). 

(iv) The intersection of the centralizers of the principal factors of G. 

One consequence of this theorem is that Frat G < F i t G; thus the Frattini 
subgroup of G is nilpotent. 

Behind 15.5.1 stands another version of the H i lbe r t Nullstellensatz, usu
ally referred to as the Strong Nullstellensatz. The fo rm of this impor tan t 
theorem which is required here is as follows. 

15.5.2. Let G be a finitely generated nilpotent group with integral group ring 
R. Suppose that M is a finitely generated R-module and z a central element of 
R such that Mz < N for every maximal submodule N. Then Mzn = 0 for 
some positive integer n. 

Proof. M is a noetherian module by 15.3.3. Thus we can assume the result 
to be false for M but true for every proper image o f M . Recall that 

*z = {aeM\az = 0} ; 

since z is central i n R, this is a submodule o f M. I f *z ^ 0, then Mzm < *z 
for some positive m, wh ich implies that M z m + 1 = 0. By this contradic t ion 
*z = 0, so that the R-endomorphism a i—• az is injective and M ~R Mz. 

Let Mx be an R-module isomorphic w i t h M by means of the assignment 
a i—• a u {a e M,al e Mx). Then a i—• axz is surely an injective R-homomor-
phism f rom M to Ml w i t h image Ml z. We may therefore embed M i n Mx as 
Mxz. By repeated use o f this device one obtains a sequence of R-modules 
M = M 0 , Mu ... and embeddings Mt -• Mi+1 w i t h image Mi+1z. Let M be 
the direct l i m i t o f this sequence of maps and modules. Then, after suitable 
identifications, we can t h ink o f M as the un ion o f the chain 

M = M0 < Mx <••. 

Since Mz > Mi+1z = Mh we have M = Mz. Therefore a i—• az is an R-auto-
morph i sm of M. 

N o w fo rm the direct product G = G x T where T = <£> is an infinite 
cyclic group. M a k e M i n to a G-module by defining at to be az, (a e M ) ; 
this is compatible w i t h the act ion o f G because z is central i n R. F r o m 
Mt = Mi+1z i t follows that Mt = Mt~\ Since M is the un ion o f the Mh we 
conclude that M is finitely generated as a ZG-module . Consequently M has 
a max ima l ZG-submodule, say L . Suppose that L contains M ; then L w i l l 
also contain Mt~l = Mh wh ich gives the contradic t ion L = M. Therefore 
LnM^M. _ _ 

By 15.4.4 the simple ZG-module M/L is finite. Thus M/LnM is a non-
t r iv i a l finite abelian group. N o w L n M is contained i n some max ima l R-
submodule o f M , say M * . By hypothesis Mz < M * ; thus appl icat ion of z to 
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M/L n M yields an endomorphism which is not surjective. Since M/L n M is 
finite, this endomorphism cannot be injective either, so there is an a i n M\L 
such that az e L n M . Hence (a + L)z = L . Bu t this cannot be true since 
b i—• bz is an au tomorphism of M and i t induces an au tomorphism i n M/L. 

• 
Proof of 15.5.1. By hypothesis the finitely generated group G has a n i l -
potent no rma l subgroup A such that G/N is ni lpotent , and certainly 
N < F i t G = F , say. Since G / A satisfies max, F is the product o f finitely 
many no rma l ni lpotent subgroups. Hence F is n i lpotent by 5.2.8. 

Consider next the H i r s c h - P l o t k i n radical FT o f G. O f course F < FT; we 
a im to show that FT centralizes every pr inc ipa l factor of G and to achieve 
this i t is sufficient to prove that FT centralizes every m i n i m a l n o r m a l sub
group L of G. This is clear i f FT n L = 1, so assume that L < FT. N o w L is 
finite by Exercise 15.4.5, so there is a pr inc ipa l factor of FT of the fo rm L/M. 
Then L/M is central i n FT because FT is local ly ni lpotent—here we are 
appealing to 12.1.6. Thus \L,H~\<L. Bu t [ L , F T ] < i G , so we ob ta in 
[ L , FT] = 1 as required. I t follows that FT < X where X is the intersection of 
the centralizers of the pr inc ipa l factors of G. 

The next step i n the p r o o f is to demonstrate that X is ni lpotent; for then 
i t w i l l fo l low that X < F , and hence that F = FT = X. I f this is no t true, X/F 
is non t r iv i a l and must contain a non t r i v i a l element of the center o f G/F, say 
zF. Consider the Z(G/F)-module F = F / F ' : this is noetherian by 15.3.1. I f 
S is a max imal submodule of F , then z w i l l centralize F/S because z e X; 
i n other words z — 1 annihilates the module F/S. Accord ing to 15.5.2 this 
implies that some (z — l ) n annihilates F , which , translated in to the language 
of g roup theory, says that <z, F > / F ' is ni lpotent . However i f follows f rom 
5.2.10 that <z, F> is ni lpotent , while <z, F> is no rma l i n G because zF was 
chosen f rom the center o f G/F. Therefore z e F , which is false. 

F ina l ly we consider 7 = F F r a t G. I t is clear that F < Y. A l l that remains 
to be done is to show that Y < F. 

I n fact we need only do this i n the case where A is abelian. F o r suppose 
that this has been achieved. By Exercise 12.2.15, we have A ' < Fra t G, so 
that F r a t ( G / A ' ) = (Frat G)/N' and F F r a t ( G / A ' ) = (FFra t G) /A' . Hence 
Y/N' is ni lpotent . Since A is ni lpotent , we may deduce f rom 5.2.10 that Y is 
n i lpotent and Y < F. 

I n the remainder of the p roo f we assume that A is abelian, so that G 
is residually finite by 15.4.1. Let L be a m i n i m a l no rma l subgroup of G. 
We need only check that [Y, L ] = 1. N o w L is certainly finite (Exercise 
15.4.5). By residual finiteness we can f ind a T < i G such that G / T is finite 
and L n T = 1. Obvious ly F r a t ( G / T ) > (Frat G)T/T, so that F F r a t ( G / T ) > 
YT/T. Bu t F F r a t ( G / T ) = F i t ( G / T ) by Gaschiitz's theorem (5.2.15), so 
YT/T < F i t ( G / T ) . Also L ~ G L T / T , wh ich implies that LT/T is m i n i m a l 
n o r m a l i n G/T. We deduce f rom 5.2.9 that YT/T centralizes LT/T and 
[ L , 7 ] < L n T = 1. The p r o o f is now complete. 
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The fo l lowing useful theorem is a consequence of 15.5.2. I t is a general
iza t ion o f a theorem of Hi r sch on polycyclic groups (5.4.18). 

15.5.3 (Robinson, Wehrfri tz) . Suppose that G is a finitely generated soluble 
group. If G is not nilpotent, then it has a finite image that is not nilpotent. 

Proof. Presuming the theorem to be false, we choose for G a counterexample 
of smallest derived length. I f A is the smallest non t r iv i a l te rm of the derived 
series, then G/A is n i lpotent and, o f course, A is abelian. Therefore G 
satisfies max-n. By passing to a suitable quot ient group we may assume that 
each proper quotient group of G is ni lpotent . 

W r i t e F = F i t G. Then F is ni lpotent by max-n. I f F ^ 1, then G/F' is 
ni lpotent , wh ich implies that G is ni lpotent . Consequently F is abelian. I n 
add i t ion G/F is ni lpotent because F cannot equal 1. 

Since F ^ G, there is a non t r iv i a l element i n the center o f G/F, say zF. 
Us ing max-n we may choose a max ima l Z(G/F)-submodule M of F ; then 
F/M is finite. I f M = 1, the group G is actually polycyclic, i n which case the 
theorem is k n o w n to be true (5.4.18). Hence M ^ 1 and G / M is ni lpotent . 
Since F/M is m i n i m a l no rma l i n G / M , i t is central; thus [ F , z ] < M . 
A p p l y i n g 15.5.2 we deduce that [ F , n z ] = 1 for some n > 0. However, this 
says that <z, F> is n i lpotent and causes z to lie i n F. • 

I n conclusion we illustrate the use o f the last theorem. 

15.5.4. Suppose that G is a group whose Frattini subgroup is finitely gener
ated. Then F ra t G is nilpotent if and only if it is soluble. 

The p r o o f goes exactly l ike that o f 5.4.19, appeal being made to 15.5.3 at 
the appropriate point . However, despite 15.5.4, the F r a t t i n i subgroup of a 
finitely generated soluble group may fail to be ni lpotent , as examples o f 
P. H a l l show ( [a78] ) . 

EXERCISES 15.5 

1. (P. Hall). I f G is a finitely generated soluble group with nilpotent length / - h i , 
then Frat G has nilpotent length at most /. (The nilpotent length of an infinite 
soluble group is the length of a shortest series with nilpotent factors.) 

2. Prove 15.5.4. 

3. A finitely generated soluble group G such that G < Frat G is nilpotent (see 5.2.16). 

4. Is the preceding exercise correct if the group is not finitely generated? 

5. (Baer). I f G is a finitely generated, nonnilpotent group, prove that G has a quo
tient group G which is not nilpotent but all of whose proper quotient groups are 
nilpotent. 
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6. Suppose that G is a finitely generated group which has an ascending normal 
series each of whose factors is finite or abelian. I f G is nonnilpotent, then G has a 
finite nonnilpotent image. [Hint: Use Exercise 15.5.5.] 

7. An automorphism a of a group G is said to be uniform if the mapping x i—• x _ 1 x a 

is surjective. I f G is a finite group, then a is uniform if and only if a is fixed-point-
free. Show that this is false for infinite groups. 

8. (Robinson, Zappa). Let G be a finitely generated soluble group. I f G has a uni
form automorphism of prime order, prove that G is a finite nilpotent p '-group. 
[Hint: Use 15.5.3 and 10.5.4.] 

9. Prove that 15.5.1 remains true if we allow G to be a finite extension of a finitely 
generated metanilpotent group. 
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