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Abstract: Microarray information 1s an secondary dimensional dataset with a little example measure which holds
not main pertinent as well as unimportant what’s more excess genes. Gene interpretation profiling may be
measuring those action about many genes simultaneously. Tdentikit right gene determination will be an
significant errand to microarray information order. Genetic algorithms gets its ideas from biological world and
the way genes interact to other genes to make new genes. In this research, Genetic algorithm 1s Applied on
Lymphoblastic Leukaemia (ALL) data set. This fill in summarizes majority of the data signifying gene
interpretation profile of five assemblies of patients (EMLLA, Hyp+50, MLL, T, also TEL), dispose of the The
majority urelavant genes, most extreme and least outflow esteem for each gene, furthermore, genes were
positioned by least also maximam values, what's more assurming that they were nside the lughest pomt
15% were chose to characteristic examination.
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INTRODUCTION

A Genetic Algorithm (GA) is great for finding
solutions to difficult problems and commonly used on
data mining. Feature selection is a very mnportant method
which selects the useful features for used classification
process as the fact that classifier performance is sensitive
to the selection of the features used to build good-quality
classifier from small or high dimension data that is
naturally noisy (Dudoit and Fridlyand, 2003).The idea
behind Genetic algorithms is given a pool of parents
(genes) we select two and initiate a crossover between the
parents generating two children which in tun can
undergo mutation. The essential transform to an Genetic
algorithm is.

Introduction: Frist make haphazardly an starting populace
(Liu et al., 2005) for fancied size, starting with best a
couple people should thousands.

Assessment: Each part of the number assessed also
wellness is ascertained to each unique. These
prerequisites may be direct faster calculations
(Alshamlan et al., 2015; Ooi and Tan, 2003) would better,
choice also selecting best people in the populace.
Furthermore, discarding those awful outlines will move

forward our populaces general wellness. Populaces with
a higher wellness will produce more posterity (Efron,
1983).

Hybrid: Joming together viewpomts about our chose
people will generate certain qualities starting with two
alternately that’s only the tip of the iceberg people
{(Dudoit and Fridlyand, 2003) that will make best “'fitter”
posterity which will thus mherit best qualities structure
their guardians.

Transformation: Mutations need aid presented under our
populace haphazardly (Efron and Tibshirani, 1993). These
mutations will prepare new mutated genes that need aid
utilized within our number.

Repeatable: Those procedure may be rehashed starting
with venture 2 until a exact number is acquired. The
cycle determination also replication (Braga-Neto and
Dougherty, 2004}, crossover furthermore change will be
known as era.

Literature review

Data set: This study utilization intense Lymphoblastic
Leukemia (ALL) dataset which will be a large portion as a
relatable point pediatric harm. The mformation situated

Corresponding Author: V. Sujatha, Department of CSE, Acharya Nagarjuna Umversity, Guntur, Vignan’s Nirula Institute of
Technology and science for Women, Pedapalakaluru,Guntur, AP, India
4851



J. Eng. Applied Sci., 13 (13): 4851-4858, 2018

l

Intialization

v

Fitness assignment

v

Selection

v

Crossover

v

Mutation

A

Stopping criteria = False

Stopping criteria = True

®

Fig. 1: Genetic  alogrithm  schematic  representation

procedure

holds 327 tests of intense Lymphoblastic Leuctra (ALL)
patients. There are a lot of people referred to hereditary
predictive variables clinched alongside ALL which
mcorporate white blood cell ALL those hyperdiploid
karyotype and the translocations: t(12;21)[TEL-AMIL1],
(41 DMLL-AF4], t(9;22)[BCR-ABL] and t(1;19)
[E2ZA-PBX] speaking to 7 separate illness sub-classes
which have been transformed on get outflow profiling
information utilizing (Efron and Tibshirani, 1993; Ye, 2003)
Affymetrix GeneChips. In this study, we summarizes
majority of the data signifying gene interpretation profile
of five bunches from claiming patients (EMLLA, Hyp+50,
MLIL, T and TEL), kill those The majority irrelavant genes,
most extreme what’s more base statement quality for each
gene furthermore, genes were positioned by base
Furthermore maximam qualities (Fu, 1997), what’s more
assuming that they were inside the top banana 15% were
chose for characteristic investigation. Those anlaysis may
be completed for an arrangement from claiming phases.

(Fig. 1).
MATERIALS AND METHODS

Phase 1; Test set up to the investigation: Make an
object that will store 300 populaces (max solutions = 300)
which will hold 5 genes (Population size = 5) that relate

Fig. 2: Output for one Gentic algorithm cycle (200

generations)
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Fig. 3: Monitoring of accumulated population
should models created utilizing a close to
separation centroid classifier (Lapointe ef al, 2004)
(classification. Method = “neardistcentriod”) with a

arrangement correctness about in any event 90%
(goalFitness = 0. 9).

Phase 2; Evolving models/populaces: This will be a
sample yield to particular case ga cycle (200 iterations):
the wvield indicates the emulating parameters
{Braga-Neto et al., 2004). No. From claiming evelutions:
300; No. About evolutions arrived at those objective
fitness: 292; Value of the best chromosome: 0. 89103;
Percentage relative (L1 ef al., 2001 ) of the objective fitness:
99%; No. for generations required: 200, methodology
period (Aakanksha et al., 201 2) went through previously,
most recent evolution: 40 sec; Gathered procedure run
through for all evolution: 4818 sec; Remaiming period
necessary to gather those formerly necessary to gather
the formerly specified number about populations: 5748 sec
(Fig. 2 and 3).

Figure 4 demonstrates real-time following of the
Genetic algorithm the level hub of the, main what’s more
base plots visualizes unranked gene indexes. The
verthandi hub of the highest point board is visualizes
those populace list while those verthandi hub of the

bottom board 1s visualizes those era number. In the center
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Fig. 5: Evolution of the maximum fitness across generations in 300 populations

plot the level hub (Peng et al., 2003) will be visualizes
those era in as much as those verthandi hub will be
showing the wellness esteem.

Phase 3; Determination and refinement for populaces
(Chromosomes): Figure 5 provides for previously an
average, we need aid getting will an answer previously,
era 56 which may be thick as normal Those lines
demonstrates normal wellness to every last ome of
chromosomes which amrived at those objective
furthermore likewise not arrived at objective. These
accordance define a useful “confidence mterval” for those
wellness every last one of generations (Yeoh ef af., 2002).
Trademark plateau stamped for dabbed line in Fig. 5 may
be advantageous should concluded that look is not
attempting should compass our objective. We could
likewise plot separate those evolutions that bring arrived

Table 1: Owverall classfication accuaracy

Measures NBC (%) SVM (99) K-NN (%0)
Acuurac 96.25 93.75 95
Specification 92.50 a0 a0
Sensitivity 100 97.50 100
Percision 93.2 90.70 90.91

at those objective which will be demonstrated m Fig. 6.
Generally exactness of the mumber to chosen models
(Braga-Neto and Dougherty, 2004) is plotted in Table 1
the level hub speaks to each unique example assembled
(Chuchra, 2012) In light of their sickness classes while
those wverthandi hub speaks to the predicted classes
(Lapointe et al., 2004; Tain and Srivastava, 2013). Those
barplots symbolize the % of the models that arrange every
test clinched alongside a class. To example, specunens to
second section (marked done red) have a place with the
HYP+50 population. For average, effectively ordered 87%
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of the times and likewise they need aid “wrongly” Phase 4; With find climate rank of the genes stable or
arranged 2% of the times Similarly as EMLLA, 5% of the not: To discover that rank of the genes stable or not we
times concerning lustration MLL, 1.5% as T and 4.7% as investigate our calculation indicated clinched alongside
TEL. (Fig. 7) stochastic searches which will be utilized within

——— Mean (a)
Mean (unfinish)
53 ) ) _Mean (one)

Fitness

Fig. 6 Separate the evolutions that have reached the goal maximum fitness across generations in
300 Populations: a) Fitness 294 (solutions/chromosomes) [project]: nearcent-mean-0, 1-3 k folds and b)
Fitness 6 (Non-solutions/chromosomes) [project]: nearcent-mean-0, 1-3 k folds

17%
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Rank+frequency
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Fig. 7: a) Gene ranks across past evolutions and b) Rank stability i 1000 chromosomes
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Genetic algorithm (Han and Kamber, 2001) would useful
skilled techniques to recognizing answers for a
streamlining issues. Those beginning stage for at
whatever Genetic algorithm (Bharadwaj and Pal, 2011) may
be should scan clinched alongside an irregular number.
Owr approach is should figure the recurrence that
each gene shows up in the chromosome populace.
Consequently observing the strength about gene ranks
(based for their frequency) offers the likelihood will
visualize model joining.

Over Fig. 7a the majority incessant 50 genes would
demonstrated over & separate colors with regarding

200
150 1
g
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Fig. 8: Refinement of the chromosomes
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6 alternately 7 genes for every color. Level hub in
indicates the genes requested eventually Tom’s perusing
rank (Chuchra, 2012). Verthandi hub indicates the gene
recurrenice and the shade coded rank about each
gene for past evolutions. Starting with Fig. 7 it will be
watched that 7 dark genes need been stable no less than
throughout the most recent 50 results while a few red
genes need as of late swap from green. Consequently,
we might reason that red furthermore green genes
need aid not yet stable n light 300 chromosomes
would not sufficient on settle these genes. For this
1000 clromosomes need aid recreated and outcomes are
produced which indicates clinched alongside Fig. 7b
which show all the more strength clinched alongside
ranks. An additional property may be that Main genes
need aid continuously settled to order; 1st bootleg genes,
after that red, green etcetera.

Stage 6; Discovering genes incorporated in a
chromosome that are helping of the model accurac:
Figure 8 demonstrates that an enormous measure of the
chromosomes oblige all five genes amrange the tests
faultlessly. By and large we manufacture models with
additional genes over the classes infact larger part of the
datasets really hold numercus just two classes (e.g.,
Treated-untreated, cancer-normal, wild-mutant, etc).

Phase 7; Creating delegate test models: Figure 9
indicates  forward determmation methodology by
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Fig. 9
Efron, 1983; Efron and Tibshiram, 1993; Lapointe

Forward selection model: (Alshamlan et al., 2015;Braga-Neto and Dougherty, 2004; Dudoit and Fridlyand, 2003;

etal,2004; Lietal, 2001, Liu et al., 2005, Ootand Tan, 2003,

Peng et al., 2003; Yeoh et al., 2002; Han and Kamber, 2001, Bharadwaj and Pal, 2011, Jain and Srivastava, 2003;

Dunham, 2006; Umamaheswari and Niraimathi, 2
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23

24

assessing the test slip utilizing the wellness work
altogether test sets. Level hub speaks to those genes
requested by their rank. Verthandi hub indicates the order
exactness. Strong transport speaks to those generally
speaking exactness. Colored dashed lines representable
those correctness for every population. Those effects
indicates models which would higher over 99% of the
most extreme out from claiming 29 best models. Model

Fig. 10:From a model resulted from forward selection and
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Fig. 11: Depiction of a model (left) and a chromosome (right) m PCA space
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named as 12, holding the The majority 33 incessant genes.
The opposite 28 models incorporated on fsm are
99% as near those best model (Fig. 10-13).

Phase 8: Foreseeing population enrollment (Dunham,
2006) from claiming obscure specimens. Sham information
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Fig. 13: Prediction for unknown samples (the last 15 samples i the right)

might have been temporally appended of the first
information. That point class prediction matrix will run for
every last one of number which resilts of the plot hint at
on Fig. 13 parts 1s an parameter utilized within class
predictionmatrix (Umamaheswari and Niraimathi, 2013).
The bring about shortages of the plot may be
demonstrated the place the new information might have
been named likewise “UNKNOWN. Those bootleg bars
for these specimens demonstrate that they were predicted
likewise EMLLA (the final one 15 specimens in the right).

RESULTS AND DISCUSSION

Those point of this dissection may be with recognize
gene sets that are predictive of malady sort for a board
about leuctra patients. In this worth, of effort we mimicked
how on raise Genetic algorithms to an order issue. Genetic

algorithm with closest classifier may be comnected on
main positioning genes. Genetic algorithm selects
practically educational genes
arrangement exactness may be aclknowledged concerning
llustration the wellness capacity. This straightforward
model in light of different factual measures what’s more
Genetic algorithm figures A large portion applicable
biomarkers to leuctra patients classes.

and closest classifier

CONCLUSION

Our techmque 15 helpful when a rearing system can
just phenotype a subset of the accessible genotyped
people, yet goes for assessing the reproducing estimation
of a (conceivably significantly bigger) gathering of
genotypes. Genomic determination permits to assess the
rearing estimation of plants or creatures utilizing
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genotypic and phenotypic data from a preparation
populace. By supplanting arbitrary examining with our
advanced determination conspire while choosing the
preparation set, the rearing esteems in the test set can be
evaluated with higher exactnesses. In the event that the
applicant and the test sets are both arbitrarily chosen from
a similar populace, choosing an upgraded preparing test
from the competitors with our technique enhances the
correctnesses of GEBV for this populace. In any case, the
utilization of our technique is additionally restricted,
since, it requires that every one of the genotypes are
known ahead of time and that the people that are chosen
in the preparation set are accessible for phenotyping. In
this study variable choice in quality articulation
mnformational indexes by utilizing hereditary calculations
has been researched. Not with standing it which just pick
principle impacts we have additionally presented a
technique for determination of interactions. Tt has been
demonstrated that subsequent subset yields order
methods that perform extremely well.
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Precise Long-Term Prediction of Behavior in a 3-D Chaotic Map

M Mammeri
Department of Mathematics, University of Kasdi Merbah, Ouargla, Algeria

Abstract: In this study, the prediction accuracy on long-term of future behavior in a 3-D chaotic map is
possible. This study introduces and justifies by numerical simulation a new phenomenon shown by the 3-D
map which is the behavior in the 3-D map is always regular and periodic and bounded on large time, i.e. that the

behavior repeats itself regularly after cycles on large time intervals. The new 3-D map produces new several
chaotic attractors obtained via quasi-periodic route to chaos.

Key words: Precise prediction, 3-D map, future behavior, symmetric intervals, regular behavior, time intervals

INTRODUCTION

Since, the discovery of the first famous three
dimensional Lorenz chaotic attractor (I.orenz, 1963), chaos
as a most fascinating phenomenon in non-linear
dynamical systems, in recent years has
considerable increase in their study (Rossler, 1976;
Chua et al., 1968, Lu and Chen, 2002; Hu et al.,
2012, Mandal et al, 2013, 2011, Mammeri, 2016,
Gonchenko e af., 2005, 2007, Gonchenko and Meiss,
2006). The correct prediction on long-term of the behavior
of solutions in non-linear dynamical systems is interesting

been a

and important in understanding of evolution of behavior
of chaotic systems. Tt is well known the chaotic behavior
to be strongly dependent on initial conditions, small
changes in initial conditions can possibly lead to immense
changes in subsequent on large time intervals and is what
so ever difficult to precisely predict the future in next few
decades. For example, m life sciences an interesting still
open problem 1s to predict human future behavior from the
actions they took in the past in other word it 1s possible
to use someone past actions to predict his future
behavior? Many other researchers have investigate the
prediction of future behavior see for instance the research
done by Lehnertz and Elger (1998), Romanelli ef al. (1988)
Teong (2002), Arrow et al. (2008), Boettiger and Hastings
(2013) and Dauwels et al. (2009). In this study, the
accurate prediction of future behavior in 3-D chaotic
discrete system on large time intervals 1s possible. This
short study reports and imvestigate the effect of the sine
map m 3-D discrete systems, the modified 3-D discrete
map (Eq. 1) obtamed via direct modification of the 3-D
discrete system proposed by Dullin and Meiss (2000). The
map (Eq. 1) 1s defined with two sme nonlinearities
topologically different from any other know 3-D systems.
In this study, we have studied some impotents basic

properties for a new 3-D map and introduces and justifies
numerically a new physical phenomenon shown by the
new 3-D map (Eq. 1) which is the behavior of the
map (Eq. 1) is always regular and periodic, i.e. that the
behavior repeats itself regularly after cycles (periods) on
large time symmetry intervals. Furthermore the behaviors
observed for the map 1 are bounded and symmetric about

the origin. Considered essentially the following
modified 3-D map Eq. 1:
Xt+1 Yt
Ve |=| 8i0Z, @
7. a+bx, +cy,-sin z,

where, (a-c) € R’ are bifurcation parameters and (x, ¥,
z)eR® are the state variables. The choice of sinusocidal
map has an important role is to guarantee the
boundedness of the orbits of the map (Eq. 1) for all values
of a-c. Generally, the map (Eq. 1) 1s not symmetric and the
associated map of the new 3-D map (Eq. 1) 13 continuous
and differentiable on R’. Furthermcre the Jacobian
matrix of the map (Eq. 1) is not constant and equal to b
cos z (b#0 and cos z#0). The system (Eq. 1) can be
transform into a third-order difference Eq. 2 as follows:

= atbsinz, ,+csinz,  -sinz, 2

ZtH

MATERIALS AND METHODS

Qualitative properties of the map: In this study, we will
show that the all orbits of the map (Eq. 1) are bounded
and are lles mside in a box and we investigate
domains for the bifurcation parameters (a, b, ¢) ¢ R’
in which the fixed points of the map (HEq. 1) are
asymptotically stable.
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Theorem 1: The all orbits of the map (Eq. 1) are bounded
for every parameters (a-c) € R’ and t=2 and for all finite
mitial conditions (x,, v, Z,).

Proof: We use the following standard results, the real
sequence (z,), is bounded if there is one positive real such
that |z|<k for every neN. In our case the sequence (z),
given in satisfies the following inequality, |z/<1+al+bl+c|
because [sin z|<1 for every zeR. Since, the real 1+al+|b[+|c|
1s positive, thus, the sequence (z), 13 bounded for every
(a, b, c)cR’ and t>2. Thus, implies the all orbits of the map
(Eq. 1) are bounded for every (a, b, ¢)eR’, t=2 and for all
finite initial conditions (x;, v, z,)ER’.

Conclusion 1: The all orbits of the map (Eq. 1) are lies
inside in the box:

{ v, Zjen k<1, M<1, [z <1vfal+ ol +[e]} )

Proof: It’s very easy to prove this conclusion, since, the
map (Eq. 1) is equivalent to:

X sin 7, ,
Yt"'l = Sln Zt (4)
Zony atb sinz ,+c sin z ,-sin z,

Theorem: The fixed point A(x, vy, z) of the map (Eq. 1) is
asymptotically stable for all acR and if and only
if (b, &)eu,_ =% where:

-1<b<1
: 2. ] (5)
£2,:9b (b+1)cos z 1<C<1-(1 b)cos z
COS Z cos Z
-1<b<1
. R 2 (6)
£,0 11H1-b)cos Z<c<b (b+Dicos z’-1
cos Z cos Z

Proof: The characteristic polynomial of the Jacobian
matrix of the map (Eq. 1) calculated at the fixed pomt
A (x, v, z) which takes the form, P,(4) = A, according to
the result available in Ogata (1995), we conclude that the
fixed point A of the map (Eq. 1) 1s asymptotically stable if
the followng conditions hold |b cos z<1, l+cos z-c
cos z-b cos 70, 1-cos z-¢ cos z+b cos z-¢ cos z=0 and
1-b* cos’ z=b cos® z-c cos z-c cos z. From Eq. 1, we have
Eq. 5|bj<1 and from Eq. 2, Eq. 3 and Eq. 5, we have Eq. 6 ¢
cos z<1-(1-b) |cos z, from Eq. 4 we have Eq. 7 ¢ cos z=b

{b+1) cos® z-1 and from Eq. 6 and 7, we get Eq. 8 b (b+1)
cos’ z-1<c cos z=<l-(1-b) |cos z|. Finally, the conditions
Eq. 1 and 8 give the all conditions Eq. 5 and 4 of
asymptotic stability for the fixed point A. For example,
the fixed pomnts of the map (Eq. 1) are the real solutions of
the system:

X =y, y=sin z, z=atbx+cy-sin z
Hence, one may easily obtain Eq. 7:

z-(b+e)sinz+sinz-a =0

Can’t be compute the fixed points of the map (Eq. 1)
analytically, we remark if a = 0, the point (0, 0, 0) it 15 fixed
point of the map (Eq. 1) for all values of the bifurcation
parameters (b, ¢)eR’. Then we have the following
theorem:

Theorem 3: If a = 0, the fixed point (0, 0, 0) of the
map (Eq. 1) is asymptotically stable if and only if the
following conditions holds:

-1=h=Z
b (b+1)-1<c<b

If we choose a=0, b=08 and ¢ = 0.1. Then with this
values the fixed pomt (0, 0, 0) i1s asymptotically
stable and we have the following three eigenvalues A, =
-0.8566-0.6229i 4,=-0.8566+0.6229i and A, = -0.3380, thus
‘)Ll, 2, 3|<1 .

Bifurcation analysis of the map: In this study, we will
illustrate some observed chaotic behaviors, the dynamical
behaviors of the map (Eq. 1) are investigated numerically.
Figure 1-6 show the bifurcation diagram and the diagram
of the variation of the largest Lyapunov exponent of the
map (Eq. 1) that are obtained at different values of
parameter a, ac [-4, 4]. However, we deduce from the
bifurcation diagram Fig. la that the proposed map
(Eq. 1) exhibit a quasi-periodic bifurcation scenario route
to chaos for the selected values of the bifurcation
parameter a.

First, we fix the initial condition x, =y, = z,= 0.01 and
b =08, ¢=0.9 and let the parameter a vary m the interval
[-4, 4], the map (Eq. 1) exhibits the following dynamical
behaviors as shown in Fig. 4a and b). For the
quasi-periodic with periodic windows at the pomta = -2.72
the dynamical behavior the map (Eq.1) is in the
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quasi-periodic-40 as shown in Fig. 7d and at the point
a = -3.52 the behavior s quasi-periodic as shown in
Fig. 7¢, for the range -4<a<-2.72 the behavior of the
map (Eq. 1) 1s chaotic with periodic windows in the
chaotic band which is verified by the corresponding
largest Lyapunov exponent 18 positive, Fig. 7a and b
shows, respectively the chaotic behaviors of the
map (Eq. 1) when a = -376 and a = -36
(Fig. 1-3).

Secondly, for the range O<a<1.68 the dynamical
behavior of the map (Eq. 1) 1s periodic which 1s verified by
the corresponding largest Lyapunov exponent is negative
as shown m Fig. 4b for the range 1.68<a<2.32 the
dynamical behavior of the map (Eq. 1) 18 quasi-periodic
orbits with periodic windows at the point a = 2.24 the
dynamical behavior of the map (Eq. 1) 18 inthe
quasi-periodic-19 as shown in Fig. 8e and f shows the
quasi-periodic attractor of the map (Eq. 1) whena = 1.84
for the range 2.32<a<2.72 the dynamical behavior of the
map (Eq. 1) is chaotic with periodic windows in the
chaotic band which is verified by the corresponding
largest Lyapunov exponent is positive. For the
range 2.72<a<3.6 the dynamical behavior of the map
(Eq. 1) is quasi-periodic with periodic windows at the
point a = 3.52 the dynamical behavior of the map (Eq. 1) is
1n range-1.68<a<0 the dynamical behavior of the map
(Eq. 1) is periodic which is verified by the corresponding
largest Lyapunov exponent i1s negative as shown in
Fig. 4b for the range -2.32<7a<-1.68 the dynamical behavior
the map (Eq. 1) 1s quasi-periodic with peniodic
windows at the pomnt a = -224 the dynamical
behavier the map (Eq. 1) is in the quasi-periodic-19
attractor as shown in Fig. 7e and f shows the quasi-
periodic attractor of the map (Eq. 1) when a = -1.84 for the
range -2.72<a<-2.32 the dynamical behavior of the map
(Eq. 1) is chaotic with periodic windows in the chaotic
band which is verified by the corresponding largest
Lyapunov exponent 1s positive. For the range -3.6<ax<-
2.72 the dynamical behavior of the map (Eq. 1) is the
quasi-periodic-40 as shown m Fig. 8d and at the
point a = 3.52 the dynamical behavior is quasi-periodic as
shown mn Fig. &c for the range 3.6<a<4 the dynamical
behavior of the system (Eq. 1) is chaotic with periodic
windows in the chaotic band which is verified by the
largest Lyapunov exponent 1s positive, Fig. 8a and b,
respectively show the dynamical behavior of the map
(Eq.1)whena=3.76 and a = 3.6.

Precise long-term prediction of behavior: Dynamical
systems theory is an area of mathematics used to describe
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the behavior of dynamical systems. The correct prediction
of the behavior of orbits of dynamical map (Eq. 1) 1s
important in understanding of evolution process and
reduces uncertainty. From the above analysis and the
bifurcation diagrams in Fig. 1a, band 6a, b we deduce
that the dynamical behavior on long-term of the map
(Eq. 1) is always regular periodic and bounded and has a
horizontal stretch, 1.e. that the dynamical behavior repeats
itself on large time symmetry intervals ([-a, a], acR) as it
moves along the a-axis and the cycles of this regular
repeating are called periods and the amplitude of the
behavior bands will be 1 (confined between-1 and +1) as
shown in Fig. 1a, b and 6a, b. Furthermore, the dynamical
behavior of map (Eq. 1) given in Fig. 7 and 8 are
respectively symmetric about the origin and inside the
two fimte symmetry ntervals [-a, 0] and [0, a], acR
(Fig. 7a-f and 8a-f).

CONCLUSION

In thus study, the prediction accuracy on long-term of
in 3-D possible this
phenomenon 1s justified by numerical mvestigation. In
other hand an analytic properties for the dynamics of this

future behavior systems is

system 1s also presented in term of a singlebifurcation

parameter. Furthermore, the new 3-D system produces
new several chaotic attractors observed wvia. quasi-
periodic route to chaos.
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Abstract: Concentrated Solar Power (CSP) 1s a commonly researched branch of renewable energy technologies.
Linear Fresnel Reflector (LFR) systems are also not a very niche topic in CSP. This study aims to approach the
LFR systems in a quite different concept, by considering a new way of solar tracking. In this study, the Fresnel
murrors are fixed on a rotating platform which can track the sun’s azimuth angle by rotation. An analytical model
to populate the mirrors on a defined area is developed and using the model a mirror setup i1s generated.
Moreover, the effects of the structural parameters on the solar yield are analyzed by using a ray tracing
software. When analyzing the solar yield the study keeps focus on the optical parts of LFR systems.

Key words: CSP, LFR, rotation, optical, tracing, vield

INTRODUCTION

Global rising temperature as a result of huge carbon
emissions, volatile oil prices and concerns of
governments about security of energy supply caused
rapid growth in the
especially m solar Thermal-Concentrated Solar Power
(CSP) technologies (Crabtree and Lewis, 2007, Mills,
2004). In this study, the Fresnel mirrors are fixed on a
rotating platform which can track the sun’s azimuth angle
by rotation. An analytical model to populate the mirrors
on a defined area is developed and using the model a
mirror setup 18 generated. Moreover, the effects of the
structural parameters on the solar yield are analyzed by
using a ray tracing software. When analyzing the solar
yield the study keeps focus on the optical parts of LFR
systems.

renewable energy market,

Motivation: Growth in the economy and increasing living
standards are welfare indicators that every country is
proud of. These developments are closely bound to their
energy consumption. With the world having a population
and economic growth trend as of now, we may assume
that the energy consumption will increase even quicker.
Increasing oil prices and global climate changes are
closely affecting the supply of energy required by this
mevitable growth. After the global o1l crises m 1973 and
1979, the world focused on developmg renewable
energies. New technologies were experimented and

implemented in large scales which were researched in the
past, some having a history of more than two centuries.
The first big scale parabolic trough, dish, solar tower and
solar chimney plants were mnstalled as a consequence of
theses crises. Until that time due to market resistances
and insufficient financial and political supports of
governments, the developments m this field were delayed.
Due to global rising temperature as a result of huge
carbon emissions, volatile oil prices and concerns of
governments about security of energy supply caused
rapid growth in the renewable energy market, especially in
solar thermal-concentrated solar power-technologies
(Crabtree and Lewis, 2007 ; Mills, 2004) .

The most power
concept-parabolic trough- 1s more costly in comparison to
linear Fresnel due to the curved mirors and tracking
mechanism. Using Fresnel reflectors seems as an
attractive option to solve the cost problem Larbi ef al.
(2000). The classical Linear Fresnel Reflector (LFR)
concept 18 cheaper in comparison to other solar thermal
power technologies. But still in LFR technology every
mirror is tracking the sun autonomously to reflect the
incident sunrays to the receiver which also adds to the
total cost of the systems. The particular specialty of this
project is to contribute in developing a low cost CSP
system which will generate electricity with lower cost per
kWh of electricity. Omitting the tracking system for each
muror and populating extra flat mirrors on a platform
can achieve this. The platform as a whole is capable of

common solar thermal

Corresponding Author: Zaki Igbal, CSEM-UAE Innovation Center LL.C, Department of Engineering,
American University of Ras Al Khaimah, P.O. Box 31208, Ras Al Khaimah, United Arab Emirates
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rotating and tracking the suns motion in azimuth angle.
As a result to develop a robust, efficient, scalable and
modular mirror design 1s aimed.

Objective: The study focuses on developing a mirror
setup as Linear Fresnel Reflector (LFR) for concentrated
solar power utilization purpose. Analyzing the effect of
structural errors on the solar yield (sensitivity analysis) of
the LFR module is also an important target of this study.
The existing module is also based on the principle fixed
murrors on a rotating platform. Therefore, this study will
show how to calculate a mirror setup for LFR. Then the
calculated mirror setup will be compared with the existing
mirror setup using ray tracing software. For the sensitivity
analysis, the existing mirror setup will be used, so that, the
results can be applied and experimented without waste of
time and resource. The concept will be based on extra flat
plate mirrors which will be fixed on a rotating platform to
track the sun’s motion m azimuth direction throughout the
day. When positioning the mirror strips in the mirror
setup, they should be positioned in a formation that
blocking and shading of mirror strips will be
mimmally.

The RAK research and irmovation center mn Ras al
Khaimah, United Arab Emirates can use the study as a
base for further experiments on an existing LFR module
available. Therefore, the solar data of this region will be
used in the calculations and simulations. The existing
module 13 also based on the principle fixed mirrors on a
rotating platform, vet, the positioning methodology of
the mirror setup and efficiency factors are unknown.
Therefore, this study will show how to calculate a mirror
setup for LFR. Then, the calculated mirror setup will be
compared with the existing mirror setup using ray tracing
software. For the sensitivity analysis the existing mirror
setup will be used, so that, the results can be applied and
experimented without waste of time and resource.

Literature review

Solar radiation: The solar radiation reaches outside of the
atmosphere through vacuum of space. During its journey
through the atmosphere to the earth surface solar
radiation gets wealened because of scattering, reflection
and absorption.

The incoming solar radiation 1s reduced approx. to
half of its initial value when reflected and absorbed by
environmental factors such as clouds, atmospheric gases
and aerosols. Beside that the, earth radiates some
amount of the energy from its surface to the sky.
Again a significant amount of this radiation is
returned to the earth by the greenhouse gases. From the
extraterrestrial solar radiation the remaimng solar rays

Up

A: Azimuth angle
a Solar altitude angle
z: Zenith angle

North

Fig. 1: Sun path and it*s correspoding angles

reaching the surface are called direct radiation or beam
radiation. Some portion of the absorbed, reflected or
scattered solar radiation in the atmosphere retumns to
earth surface in form of short wavelength radiation.
Photovoltaic panels can utilize global solar radiation
where for solar thermal systems direct beam radiation is
useful (Garg, 2009).

Sun’s path: While sun and earth are moving in their
determined orbits in the space, solar systems require
tracking the sun where their efficiency is directly related
with incidence angle of the sun rays. For tracking the sun
its position in the sky with respect to a reference point on
the earth should be determined accurately. The sun’s
position can be defined by the following angles as also
shown in Fig. 1.

A is the Azimuth angle and defines the angle
between the projected position of the sun on the
horizontal plane and the south direction. z is the zenith
angle and is the deviation of solar position from the
normal vector (up direction). ¢ i3 the solar altitude angle
or elevation angle. Zemth angle and solar altitude angle
can be substituted for each other (¢ = 90-z) (Mertins,
2009).

The sun angles are not only depending on the time of
the day but also on the declination at the respective day
of the year. To put in other words the pattern of sun’s
path in the sky changes throughout the year (Walter and
George, 2005).

The sun’s height (solar altitude angle) is ranging from
0-90° where the azimuth is ranging from -180° to 180°.
The East is defyned per definition with A = -90°
(Gharbi et al., 2011).

Concentrated solar power: Solar power has relative low
density which must be collected and concentrated for
efficiently utilization. Solar power can be concentrated
using refracting or reflecting optical surface. Reflecting
optical surfaces are most commonly used method for
commercial purposes so the study will focus on this side
of CSP.
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Sun rays

Second stage reflector

Primary Fresnel
S reflectors

Absorber tube

Fig. 2. Basic components of a linear Fresnel reflector
module (Haberle ef al., 2002)

By line focusing plants, the receiver and the reflector
mirrors are positioned parallel to each other. Parabolic
trough and linear Fresnel systems count in this category
of CSP.

Figure 2 presents a closer look to LFR. Primary Fresnel
reflector mirrors reflecting (E,,g): the incident solar rays (E,)
to the receiver tube. In some designs, also, a second stage
reflector above the receiver can be mcluded to collect the
escaping rays and redirect them back to the receiver.

In a classical linear Fresnel reflector design several
mirror strips are populated in parallel along a receiver,
which are also called primary mirrors. The primary mirrors
are responsible to reflect the incident solar rays to the
receiver which is placed at a determined height. The
mirrors are populated having a certain distance between
each other to reduce shadowing and blocking effects. The
receiver consists of an absorber tube and optionally a
secondary reflector and insulation. Secondary reflector
facing with its reflective surface downwards to the
primary mirrors assures to concentrate the escaping rays
back on the absorber tube. Closing the secondary
reflector with a glass plate from its downside prevents
negative effects of dust and convection losses (Mertins,
2009). To achieve reasonable solar efficiency solar
tracking is a must for this system. Most common way of
tracking is installation of a separate one axis tracking
mechamsm for every single mirror strip. Another option 1s
moving the receiver and keeping the murors fixed.
Although, there is theoretical research done on fixed
mirrors-moving receiver, commercially it is not applied
(Pujol et al., 2006). This study considers extra flat fixed
murrors populated on a rotating platform which 1s tracking
the sun in one axis in other words tracking the azimuth
angle of the sun.

MATERIALS AND METHODS

Mathematical modeling of the linear Fresnel reflector
Parameters of mirror design to be used in mathematical
modeling: Figure 3 shows a s implified schematic of the

Fig. 3: Simplified schematic of the mirrors and the receiver
tower

mirrors and the receiver tower from the front side.
Sigmficant parameters affecting the solar yield are d 1s the
diameter of the receiver tube, n 1s the mdex and also the
number of muror strips on each side of receiver tower
one module, f 15 the focal height. The distance between
center point of the receiver tube from the horizontal plane
where bottom points of mirrors lie, W is the Width of the
nth mirror, 6, is the inclination angle of mirror measured
counterclockwise from the horizontal plane, 1., is the
distance of nth mirror’s bottom end from the receiver
tower, S, 1s the Space between nth and (n-1)th mirrors,
measured horizontally from last pomt of the muror to the
first pomt of next mirror, h, 1s the horizontal position of
receiver with respect to the origin, 0 1s the origin of the
module. Mimror’s lower ends are positioned on the
horizontal line which represents the x-axis for the
calculations in following chapters. The receiver tower is
aligned to the positive y-axis.

Building the mathematical model: For the modeling of the
optical system only direct beam wradiance of the sun 1s
considered. The concentrator-set of muror strips
populated on the platform is perfectly tracking the sun.
Reflected Energy E.; by the solar collector to the focal
surface 15 a function of the mcident solar Energy E,,
design, environment, and material parameters:

E,.; = f(E, design, environment, material) (1

Reflected energy 1s basically equal to the mcident
energy multiplied by an efficiency factor 1

Eref = T]X Em (2)

The energy initiating from the sun and reaching the
recewver tube after being reflected by the mirrors 1s a
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function of incident solar energy on the mirrors,
environmental effects and material properties of the
mirrors. So, the reflected energy 1s proportional to the
mcident energy and multiplied by an efficiency factor.
This efficiency factor 1 is also a function of the design,
chosen materials and environmental effects:

N = f{design,material, environment) (3)

The equation for the efficiency can be expressed as
the multiplication of the efficiencies for the
aforementioned factors design, material and environment:

- 4
T] - T] design ® n materlal>< T] environment ( )

The efficiencies due to the material and environmental
factors are not considered in this study. So, the design
efficiency can be further divided in reflector and receiver
efficiencies:

M reflector M receiver (5)

T] design =

The efficiency of reflector M. g 18 a function of its
physical dimensions and design where the parameters in
following equation are stated before:

nreflector =f(W, f, 6, 8 L, d) (6)

Followmg equations are used m iteration to find a
mirror design for predetermined receiver diameter, width
of mirrors and height of receiver where receiver is placed
on the focal line of the mirror setup.

Following five equations are based on the study by
Sootha and Negi (1994). In that study, the solar irradiation
has been considered, so that, there 15 an angular subense
of the sun on the earth.. In this study, the sun rays
reaching the linear reflector system has been assumed to
be parallel to each other.

Equation 7 calculates the inclination angle of the nth
mirror. A vertical beam 1s drawn downwards to the end
pomt of a murror and reflected off the mirror to the receiver
where it hits the lower half of the receiver tangentially. x,
and vy, are the coordinates of this tangential point. T, is
the horizontal distance of the nth mirror’s lower point from
the symmetry plane:

n

L +x
) :%Xtan'l(in B 9

an

Using simple trigonometric equities one will obtain
Eq. 8 and 9 which provide the required values of the
tangential pomt on the receiver tube to calculate the
inclination angle 6, of mirror strip:

X,, = RcosO, (8)
V., =f—Rcosd, (9

To prevent the blocking and shading effects of mirrors
to each other a minimum space-shift-should be kept
between each mirror strip. Following equation calculates
the required space between nth and (n-1)th mirror strips:

5 _ (L, +W_,cos€ [O+x WO sin6

n

(10)
YEI, nwn-l Sin enfl

Following Hq. 10 calculates where the lower end point
of the mirror should be placed on horizontal plane which
is required for installation. Namely this Eq. 10 defines
location of the respective muror. The width of the
respective mirror strip, the shift and the location of
previous mirror are required parameters:

L, =L, ,+W_cos, +S, (1D

Following Eq. 11 provide the factors to evaluate and
compare the efficiency and functionality of the calculated
muror setup. The concentration factor defines the ratio of
collected solar energy by mirrors to the concentrated
energy on the receiver:

Armurur effective (1 2)

TECEIVEr

Coneentration factor =

The gross area of mirrors define the total area used for
one side of the reflector including the sum of dead space
-the necessary space between each mirror to prevent
blocking and shading-between mirrors and sum of mirror’s
area on the horizontal plane:

mirror, gross
n=1

k
Ar = 2.@1 Y w, 0058+Sn} (13)

The effective mirror area is the sum of dead space
between murrors subtracted from the gross area of mirrors:

k
:2.2Wn cos0 (14)

n=1

mirror effective

Area utilization factor i1s an important measure to
determine how well the reflector area is used and how
dense the mirrors are populated. A greater utilization
factor allows greater reflection of incident solar energy to
the receiver:
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Armm'or effective (1 5)
Ar

mirror, gross

Area utilization factor =

Computational model: For the calculation of mirror setup,
MATLAB and MS Excel is chosen. The equations
mentioned above require to be computed in a loop. Given
these conditions using MATLAB was the optimum
choice.

To determine the positions of mirror elements in a
Linear Fresnel Reflector (LFR) design, one needs to
determine four main parameters.

+  Width of the mirror element (W)

* Angle of inclination of each mirror element (6)

* Respective distance of each miror element to a
reference point (I.)

* Space between each mirror element (3)

Calculating the mirror setup: In order to determmne these
parameters Eq. 7-11 has been used. Equation 7 is used to
calculate the inclination angle of each mirror strip and
takes x,, and y,, as nput. But then Eq. 8 and 9 which
calculate x,, and v,,, take B  as input. To solve this
problem an iteration procedure should be performed.
Firstly, a 8, value is assumed and using this x_, and v,
are calculated. Then putting x,, and y,, in Eq. 7 gives
another 0, value. The 0, values of this and previous steps
are compared. So, the calculation should be put in a loop
and iterated until the input 6, to Eq. 8 and 9 and result 8,
of Eq. 7 matches. Following this, location of mirror strip
and shift between mirrors are calculated.

The code first takes input values for d, f, W width of
the LFR module on one side and mimmum shift between
each mirror 1 from the user. Then initialization of variables
15 done. After taking mputs and mmtializing variables the
above mentioned loop is executed. The loop calculates as
many mirrors as they would fit in a somewhat wider area
than the given width of the LFR module. Another small
loop checks the positions of the mirors and determines
which one is the last mirror strip that fits within the
defined module width.

After having the mirror setup calculated and number
of mirror strips determined, next step 1s to round the
significant figures of the results of the inclination angle,
mirror locations and shift between mirors to
manufacturing limits. In the last step, the code imports the
number of mirror strips 6, L, S and W to an MS Excel file.

Model validation: To implement the theoretical calculated
mirror setup m the sinulation environment some
assumptions had to be made. Four cases of solar altitude
angles were chosen as point of interest such as:

Table 1: Comparison of calculated power with the simulation results
Rolar  Direct Energy

altitude horizontal Beam  model Sirmnulation

angles  radiation (Wm?) calculation (W) tracepro (W) Difference (%)
90° 546 24056 24053 <0.01
60° 488 21501 21491 <0.01
45° 411 18108 18091 <0.01
30° 285 10156 9227 )

+  O0°

+  60°

. 450

o 300

Simulation environment is built up using three types

of building blocks:

» A surface source representing sun
s Mirror strips
+  Receiver tube

A computational method was used to check the power
yield results obtained by ray tracing on a reference setup.
The calculaion was crosschecked with simulation of
TracePro software and since the results were correlating
it was reliable to continue with the next step, sensitivity
analysis to structural errors.

Table 1 shows the comparison results. For most of the
solar altitude angles in the design interval of the receiver,
the calculation and simulation results match. At 30° one
can observe a difference of 9%. The reason is that the
receiver length is not enough to absorb all the reflected
power at this solar altitude angle and the computational
model was not powerful enough to consider the loss due
to thus factor.

RESULTS AND DISCUSSION

Figure 4a shows the power change with respect to the
vertical change in position of the receiver. The mitial
design position of the receiver 1s taken as origin. Then
simulation 18 performed by linearly increasing-decreasing
the height of the receiver with lem intervals until the
received power decreases at least by 30% at one of the
solar altitude angles. Same procedure is repeated with four
solar altitude angles. As a result vertical change in
position of receiver should be between -4 and +5 cm to
prevent power loss more than 10%.Considering the 4 m
height of the receiver tower, 4-5 c¢m position change
means an error allowance of 1% which should not be
ignored and regarded during mechanical design and
manufacturing process. Still, small vibrations due to
external disturbances will not have a big effect on the
solar yield from the mechancal point of view.

Figure 4b shows the power change with respect to the
horizontal change in position of the receiver. Since, the
mirror setup is symmetric with respect to the receiver
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Fig. 4 a, bx Solar power vs. vertical and horizontal change
in position of receiver, respectively

tower, the change in position is considered only for one
direction. The imtial design position of the receiver is
taken as origin. Then simulation is performed by
horizontally moving the receiver to one side with lcm
mtervals until the received power at one of the solar
altitude angles drops to zero. Same procedure 1s repeated
with four solar altitude angles. As a result horizontal
change in position of receiver should be <3 cm to prevent
power loss more than 10%.

The conclusion for Fig. 3 can also be deducted, here,
that the receiver is not very sensitive to horizontal
changes of position. Still the receiver 1s more sensitive to
position changes in horizontal direction than vertical
position changes. The significant drop m the solar yield
is observed after 2 cm where for vertical change of
position it started at 4 cm downwards and 5 cm
upwards.

Figure 5a shows the change in received power by
tilting the mirror strips in certain intervals and decreasing
the inclination angle of mirror strips. The initial design
position of the muror strips are taken as origin. Then
simulation is performed by decreasing the inclination
angle of mirror strips with 0.1° intervals until the received

(a)

Reeeivedpower (kW)

Receivedpower (kW)

5 L) L] L) T
o .1° 02° 0.3° 0.4° 0.5° 0.6°
Tilt angle

Fig. 5a, br Solar power vs. angular smaller and greater
mclination angles of mirror strips, respectively

power drops to zero. Same procedure 1s repeated with four
solar altitude angles. As a result tilting the murors for
smaller meclmation angle should be less than 0.1° to
prevent power loss more than 10%.

A possible solution to this problem can be to install a
second stage reflector above the receiver tube facing
downward towards the primary mirrors. Beside that the
thermal drawbacks of the second stage reflector should be
analyzed, since, the redirected sunrays will be hitting
upper part of the receiver tube. In a DSG system if the
receiver tube is not filled with water and there 1s two
phase flow mn the pipe, the gaseous part of the flow will be
heated. That might cause structural defects on the
recelver because of local overheated areas.

Figure 5b shows the change in received power by
tilting the mirror strips in certain intervals and increasing
the inclination angle of mirror strips. The initial design
positions of the mirror strips are taken as origin. Then
simulation is performed by increasing the inclination angle
of mirror strips with 0.1° intervals until the received power
drops to zero. Same procedure is repeated with four solar
altitude angles. As a result tilting the mirrors for greater
inclination angle should be <0.2° to prevent power loss
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more than 10%. Within this 0.2° error the mirror is still
aiming mostly at the receiver. Beyond that, a dramatic
drop 1s observed and the mirrors are defocused.

The conclusion for Fig. 3a can also be deducted here
with an addition that the system 1s somewhat less
sensitive for greater inclination angles. In this case, the
missing rays are not hitting the receiver by going away
from downside of it. Making the second stage reflector
longer at the edges and introducing a little bit more
curvature might lessen the effect of this problem.

Making a stronger and more stable mechanical
platform structure remains also as a possible solution for
all of the four aforementioned error types.

Figure 6 shows the change in received power when
there 1s an error n tracking the azimuth angle of the sun.
Sun being perfectly tracked was chosen as origin. Then
simulation 1s performed by mtroducing an error to the
azimuth angle tracking in 0.17 intervals until the received
power drops to zero. Same procedure is repeated with four
solar altitude angles. As a result tracking error should be
<0.3° to prevent power loss more than 10%.

Sun tracking is a vital factor in every CSP system to
obtain a high efficiency. Due to reflection geometry, the
azimuth tracking error doesn’t play a role on the solar
vield when the solar altitude angle is 90°. Still for lower
solar altitude angles, the effect gets more powerful. The
preciseness of a tracking system 1s most of the time
directly related with its costs. This figure provides an
understanding for the level of preciseness required in
such a LFR system.

Table 2 and 3 summarize the figures presented in this
chapter. If the parameter changes are kept within the limits
stated in Table 1, the loss n received power should be
<1%. The factors are listed in decreasmg order of
importance. The inclination error of the mirrors has the
greatest effect on the solar yield where the allowable error
interval lies between 0.17 and 0.2° for a solar power yield
loss <1 %.

Most of the energy loss due to sensitivity errors takes
place at the outer mirrors. Main reason for this is that their
mclination angles are relatively greater than the mmner
mirror which are near to the receiver and the reflected sun
rays follows a shorter distance. These differences make
the outer mirrors more vulnerable to external disturbances.
Another notable point is that azimuth tracking error is the
only error type that is affected by the solar altitude angle.
Azimuth tracking error is also less effective by higher
solar altitude angles.

A quick look will reveal that the angular changes
affect the power yield at most. Even an increase of

Table 2: Maxirmun allowable parameter change to achieve << 196 change in
the reflected power

Solar altitude angle received power on the

receiver (W)

Affected factor  Error 90° 60° 45° 30°
Reference received power
Mirrors - 24053 21500 18097 9267
0 smaller 0.1° 24064 21502 18100 9221
O greater 0.2° 23788 21256 17846 9118
Platform
Azimuth 0.2° 24053 21466 18106 9040
tracking, (1)
Receiver
Horizontal, (h,) £2cm 24053 21491 18091 9218
Vertical (f) -4 em 24053 21491 18091 9312

+5 cm 24049 21491 18091 9091

Table 3: Maximum allowable parameter change to achieve less than 33%
change in the reflected power
Solar altitude angle received power on the

receiver (W)

Affected factor  Error 90° 60° 450 30°
Reference received power
- 24053 21500 18097 9267
Mirrors
8 smaller 0.2° 20818 18600 15657 8009
O greater 0.3° 16093 14381 12085 6259
Platform
Azimuth 0.3° 24053 21459 18088 6879
tracking, (1)
Receiver
Horizontal, h, +4 cm 20603 18418 15496 7773
Vertical, (f) -8 cm 18431 16457 13860 7451

+8 cm 20687 18464 15551 7927

257 —e—eo—o—o—0—9o—+—0—9o—o—+

-o- 9¢°
- 60°
= 45°
- 30°

0° 0.1° 0.2° 0.3° 04" 0.5° 06" 0.7° 0.8° 09° 1° 2°
Azimth tracking error

101

Receivedpower (kW)
i

5

Fig. 6: Solar power vs. error of azimuth angle tracking

inclination angle errors by 0.1° causes a solar yield loss of
up to 33%. The azimuth angle tracking has a comparable
importance as well. One can conclude that angular
stability has the uttermost importance to provide a stable
solar yield from a LFR module.

The changes 1n position of the receiver in vertical or
horizontal direction are not affecting the solar yield as
much as the angular errors. This mdicates that the LFR
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Fig. 7. Optical characterization of the LFR muror at
RAKRIC

module is not much affected by the environmental effects
on the receiver tower such as wind and external
vibrations, assuming that no angular disturbance 1s
existent (Fig. 7).

CONCLUSION

Linear Fresnel reflector is a promising technology
despite of its relative lower efficiency in comparison to
other CSP technologies. Its low cost and easy
manufacturability provides powerful advantages.

In this study, an equation model to generate a LFR
mirror setup is built. Based on this equation model a LFR
mirror setup 1s calculated and the calculated module’s
functionality 1s validated by in ray tracing simmulation.
Developing a mirror setup without blocking and shading
has been accomplished.

After proving that the calculated mirror setup
functions correctly, the existing LFR module of the RAK
Research Center and the calculated LFR module are
compared via. ray tracing simulation. The similar
characteristics and solar yields of the modules allowed
contimung with the sensitivity analysis on the existing
module. This shift from calculated to existing module was
necessary in order to enable a faster start of further
experiments for future researches. Sensitivity analysis
revealed that the solar yield 15 ighly dependent on the
angular accuracy of both mirror mstallation and azimuth
tracking. The stability of receiver tower structure also has
significant effects but not as crucially as angular stability.
It has been also proved that the LFR system should be
unaffected by small vibrations due to external
disturbances such as wind, unless no angular error is
introduced. In accordance to these before manufacturing
the LFR module, manufacturing and mstallation error

margins and preciseness should be considered
thoroughly and measures should be taken, accordingly.

RECOMMENDATIONS

For future research, before continuing with
experimental research it is suggested to conduct a
research on thermal behavior of the receiver tube and the
fluid in 1it. Only then the results can be used to buld a
reliable experimental setup and a realistic overall efficiency
for the whole LFR module can be calculated. Since,
research and engineering are iterative processes also in
advance this study might need to be updated in light of
these future results. This research led to the optical
characterization of the LFR mirror at the RAK Research
and Innovation Center.
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Abstract: Email communication is one of the fastest means of information sharing and has become successful
among online users. This predommant success has made web users to generate anonymous contents which
are called as spam. Research on identifying these fraudulent mformation has been a major research issue in
recent vears and continues to be a major threat. Spam occurs mn the information in textual form, short messages
and images. Variety of methods exists to ensure security like Naive Bayes, machine learming, Genetic algorithm
and others. Machine learning techniques now days used to automatically filter the spam e-Mail in a very
successful rate. Classifying the emails as genuine or vice versa is a major research concern. This study attempts
to provide a study on this context and there by provide a framework for improving the security. Descriptions
of the algorithms are presented and the comparison of their performance on the SpamAssassin spam corpus

1s presented.

Key words: Email. spam, machine learning, blacklist, Naive Baves, classification

INTRODUCTION

Information users depend heavily on email’s system
as one of the major sources of communication. Due to
tremendous growth in e-Content and communication there
has been a great deal of interest of late in the problem of
automatically detecting and filtering out unsolicited
comimercial e-Mail messages which is commonly referred
to as spam. The mtemet has brought about fundamental
changes n the way peoples generate and exchange
media information. A variety of approaches have been
discussed in this context identify fraudulent information
(Lai, 2007). To reduce the spamicity, several algorithms are
in existence. Machine learning approach is more efficient
than knowledge engineering approach, it does not require
specifying any rules (Guzella and Caminhas, 2009). A set
of training samples these samples is a set of pre classified
e-Mail messages. These unsolicited bulk electronic mails
(spam e-Mail) were expressed in different formats and
have become ome of the most serious problems in
mtemet era. Internet Service Providers (ISP), business
firms and general end users the global rate of spam in
email traffic in 2014 was 60% internet security threat
(Corporation, 2015). Effective image spam detection is
of importance in many different domain applications
(Soranamageswari and Meena, 2010). Different kinds of
features have been used n existing umage spam
filters including e-Mail header features, image metadata,
text-based features and visual-based features. The
success of email spam identity have been possible with
multimodal textual spam filtering for mobile devices using
dendritic cell algorithm (El-Alfy and AlHasan, 2016), Naive

Bayes approach (Almeida et al., 2011). Tts importance and
usage are continuously growing despite the evolution of
mobile applications, social networks, etc. A large set of
personal emails 15 used for the purpose of folder and
subject classifications. Algorithms were developed to
perform clustering and classification for this large text
collection. Classification based on NGram is shown to be
the best for such large text collection especially as text 1s
bi-language (1.e., with English and Arabic content)
(Alsmadi and Alhami, 2015).

Academia and industry have shown their concemn to
accurately detect and effectively control web spam,
resulting in a good number of anti-spam techniques
currently available. Though there exists many solutions
available for the spam mails, each method has its own
significance. Moreover, meny spam mail mcidents are also
observed in today’s electronic mail system by the
Messaging Anti-Abuse Working Group (MAAWG)
found that (IDGCT., 2010).

Emails are used on both the personal and
professional levels. They can be considered as official
documents in commumnication among users. Email's
data mining and analysis can be conducted for several
purposes such as: spam detection and classification,
subject classification, etc. Email is a convenient means of
communication throughout the entire world today. The
increased popularity of email spam in both text and 1mages
requires a real-time protection mechamsm for the media
flow. The effective communication is used by large
mumber of users generating hundred of billion of
messages every day. It has several advantages viz., less
expensive, high speed, reliable and large data transfer
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when compared with other mode of transfers. Tools exists
for filtering spam contents, SpamAssassin (ASF., 2016)
mail filtering tool is one such tool. SpamAssassin uses a
large manually-generated featire set and a simple
perceptron classifier with hand-tuned weights to select
ham (non-spam) messages and discard spam. Several set
of spam words can be filtered easily which could mnprove
the accuracy of the filtering process. The methods
available to control spam include anti-spam laws, email
exchanges, challenge based systems and
response filters. The email originates from various
sources. Figure 1 presents the origin of spam mails.

The spam is mixed information which is unwanted to
the user. This could be the data originating from multiple
sources, mmformation which 1s irrelevant to the context,

protocol

Pyramid

schemes

Pomographic
websites

=i ATET 5§

representation of data in unusual formats, etc. Figure 2
shows a sample image with spam content. Spam datasets
are shown in Table 1 which falls into two categories as
email or text. Openly accessible datasets are available for
investigation and we extract data from SpamAssassin for
experimental.

Literature review: Researches on detecting unsolicited
message images (image spams) have become one of
serious problems for Internet Service
Providers (ISPs), business firms and general end users.
The researchers have presented a novel system
called RoBoTs (Robust BoosTrap based spam
detector) to achieve a robust image spam filter. The
system 18 developed based on multiple
properties extracted from different levels of granularity,
capturing discriminative contents to achieve effectiveness
(Shen et al, 2015). Also the research focuses on to
develop a learning frame research to effectively itegrate
random forest and Linear Discriminative Analysis (LDA).
Supervised machine learning algorithms is adopted for
extracting subjective information from text documents
online. This has facilitated in accurate spam classification
process using public datasets used for trammg and
test.

Over the last years, internet spam content has
spread enormously inside web sites mainly due to the

the most

visual

Table 1: Spam datasets and its characteristics

Dataset Focus Nature Spam Legitimate
SpamAssassin Email Preprocessed 1813 2788
TREC 2005 Email Raw 1323 1390
SpamBase Email Raw 1323 276
8pam collection SMS Raw 747 4827

1150 Al i =

Fig. 2: Sample content with spam
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emergence of new web technologies, online sharing of
resources  and information. A vast approach uses
ensemble learning paradigms for sentiment analysis to
enhance the predictive performance (Onan ef a., 2016). A
paradigm integrating multi objective, optimization based
weighted voting scheme is used. An appropriate weight
value 1s assigned to existing classifiers to each class
based on the predictive performance of classification
algorithms. The ensemble method based on static
classifier selection involves majority voting error and
forward search as well as a multi objective differential
evolution algorithm.

Some 1llustrative schemes incorporates Bayesian
logistic regression, Naive Bayes, linear discriminant
analysis, logistic regression and support vector machines
as base learners whose performance in terms of precision
and recall values determines weight adjustment. Our
experimental analysis of classification tasks including
sentiment analysis, software defect prediction, credit risk
modeling, spam filtering, and semantic mapping, suggests
that the proposed classification scheme can predict better
than conventional ensemble learning methods such as
AdaBoost, bagging, random subspace and majority
voting.

The successful integration of different algorithms
for web spam classification is still a challenge. Tn this
context, a present study mtroduces WSF2, a novel web
spam filtering framework specifically designed to take
advantage of multiple classification schemes and
algorithms. The approach encodes the life cycle of a
with

knowledge and different parameters to ensure continuous

case-based reasomng  system appropriate
unprovement in filtering with passage of time leading to
good precision. The evaluation of the dynamic model
leads to improved efficiency with set of experiments
mvolving a publicly available corpus. The approach using
well known classifiers and ensemble approaches were
used which revealed that WSF2 performed well, being
able to take advantage of each classifier and to achieve a
better performance when compared to other alternatives
(Heydari et al., 2016).

Earlier approaches were limited by the adaptive nature
of unsolicited email spam. To alleviate this research, email
detection system was mtroduced by some researchers.
Particle Swarm Optimization (PSO) was implemented to
mnprove the random detector generation in the Negative
Selection Algorithm (NSA). The algorithm generates
detectors in the random detector generation phase of the
negative selection algorithm. The combined NSA-PSO

uses a Local Outlier Factor (LOF) as the fitness function

for the detector generation. The detector generation
process is terminated when the expected spam coverage
1s reached. A distance measure and a threshold value are
employed to enhance the distinctiveness between the
non-spam and spam detectors after the
generation. The implementation and evaluation of the

detector

models are analyzed. The results show that the accuracy
of the proposed NSA-PSCO Model 1s better than the
accuracy of the standard NSA Model. The proposed
model with the best accuracy 1s further used to
differentiate between spam and non-spam in a network
that 1s developed based on a client-server network for
spam detection (Idris ef al., 2015).

Existing reports clearly indicate that volume of spam
over instant messaging and SMS 1s dramatically
increasing year by year. It represents a challenging
problem for traditional filtering methods nowadays,
since, such messages are usually fairly short and
normally rife with slangs, 1dioms, symbols and acronyms
that make even tokenization a difficult task. In thus
scenario, the approach proposes a method to normalize
and expand original short and messy text messages in
order to acquire better attributes and enhance the
classification performance. Preprocessing 1s done based
on lexicographic and semantic dictionaries along with
state-of-the-art techniques for semantic analysis and
context detection. This techmque 1s used to normalize
terms and create new attributes in order to change and
expand original text samples aiming to alleviate factors
that can degrade the algorithms performance, such as
(Almeida et al,

redundancies and inconsistencies

2016).
MATERIALS AND METHODS

Framework for email filtering systems: The framework
for email filtering system is presented in this study.
Figure 3 presents the framework of our email intrusion
detection system. The sequence of steps mvolved m the
proposed system 1s shown in Fig. 4. The proposed e-Mail
Personalization system will be able to prioritize the e-Mail
messages into different categories. The performance is
evaluated using precision and recall using Eq. 1 and 2.
Table 2 presents the spam datasets wused for
experiments and the characteristics exhibited by the spam
datasets.

Table 2: Sparm datasets and its characteristics

Message collection Training set Testing set
Ham message 842 432
Spam message 736 521
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Fig. 3: Proposed framework for spam identification

Incoming mail

User
Context sensitivity Prioritization
algorithm algorithm
Fig. 4: Architecture for spam detection
RESULT AND DISCUSSION

The results from Table 3 shows that, the SVM
approach is dominant and vields better results in the
context spam identification. The result shows significant
unprovements in terms of precision and recall measures:

Recall = No. of mails correctly classified (1)
Total No. of messages
Accuracy = No. of mails correctly categorized 2)

Total No. of emails

N}

M. APrLC DO

Table 3: Performance using different classifiers

Methods Recall Precision Accuracy

SVM 0.98 0.99 9946

KNN 0.95 0.93 96.90
CONCLUSION

The study has presented a study on email filtering
using SVM approach. The research shows some
improvements as compared to KNN  approach
improvements in the existing schemes. Experimental
llustration have sigmificance using SpamAssassin and
TREC 2005 datasets for emails which are raw contents.
The proposed approach investigates on the significance
of the preprocessing role to reduce the spam mails.
Currently research 1s i progress on to identify image
spar.
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Design of a Mechatronic Device for Measuring Stump Stresses on
Transfemoral Amputees

Edilberto Mejia Ruda, Oscar F. Avile and Mauricio F. Mauledoux
Mechatronics Engineering Program, Faculty of Engineering,
Militar Nueva Granada University, Bogota, Colombia

Abstract: This study 1s devoted to the design of process for a low-cost mechatronic device mtended for
measuring the lower limb amputee stresses. This development 1s based on a biomechanical analysis and the
force data obtained in a gait laboratory whereof a force and stress analysis over the stump-socket interface
could be done. Later, gait critical conditions are simulated for acquiring the theoretical results needed to do a
sensors selection (Flexiforce-Teckscan®). Once the selection i1s done, a sensors mesh 1s presented as a
measuring device as well as the electromcs for signal conditioming and the software for results analysis and
presentation. This device is calibrated and validated by means. Finally, the device assembly is done with
commercial prosthetic elements in order to proceed with the critical conditions tests and to get the experimental
data. The data 1s compared with the theoretical results as the designed device validating stage.

Key words: Socket, stump, stress, biomechanics, interface, assembly

INTRODUCTION

The rehabilitation process after an amputation is very
imnportant for victms and physicians play a key role.
During rehab, patients use prosthetic devices and the
socket is the part of them that allows transferring
forces of the leg stump to the rest of the device.
Therefore, this proposal shows a tool for diagnosis,
through a device that measures the pressure on the leg
socket-stump interface in order to improve rehab methods
and support the best diagnosis for physicians and
patients.

The gait could be described as a dynamic system
where the reaction force and the contact surface change
according to the patient cadence. During gait, from the
back of heel to the lifting of forefoot there are forces
widely higher than corporal weight and also generate a
foot plantar pressure more elevated than the one at
standing on natural and relaxed position (Lacuesta et al.,
2005).

Several prosthetics researches have been developed
on models which describe the behavior of socket stump
through  pressure analysis. Distributed  pressure
identification on the socket stump mnterface was proposed
for people with lower limb amputation (above knee)
they developed a socket model through Fimte Element
Analysis (FEA) (Tanaka et al, 1997). The stress

identification was formulated for minimizing the elastic
energy the most plausible stress was sought based on
watched deformation.

A pressure measurement device was designed for the
socket of 48 trans-tibial amputees, studying the behavior
of the silicone as interface between stump and socket,
analyzing statistically and concluding that pressure
exerted by the stump over socket depends on the
alignment made by physicians which allow defining the
pressures on the front and the back of the residual
member. The equipment used for pressure measurement
was F-scan sensors from Tekscan. The sensor network is
composed by four arrays distributed in the socket which
carried out a biomechanical analysis that determined that
the anterior, posterior and lateral surfaces showed higher
pressure (Dumbleton and Buis, 2009).

Dynamic of the interfase: The devices used to measure
pressure work with the mechanical concept of forces and
moments. Tn this case of study, forces are produced by a
prosthetic device with a rigid element (e.g., prosthetic foot
with the ground where reaction forces and moments are
generated by contact with the ground). This forces are
reflected on the mterface and therefore on the person. The
dynamic event analysis is based on Newton’s second law,
with the calculation of forces and moments. By Tia ef al.
(2004), Fig. 1 shows the gait force and moment diagram at

Corresponding Author: Edilberto Mejia Ruda, Mechatronics Engineering Program, Faculty of Engineering,
Militar Nueva Granada University, Bogota, Colombia
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Fig. 1: Diagram of forces and moments

the back of heel phase on 3D Cartesian planes (%, y, z).
The knee rotation as the sum of moments with respect to
the origm O (Eq. 1):

M,,-m,g;, sinb-m,g,, sinb — (1)
myg; sinb+E vy +F v, =Lf

Where:

b = The angular displacement on sagittal plane

m,,-m; = The stump, socket-tube and prosthetic foot
masses, respectively
l-1; = The distances from center of mass to origin

The sum of x and y moments regarding O (Eq. 2 and 3):

Mx+FgYG$y% = 0 (2)
M, %, E 7, =0 (3)

Equation 4-6 show the sum of forces on the different
coordinated axis (%, y, z):

F_+F_ ={m,+m, + m, )1 cosb-r, sinb) (4)
ox 54 1 2 3 £ p2

Fﬂy +ng —(m,+m, +m,)g = )

{(m, +m, +m, )(1; sin b-1,, cosb)
F,+F, =0 (6)

Variable p is angular velocity, f is angular acceleration
and r is the distance from the origin to the center of mass
of entire model (Uriostegu et af., 2007).

MATERIALS AND METHODS

Sensor network design: Based on Eq. 4-6, it was
determined that the maximum force exerted on the
mterface was 261 N and corresponds to the force
(T1a et al., 2004) F_.. Besides, the previous work results

established that gait pressures of a transfemoral amputee
correspond to the 32% of the amputee bodyweight per
cm. Hence, the proposal is to use the Flexiforce A301
sensor (120 N of nominal pressure), considering that the
measuring area (0.2827 cm®) implies 9.04% of bodyweight.
This sensor works as a variable resistance on an electric
circuit, so that, its value is higher than 5 M£) when there
18 no load applied and it decreases when applymng
(Mejia et al., 2010).

A network sensor was designed to allow measuring
pressure in the socket. This design has 5 force sensors
which established a hotspot for estimate the pressure
on the grid made of a sheet of acetate, due to its
flexibility and low thickness, Fig. 2a shows dimensions
of the gnd.

The electronics for signal conditioning was based on
manufacturer’s recommendations which states that an
operational amplifier must use at inverter configuration by
adjusting the resistance R, to determine the gain
configuration. Figure 2b shows the electronic network
sensor circult. A simulation was made to determine R, as
85 kL) and thus, the sensor voltage output as (0-8 V).

Ey.m ., 9

An  experiment was designed to assess the
measurement error, based on statistical analysis,
according to sensors hysteresis. This allows calibrating
each sensor using ji-square method, Eq. 7 (Box et al.,
2008).

Test bench: A machine for structural testing of prosthetic
devices was performed, following the international
standard ISO 10328 which determines the critical load
conditions which lower limb prostheses must be
submitted. A pneumatic system with closed loop control
system for testing was implemented, according to the
standard requirements. The standard establishes different
test arrangements which recreate the configurations in
which the maximum pressure occurs (Jimenez et af.,
2012).

In this research, a user mterface was designed for
performing the tests according to standard where there
was a heel-support static test setup, allowing reproducing
a critical moment in the amputee gait. In order to
understand the test, it was defined an amputee with 80 Kg
of weight.

According to Lacuesta et al. (2005) there 1s a value of
120% of weight during gait. Therefore, the pneumatic
actuator force was established to a maximmum value
equivalent to 960 N (100% is 80 kg of weight). Being this
one of the parameters for the design of the control system
of the test bench.
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Design of sensor network
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Fig. 2: Sensor scheme and electronics: a) Design and sensor network made and b) Electronic networlk sensor circuit

The close loop control was design base on advance
control theory where was implemented a sliding mode
control with differential flatness, considering the pressure
i the pneumatic actuator as the nonlinear variable to
controller.

For this variable, it’s necessary realize an 1dentification
the plant for complete modelling test bench in two parts
for simplification the process design controller. The first
part was an open loop identification where the input 1s a
step to the system 1s observed that the actuator does not
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pause in a position nor in a pressure intermediate on the
contrary, according to the magmtude of the step arrives
faster to final position (mechamcal limit) and the pressure
of feeding of 600 kPa by the previous thing, it is not
possible to realize an identification process in open loop
of the system because the dynamics are only stabilized by
mechanical limits (Morge, 2006).

To perform an identification process that reproduces
the dynamics of the system, a pre-stabilization process is
performed where 1t 1s 1dentified in closed loop using a PID
controller by auto-tuning (Bueno, 2011).

The second part is closed loop identification where a
PID 1s proposed with a tuming of the constants in order to
achieve an intermediate pressure value, initially neglecting
the establishment time, the steady state error and the type
of response. The control loop is closed by feedback of the
pressure difference in the actuator chambers to evaluate
the error according to the desired pressure reference in
Fig. 3. The data obtained for the 1dentification of the plant
are observed in Fig. 4.

The pre-stabilized system permit the identification with
MATLAB® 1dent tool which provides a parametric model
from the experimental input and output data of the system
(off-line) to design an advanced control for the ystem
identified as the real system, so that, the control signal
can be used for both plants which will have a similar
dynamic.

For the selection of the appropriate identification
model, several parametric models of 4th and 5th order
(according to the theoretical model of Jimenez et al. (2012)
were evaluated that consider both measurement noise and
load disturbances, comparing the transient response, the
relation of the output and the model of the waste. This
type of perturbations and considering that its structure is
not complex as the system, we use ARX process models
which are autoregressive with exogenous input and are
based on the method of least squares optimization
(Rodriguez and Bordons, 2005). The representation of
states of the linearized and identified model is shown in
Eq &

-530.6x 10" -8.4x10* -1.1x10° -3.8x10° || %, 1
- 1 0 0 0 X, 0
X = +
0 1 0 0 X, 0
0 0 1 0 X, 0 )
X

1

X
§=[0.83¢4 30.16e4 -1.08e6 3.90e6]

3

%

Pneumatic Pneumatic
valve sensor
Pressure
rof. . PID 5
g Pa-Pb
Pneumatic
actuator

Fig. 3: Closed loop 1dentification scheme
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Fig. 4: a) Input and b) Output of the identified model

where, the states of the identified system are obtained
which do not have a direct relation with the states of the
real system allowing the output to describe the same
dynamics.

Once the identified model has been obtained and the
parameters of the amputee, the controller for the pressure
difference and areas of actuator (Piston), according to
Eq. 91s designed.

F, = F,-F, =P.A,-P.A, ()

where, F 1s the output force, A,, F, and P, are the area of
the piston, force and pressure in chamber *A” and Ay, Fy
and Py are the area of the piston, force and pressure in the
camera ‘B’, respectively.

The advanced control 18 made up of two techniques,
the first 1s differential flatness where according to Morllo,
the concept of differential flatness indicates that the
states and inputs of a system can be expressed as
functions of a set of differentially independent outputs,
so that, problems such as stability, transition between
points and trajectory tracking are easier to solve because
they are not subject to any dynamics.

Therefore, a pressure controller is proposed by sliding
modes in the space of the flat outputs whose reference
variable is designed by means of a Bezier interpolation
polynomial that allows to smooth the transition between
deswred values, so as to reduce sudden peaks i the
control signal (Flores ef af, 2011). This polynomial
describes a curve composed of a proportional relationship
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between the initial and final points of the transition (y,, ¥,)
and a Spline polynomial which passes through all the
control points that define the shape of the curve and are
created in the order of Polynomial defined by Eq. 10 and
11 (Pina, 2001 ):

P(t) = at"" +a,t"’+,.., a, t"" (10

F =y, 4y, 7, )p(%) (an

P(t) = The spline polynomial

n = The order of the system

t = Thetime

T = The transition period

a, = Constants that are calculated according to the
order of the system

F = The controller reference

According to Ramirez and Agrawal (2004) and
Conde et al. (2009), if a SISO system 1s controllable, it 1s
differentially flat and its flat output is obtamed from the
last line of multiplication of the inverse matrix of
controllability by the state vector. In this way, we obtain
the flat output and its n-1 derivatives for the linear system
of Eq. 12:

F:x4;F:X3;F:X2;F:x1;F: (12)
A1.1X1+A1 ZXZ +A1 3X3 +A1 4X4

For sliding mode control, the sliding surface based on
the integral reconstruction of non-measured state
variables 1s proposed as shown in Eq. 13, where 1t 1s also
observed that a second integral term is added to
compensate for the error in steady state:

o = F+k, F+k, F+k, F(F-F)+

(13)
kl_[(F-F”)JrkU _U(F—F”)

where, 0 leads to a dynamics of the fifth order, so, when
a characteristic polynomial of Routh-Hurwitz 1s proposed,
a system of compatible equations is considered and the
constants k; are determined. From the resulting equation
and from equation of mass flow of piston, we obtain the
equivalent controller as the means to restrict the system
dynamics to the sliding surface (Eq. 14):

ue q=—(4 1+k4)-15_(A12+k3)F"

. (14)
(A, 4k )F-A, F -k, (F-F+[ (F-F*)

In addition, the sliding surface is globally attractive
by the continuous approximation by Ramirez (1993) for the

(a) x10°
5
- Flexiforce 1
4 | -Flexiforce 2
- Flexiforce 3
- Flexiforce 4

3 | -Flexiforce 5

Pressure (Pa)

Pressure (Pa)

Pressure (Pa)

Samples

Fig. 5: Pressure chart of device: a) Test 1; b) Test 2 and ¢)
Test 3

discontinuous dynamics of the controller, 1.e., it 1s forced
to comply with the dynamics of the equivalent control by
Eq. 15 which depends on a constant *T.” tunable:

u,, =-Lsgn(o) (15)

Fmally, 1t will be assumed that, the control signal
supplied to the pneumatic system and to the reference
system is the sum of the equivalent control and the
attractive control. With the above the test of the device to
measure pressure was realized and thus obtain the results
to determine if it works the design raised in this project,
the test assembly shown m Fig. 5 was performed.
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Fig. 6: Assembly on the test machine
RESULTS AND DISCUSSION

As a result, the pressure was recorded with the
prosthetic device in the test bench with 3 static tests
performed over the stump anterior surface and 960 N of
applied force. For each test a socket for transfemoral
amputee was used. Based on the foregoing an artificial
stump was fabricated with human skin characteristics
according to the state of the art (ballistic gel). Figure 6
shows the values recorded by the network which shows
that central sensor has the greatest pressure.

The maximum pressure is generated in the anterior
region in a 1 cm® area of pressure sensing at a maximum
value of 32% of body weight. Therefore, it was
established that pressure is equal to 2.51 MPa with an
error of 0.12. Performing the calculation recorded by the
device designed, it was established that the area of
pressure is equal to 0.2827 cm’ and the perceived weight
percentage of the sensor network in this area is equivalent
to 9.04% of bodyweight. The value obtained was 2.53
MPa with an approximate error of 0.13. The comparison
between the results of the studies reported m the
literature and the device designed, determine that the
device is consistent and their measurements are
accurate.

CONCLUSION

Added value to the device as designed 1s its low
cost, also serve to support the medical diagnosis in terms
of the pressures on the interface. Tt shall identify possible
errors in the manufacture of the socket or pathologies of
the amputation. These anomalies in the stump-socket
mterface can cause skin damage or mterfere with the

rehabilitation of an amputee patient. Tt was also
determined that the device, its physical properties will not
affect the progress of an amputee when used.

IMPLEMENTATIONS

The implementation of a controller with advanced
control and identification techniques allows manipulating
and solving systems where the behavior of the system is
non-linear. Also, laboratory test of the device for pressure
measurement under conditions simulating the progress of
a transfemoral amputee was provided, giving an
approximation of the actual behavior in patients of the
pathology described above.
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Inclined Wire Roughened Solar Air Heater
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Abstract: Three sides 60° wire roughened solar air heater together with on side 60° wire roughened solar air
heater has been investigated. Effect of roughness and flow parameter, p/e, ¢/D and Re on thermal performance
of the collectors has been represented. Three sides 60° wire roughened solar air heater has been found to be
thermally more efficient by an amount of about 14-46% than that of one side roughened one in the range of

parameters investigated.

key words: Artificial roughness, angle of attack, collector efficiency factor, collector heat removal factor,

parameter, investigated

INTRODUCTION

The renewable energy sources playing a vital role to
fulfil the required energy demand in industrialization and
economical progress. Plenty of research works in the area
of solar air heaters where enhancement of the efficiency
of solar air heater by using different types of solar air
heaters and various roughness elements and alignments
are available m literature.

Generally thermal efficiency of solar air heaters is
poor due to low convective heat transfer coefficient
between the absorber plate and air flowing through the
flow duct. The reason behind this 1s the formation of
laminar viscous sub layer, adjacent to the wall which
resists heat transfer. Thus, to enhance the heat transfer,
provision of artificial roughness on the flow sides of solar
air heater 1s introduced.

Use of artificial roughness on heat transferring
surface creates artificial turbulency mn the viscosity of the
wall. Artificially roughened solar air heater is considered
better to mcrease the heat transfer coefficient, since,
artificial roughness elements break the laminar-sub-layer
and reduce the thermal resistance. But simultaneously it
increases the frictional losses in solar duct. Therefore, the
requirement of turbulence to be created using artificial
roughness should remain in the region very close to the
heat transferring surface, 1.e. within the laminar-sub-layer
thickness only to reduce the friction loss. This can be
possible by using the height of roughness elements to be
small in comparison with the duct dimension (Patil et al.,
2012), linited to the laminar-sub-layer thickness of
hydrodynamic boundary layer (Prasad and Saini,1991).

Roughness geometries have been classified in four
categories for solar air heater (Bhushan and Singh, 2011).
Heat transfer and friction factor in artificially roughened
solar air heater duct having these four types of roughness
geometries have been found experimentally by various
researchers (Prasad and Saini, 1988, Gupta et al., 1993,
Saini and Saini, 1997; Jaurkar et al., 2006; Karmare and
Tikekar, 2007; Singh et al., 2011, Lanjewar et al., 2011;
Bhusan and Singh, 2011). Also, the thermal performance
and heat transfer coefficient were reported by
Chamoli et ol (2012a, b), Gawande et al. (2014),
Saurav and Bartaria (2013), Shakya er al. (2013),
Saini et al. (2007), Yadav and Bhagoria (2013, 2014a, b),
Chabane et al. (2014), Prasad et al. (2015) and Adeyemo
and Adeoye (2008). Nusselt number and friction factor
correlations were developed by using these experimental
data. The thermal performance in double flow solar air
heater with aluminium cans has been investigated by
(Ozgen et al., 2009). But all these works remained limited
to only one top side artificial roughness. Recently the
research has been extended and experimentally
investigated in three sides roughened solar air heaters,
1.e., roughness used in top side as well as both side walls
(Prasad etr ai., 2014, 2015; Behura et al., 2016). It has
been found that the three sides roughened solar air heater
15 more effective and efficient than the one side
roughened solar air heater. The roughness has been also
used at different angle of attack and 60° angle of attack
has been found most effective to enhance the thermal
performance of only top side roughened solar air heaters
by Behura et al. (2016). This study reports the results of
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experimentally collected data in actual outdoor conditions
on thermal performance of three sides 60° inclined wire
roughened solar air heaters.

MATERIALS AND METHODS

Investigation: Figure 1 shows the schematic diagram of a
typical three sides artificially roughened solar air heater
duct model having three sides covered by glass. The duct
height is 25 mm and the width is 200 mm, the glass covers
are 4mm thick ordinary glass. The absorber plates are
galvamsed-iron sheets of 20 standard wire gauge. Fluid
temperature measured by digital thermometer of least
count 0.1°C and the plate temperatures were measured
by the thermocouples of 28 standard wire gauge.
Pyranometer 1s used to measure the solar radiations. The
pressure drop is measured along the test study by the
help of the multi tube manometer.

The roughness element height 1s selected using the
equations under used in (Prasad and Saini, 1991) because
the roughness height should fall within the laminar
sub-layer thickness of hydrodynamic boundary layer and
1t won't protrude beyond it:

-

D Re?
9'_140.185 2)

D Re

The data were collected simultaneously on both three
sides and one side roughened solar air heaters. The
experimental values of the heat transfer coefficient for the
both cne side and three side 60° inclined wire roughened
solar air heaters have been found by Eq. 3 as given:

C, (ts-t )=hA, (t, ) 3)

Which may be further used to obtain the wvalues of
Nusselt number for the both solar air heaters by Eq. (4)
under:

Ny =D (4)
k

Artificial roughness have been provided on the fluid
flow side of the absorber plate normal to the fluid flow
direction at varying values of relative roughness pitch,p/e
1n the range of 10-20, relative roughness height, e/D in the
range of 0.0180-0.0248. Flow Reynolds number, Re, varied
n between 2000-16000 and angle of attack, « 13 60°.

Bell mounted Wooden covered

entry section section .
H—= | orificemeter uto
e variac
Adr out 1
Airi —
- A
Outlet
U-tube
manometer

Fig. 1: Schematic diagram of three sides artificial

roughened and glass covered solar air heater
RESULTS AND DISCUSSION

Thermal performance has been represented on the
basis of outlet air temperature for solar air heaters,
operating without recycling of air (Gupta et al., 1997).
Equation 5 has formed the basis of representation of
thermal efficiency:

(th="F, (ta)-F, U (t,4,)) /1 (5

This could be written as Eq. 6 based on fluid outlet
temperature:

(th=F, (tat)-F U, (t,t,))/1 (6)

For inlet temperature, t, to be the same as ambient
temperature, t,, Eq. 6 takes the form as of Eq. 7 under:

(th=F, (to}-F U, (t,,))/1 (N
And the mstantaneous thermal efficiency given by Eq. 8:
(th=mC, (t,-,)}/1 (8)

Mass flow rate 1s the strong function wlich is lnghly
recommended i order to obtain reasonably reliable
information with regard to the thermal performance of
solar air heaters. Each mass flow rate results in an
efficiency curve (Gupta and Garg, 1967, ASHARE
Standards, 1977; Reddy et af., 1980, Biondi ef al., 198%).
Fig. 2 shows the typical performance characteristics of
one side andthree sides 60° inclined wire roughened solar
air heaters at various mass flow rates and for the values of
p’e, equal to 10 and /D, equal to 0.024R.

The lines m, -m; shown in Fig. 1 are the efficiency
curves for each mass flow rate based on Eq. 8 The
upper points on these curves cormespond to the
three sides 60° inclined wire roughened collectors and the
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Intercept, Fyret slope, FU
® 3r inclined (60°) 0.862 9.65 W/m'k
® Irinclined (60°) 0.637 7.17 Wim'k

1
0.000  0.004

1 T 1 1 1
0.008 0012 0.016 0020 0.024

(T°-T'V, °C-m*W
Fig. 2: Performance characteristic of solar air heaters

lower ones correspond to one side 60° inclined wire
roughened collectors. The respective values of the
mtercept and slope have been found out and shown in
this Fig. 1.

The values of the thermal performance parameters, F,
and I have been worked out by utilizing the followmng
Eq. 9-11, written under (Bermer and Plett, 1988):

mC_ /A
F (o) = E (to)| ——"——— )
mC, /A +FU,
mC /A
F,U =FU, | —2 —° (10)
mC, /A +F U,
(1)

F'=GC,| In| "o iU,
FRUL

The respective values of the collector performance
parameters Frand F~ have been plotted in Fig. 3-6 to see
the effect of the roughness and flow parameters on Frand
F’ 1n three sides and one side 60° inclined roughened
solar air heaters. Tt could be seen from these Fig. 3-6 that
the values of both the parameters Fp and F~ is higher for
three sides 60° mclined wire roughened solar air heater
than those of one side 60° inclined wire roughened solar
air heater by an amount in the range of 14-46%. Tt could
also be attributed from these figures that the rate of
mcrease in the values of Frand F” 13 more at higher mass
flow rates. As also, mcreasing value of the roughness
parameter, p/e, results in decreasing values of both F,
and F’ whereas increasing values of the roughness

parameter, /D, results mn increasing values of both Fy
and F°.

114

4 Ple=10 e/D =0.0248
p/e=15 P, o
1.04 * ple=20 3r, inclined (60°)
09 ople=10 &
gb/e=15 1r inclined (60°) <+ N
08 #p/e=20 +
+ *
0741 # # = &
Fr . & A @
064 + @ B
' “+ ® B
4 & 4 @ o
05 * ° =
04] ® *
0.3
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4000 6000 8000 10000 12000 14000 1600C
Re >
Fig. 3: Effect of p/e on collector heat removal factor in
solar air heaters
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Fig. 4: Effect of e/D on collector heat removal factor in
solar air heaters
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Fig. 5: Effect of p/e on collector efficiency factor in solar

air heaters

Which further have been used to give the values of
Fu(tee) and F U, with the values obtained for the collector
performance parameter Fp(ta) and F U, for the respective
solar air heaters and based on the conventional thermal
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Fig. 6: Effect of e/D on collector efficiency factor in solar
air heaters

performance equations the following thermal performance
Eq. 12 and 13, for the respective solar air heaters have
been obtained as under:

N, (3r, inclined) = 0.892(m){0.892UL(t1 ;ta ﬂ (12)

M, (1Ir, inclined) = 0.678(m)-[0.678UL{t1 ;ta ﬂ (13)

CONCLUSION

Three sides 60° inclined wire roughened solar air
heater perform better than one side 60° mclined wire
roughened solar air heater under the same operating
conditions of roughness and flow parameters.

The values of the heat removal factor, Fr and plate
efficiency factor, F” have been found to increase in the
range of 14-46% over than of one side 60° wire roughened
solar air heaters. The conventional thermal performance
equations for three sides 60° wire roughened and one side
60° wire roughened solar air heaters have been derived as
under:

N, (31, inclined ) = 0.892(m)-[0.892UL(t' ;ta ﬂ (14)

M, (1r, inclined) = 0.678(ro¢){0_678UL(t1;ta ﬂ (13

NOMENCLATURE

Collector area (m?)

Specific heat at constant pressure of air (kJ'’kg K)
Hydraulic diameter of solar air heater duct (m)

@]
([ [

S

Relative roughness height

Collector efficiency factor

Collector heat removal factor

Collector heat removal factor based on outlet temperature (t,)
Mass flow rate per unit collector area (kg/sm?)
Convective heat transfer coefficient (W/n’K)
Intensity of solar radiation (W/m?)

Thermal conductivity of collector material (W/m K)
Collector Length (m)

Length of the test section (i)

Mass flow rate (kg/sec)

Nusselt number

relative roughness pitch

Reynolds number

Armbient temperature (°C)

Outlet air temperature (°C)

Inlet air ternperature (°C)

Average plate temperature (°C)

Awverage fluid temperature (°C)

Overall heat transfer coefficient (W/m? K)
Angle of attack, degrees
Transmittance-absorptance product

Collector thermal efficiency

Laminar sub-layer thickness (m)

e

Eﬁlrrrﬁggg_'—bw_':-gp

B

= g

=
L

[8F}

SUFFIX

1r
3r

Top side inclined roughened solar air heater
Three sides inclined roughened solar air heater
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Abstract: Association rule miming 1s the process of identifying the frequent items and associative rules in a
market basket data analysis for large set of transactional databases. Association rules are employed in different
data mining applications including web mining, mtrusion detection and bioinformatics. In recent years, it has
been seen tremendous advances in the ability to perform effective association rule mining. It causes the need
of semsitive rule selection to enhance the privacy preservation of data transactions. A new techmque called
Gravitational Search based Sensitive Rule Selection (GS-SRS) is proposed to select the sensitive rules is to be
hided for improving the privacy preservation of transactional database. The GS3-SRS techmque 1s mtroduced
to select the sensitive rules from the derived association rule through conditional probability. The sensitive
rules contain the sensitive mmformation of transactional database. Sensitive rules are identified for many
applications. One of the applications of sensitive rule identification is to preserve the privacy of an organization
or an individual by hiding these rules. The GS-SRS technique imtially generates association rules through
identifying the frequent items by using conditional probability-based association rules and support count and
confidence value. Next, GS-SRS technique used gravitational search algorithm that lists the cohesive and
non-cohesive items for the given transactional database in shorter time than the conventional means of feature
selection using rough set technique. The association rule containing more cohesive items 1s selected as
sensitive rule. A threshold value is used to select sensitive rules with the convergence of cohesive items and
divergence of the non-cohesive items. Finally, the sensitive rules selected are hided for preserving the privacy
of transactional database. The experiments have been carried out on transaction database using four data sets
and compared with state of art existing techniques. The experiment results show that the proposed GS-SRS3
technique is able to improve the accuracy of privacy preservation with minimum execution time when compared
to state-of-the-art works.

Key words: Association rule mining, gravitational search, sensitive rule selection, conditional probability,
cohesive items, non cohesive items

INTRODUCTION

In data mimng, association rule mining technique
identifies the frequent items and associative rules for a
large size of transactional databases. The conditional
probability of the transactional data items are evaluated to
present the associative rule which indicates the scenario
of the buying habits and products in demand. Privacy
preservation of transactional data has been considered as
an important research problem in recent applications.
However, disclosing the sensitive associative rule of the
transactional data item may expose the confidentiality and
privacy of the orgamzations and individuals. Identifying
and selecting sensitive association rule of a transactional
database 1s a crucial process for preserving the privacy of
sensitive information.

Association rule hiding techmque hides the sensitive
association rules generated from the transactional data
items. The privacy preservation with data mining needs to
ensure hiding sensitive information. Hiding sensitive rules
should be made with mimmal side effects. Sensitive
association rule selection play major role in effectiveness
of association rule hiding technique. But the association
rules hiding technique indirectly generates some data
items which are not exist in original database and lde
certain data items which are not sensitive which in turn
affects the privacy of rules and affects the utility of the
data mining results. This problem is addressed by
developing the new techmque called Gravitational Search
based Sensitive Rule Selection (G5-SRS) to improve the
selection of sensitive rules to enhance the Association
Rule Hiding (ARH) technique using Gravitational Search
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Algorithm (GSA). This research is an optimization process
for selection of sensitive association rules from the
possible set of association rule of a transactional
database. The gravitational algorithm determines how
appropriate association rules for hiding have been
selected.

In thus study, a Gravitational Search based Sensitive
Rule Selection (GS-SRS) technique is designed to select
the sensitive rules is to be hided and thereby preserving
the privacy of sensitive mformation’s in busmess
transactions. The identification of frequent items based
on support count which results in the generation of
assoclation rules. The GS-SRS technique 15 a sensitive
rule selection-based techmque that efficiently reduces the
execution tune for sensitive rule selection, the rule are
governs the organization’s and individual’s privacy.
(3S-SRS also incorporates gravitation search algorithm to
select the sensitive rules from derived association rule,
enabling reduced memory consumption for measuring
cohesive and non-cohesive items. After that, the sensitive
rules selected are hided with aim of preserving the privacy
of transactional database. Experimental results shows
that, the gravitation search based techmque can improve
accuracy of privacy preservation over existing selection
methods. The propose algorithm select optimum number
of association rules which has threat to privacy of data
OWLIeTS.

Literature review: In recent trends, numerous researches
have been done m association rule hiding for privacy
preserving data mining. Group Incremental Approach
using Rough Set (GTA-RS) (Liang et al., 2014) is used as
a group incremental feature selection algorithm to identify
the new feature subset in a short time when multiple
objectives were added to a decision table. Incremental
feature selection algorithm was based on the information
entropy and it dealt with effective and efficient
mechamsm. The feature selection algorithm generated
more feasible subset in a short period of time with
increasing number of data. However, the rules extracted
from dynamic dataset need to be updated in time to
unprove the selection of sensitive rules.

Locality Sensitive Hiding for Privacy Preserving
(LSH-PP) (Karapiperis and Verykios, 2015) with a
homomorphic matching technique identifies the candidate
record pairs. The matching of pairs was implemented by
a basic protocol which performs simple distance
computations. Matching technique is mostly used for
privacy-preserving record linkage. The performances of
the distance-preserving properties were lghly correlated
due to anonymization format. The parameters of blocking

system in LSH-PP were selected in such a way to attain
highest possible accuracy there by significantly reducing
the possible runming time. However, it failed to produce
accurate results because of the anonymization format,
failing to preserve the privacy of the individual.

Association rule hiding methodologies aim at
samtizing the original database (Gkoulalas-Divanis and
Verylios, 2010). This methodology makes all the sensitive
rules disappear from the sanitized database when the
database 13 mmed under the same or higher levels of
support and confidence as the original database. Then all
the non-sensitive rules that were mined from the original
database should also be mined from its samtized
counterpart at the same or higher levels of confidence and
support. At last no false rules also known as ghost rules
should be produced when the sanitized database is mined
at the same or higher levels of confidence and support. A
false rule 13 an association rule that was not among the
rules mined from the original database.

Sensitive association rule selection for association
rule hiding has received considerable attention in recent
years, especially in the context of transaction databases.
For example, the work employed by Ghinita ef af. (2011)
Locality Sensitive Hashing (I.SH) was applied to reduce
the data utility and execution time by proposing two novel
anonymization methods for sparse high dimensional data.
However, the time complexity involved m anonymization
method remains unaddressed. By Abbasi et al. (2011), it
is shown that by applying Feature Relation Networks,
using rule-based multivariate text feature selection,
features were selected m a more computationally efficient
manner. Despite, efficient in terms of computational effort,
redundancy and relevancy remained unsolved. To
address this issue by Maji and Pal (2010), fuzzy
approximation was used during rule extraction that
concentrated on non-redundant and relevant features.
Similarly, another method addressed by Pervaiz et al.
(2014) that accuracy — constrained  privacy
preservation mechamsm aiming at improving the imprecise
bounds.

Association rule hiding of a transaction database has

used

been 1dentified as a sigmficant problem and probabilistic
data management received a lot of attentions to deal with
uncertain data. An optimized Monte Carlo algorithm
(Serra and Spezzano, 2015) drastically minimized the
number of iterations in probabilistic databases, however,
little attribute
redundancy. To minimize the attribute redundancy, fuzzy
rough set (Zhao et al., 2010) designed a rule-based
classifier model that improved the semsitivity of rules
being generated. However, focused remained unsolved in

concentration were made towards
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differentiating the data between positive and negative
samples. By Zhou et al. (2010), Probabilistic Latent
Semantic Analysis (PLSA) was designed using minimum
information from the user and made efficient use of the
positive and unlabeled data by applying iterative
algorithm. Since, a better performance was achieved
through PLSA and side effects was not discussed. Hiding
Missing Artificial Utility (HMAU) (Lin et al, 2014)
algorithm was applied to reduce the number of side effects
and number of deleted transactions. Another method
using randomized response techmique (Sun ef al., 2014)
was applied to preserve the personalized privacy in
frequent itemset mimng.

Data miming techmiques are used to mine useful
mformation and knowledge from several databases. By
Lin et al (2014a, b), GA-based privacy preserving utility
mining method was introduced to hide sensitive items.
Yet, another GA-based approach was introduced by
Lin ef al. (2014a, b) for hiding semnsitive information.
However with the introduction of smart phones and web
services, privacy of metadata remained a major concern.
To address this 1ssue by De Montjoye et al. (2014), a
personal metadata management framework was introduced
with the objective of reducing the execution time and
dynamically protecting the personal data. Another Multi
Objective Optimization (MOQ) was designed by Cheng et
al. (2015) that discovered useful relationships from shared
data. This
sensitive rules.

in tun minimized the confidence of

Data publishing 1s extensively applied n the field of
mformation sharing and scientific research and providing
security for user’s privacy. Privacy protection method for
multiple sensitive attributes was mtroduced by Y1 and Shi
(2015) to improve the sensitive rules. Though
unprovement was observed in sensitive rule generation,
privacy preservation in distributed environment remained
a major breakthrough. A novel algorithm for privacy
preserving in data mining in distributed environment was
applied by Ouda et al (2015) using Elliptic Curve
Cryptography (ECC) and Diffie Hellman key exchange.
The application of ECC ensured privacy preservation and
also mimmized the performance time. A comprehensive
review on privacy preserving data mining was studied
by Aldeen et al (2015). Though several methods were
presented to hide sensitive association rules, the
modification in database made certain amount of side
effects. Genetic algorithm to preserve privacy was applied
by Shah and Asghar (2014) to preserve confidential
information and counter side effects of lost rules. By
Verykios et al. (2004), two fundamental approaches were
designed with the aim of protecting sensitive rules from

disclosure. Besides, it presented three strategies and five
algorithms for hiding a group of association rules which
was characterized as sensitive.

A novel  technique  was  designed by
Gkoulalas-Divanis et al. (2010) for privacy preserving
mining of association rules from outsourced transaction
a database. But privacy vulnerabilities were remained
unaddressed. A Hybrid Partial hiding algorithm (HPH)
was presented by Zhu and Li (2013) for improving the
privacy preservation of association rule mimng. Privacy
preserving association rule mining was developed by
Keshavamwthy et al. (2013) for distributed databases
with the application of genetic algorithm. A novel method
was intended by Tassa (2014) for secure miming of
association rules m horizontally distributed databases.
However, computational cost was higher. An
accuracy-constrained privacy-preserving access control
framework was designed by Pervaiz et al (2014) to
achieve privacy requirements in relational data. The
association rule hiding technique was intended by
Ponde and Tagade (2014) for hiding the sensitive data or
information m transaction database.

Based on the aforementioned techmques and
methods in this research a gravitational search based
sengitive rule selection technique is introduced with the
objective of improving sensitive rules selection to
enthance the business transactions.

MATERIALS AND METHODS

Design of gravitational search based sensitive rule
selection: The Gravitational Search based Sensitive Rule
Selection (GS5-SRS) technique 1s designed to select the
sensitive rules is to be hidden and to enhance the privacy
preservation of sensitive mformation in transactional
database. This study presents two models to select
sengitive rules to enhance association rule hiding and to
enhance the privacy preservation
transactions. The first model generates the association
rules with support count and confidence value using
conditional probability-based association rule generation.
On the other hand, the second model selects sensitive
rules from generated rules using gravitational search
based sensitive rule selection. The elaborate description
of these two models is presented in the forthcoming

of business

sections.

Conditional probability-based  association rule
generation: Association rule mining, Ghinita et al. (2011)
discovers items frequently occurring m a transactional

database with the objective of producing significant
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Fig. 1: Process of conditional

assoclation rule generation

association rules that hold for the data. In GS-SRS, a
transactional database using association rule mining
identifies frequent items with support count and
generates association rules with confidence value based
on conditional probability. To preserve the privacy of an
individual or an organization, sensitive rules are identified
in the transactional database. In this work, Conditicnal
probability-based association rule generation 1s used to
identify the frequent items in transactional database for
efficient association rule generation. Figure 1 shows
the process mvolved m conditional probability-based
assoclation rule generation.

As shown in Fig. 1, conditional probability-based
association rule generation process initially takes taxi
service trajectory dataset as input and then evaluates the
support count and confidence value with help of
transactional item sets in the given data set. The frequent
item sets are identified using evaluated support count
values with the objective of generating the association
rules. The GS-SRS techmque uses conditional probability
measure to estimate the support and confidence value and
therefore identifies the frequent items. The conditional
probability 1s a measure of probability of support and
confidence value (for an itemset) given that another
support and confidence (for another itemset) has
occurred. Finally, it generates the association rule based
on the identified frequent item sets with the aid of
evaluated confidence value.

Let us consider a dataset, DS, a set of rules R over DS
as well as a Sensitive Rule SR. The objective of
conditional probability-based association rule generation
is to identify a dataset DS such that when mining DS for
generation of rules using same parameters as those used
in the mining of DS, only the non-sensitive rules in R-SR
are derived. The selection of sensitive rule influences the
analytical strategies which govems the effectiveness of
association rule hiding technique.

Let, I = 1, 1,, ..., 1, denotes the set of items, for
transaction T = t, t,, ... t, where Tel with transaction id
represented by TID, then the transaction T contains P, a
set of items in P, if the following condition 1s said to be
satisfied:

P<T (L

The association rule is an implication and is
formulated as given as:

P —Q, whereP, Q<1 andPNQ =@ (2)

From Eq. 2, P and Q denotes the items m the set of
items 1. The strength of the rule is measured using
confidence and support value based on conditional
probability. The support measures the frequency of the
rule whereas the confidence measures the strength of the
relation between item sets. The support of an association
rule or probability of joint P and Q are mathematically
formulated as given as:

Support countof PUQ (3)
Total number of records in D3

Sup(P — Q) (

From Eq. 3, the support Sup is measured using the
fraction of records that contain PuQ to the total number
of records in the database DS is said to be conditional
probability (that involves both P and Q). On the other
hand, the confidence value is measured in such a way that
the transactions that contain P also contain Q and are
mathematically formulated as given as:

Conf(P%Q)=(SuppoﬁcountofPUQ] (4)

Support countof P

By using Eq. 3 and 4, all the rules that satisfy the
user-specified mimmum support ‘minsup’ and minimum
confidence minconf are retrieved. This in tum helps for
efficient generation of association rules in a significant
manner. The algorithmic description of conditional
probability based association rule generation is shown.
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Algorithm 1; Conditional probability based association
rule generation:

Input: dataset ‘DS’ Items I = iy, i3 .., L, Transaction T =1, t,,
... t, minimum support ‘minsup = 1°, minimum confidence “mincof = 0°

Output: efficient generation of frequent items (i.e.association rule generation)

Step 1: Begin

Step 2:  For each dataset ‘DS’

Step 3: For each Transaction “T”

Step 4: Sort all rules according to support value using Eq. 3
Step 5: TIf (Sup=minsup) then

Step 6: retum sup

Step 7: End if

Step 8: Sort all rules according to confidence value using Eq. 4
Step 9: If {conf>minconf) then

Step 10: return conf’

Step 11: End if

Step 12: End for

Step 13: End for

Step 14: End

As shown in Algorithm 1, the conditional
probability-based association rule generation algorithm
consisting of three steps. For each dataset and
transaction, all rules are first sorted according to the
support value. Secondly, all rules are then sorted
according to the confidence value in order to obtain the
derived association rule through conditional probability.
Finally, comparison of support and confidence value 1s
made with the user-defmed mimmum support and
minimum confidence to measure the strength of the rule.
This n turn assists for efficient generation of association
rule which resulting in mimimized number of associative
rules being generated.

Gravitational search algorithm for sensitive association
rule selection: In G3-SRS technmque, Gravitational Search
Algorithm (GSA) is introduced to select the sensitive
rules is to be hided from the derived association rule for
enhancing the privacy preservation of transactional
database. The idea of GSA came from the Newtonian laws
of gravitation and motion (Rashed: et al., 2009) which
says that all objects move due to the attraction with each
other by gravitational forces. Therefore, objects with
heavier mass have stronger attraction and move slower
than the objects with relatively smaller mass.

Based on this fact, this work extended it by designing
the gravitational search where data items with more
cohesiveness has greater impact on the transactions
rules being generated (i.e., mass interactions) than
non-cohesive data items (i.e.. distance). Due to its fast
convergence rate, the gravitational search 1s conducted to
list the cohesive and non-cohesive items m each of the
assoclation rule generated for the given transactional

w |—5 Gravitation search algorithm

rule *

Identify cohesive
data items

Identify non-cohesive
data items

If rule contains
cohesive items
> threshold

Selection of
insensitive rules
Selection of sensitive
rules

Fig. 2: Process of gravitation search model for selection
of sensitive rules

cohesive items in turn 1s selected as sensitive rule is to be
hided for improving privacy preservation of transactional
database. The threshold is set for the selection of
sensitive rules with the convergence of cohesive items
and divergence of the non-cohesive items. Figure 2 shows
the process of gravitation search model for sensitive rules
selection.

As shown m Fig. 2, gravitation search algorithm
mtially takes association rule as input. Then, this
algorithm identifies cohesive data items and non cohesive
data items (i.e., association rule). If association rule
contains more cchesive items, then it selected as the
sensitive rules otherwise it selects as non-sensitive rules.
This efficient separation of cohesive and non cohesive
data items helps to reduce the execution time for selecting
sensitive rules. The gravitational search algorithm is
based on the law of gravity s formulated as given as:

FG*(MJ (5)
R2

From Eq. 5, Fdenotes the gravitational force, G 1s
gravitational constant, M1 and M2 are the mass of the
first and second data items and R is the distance between
two data items. In a transactional database with N items,
the position of the ith item 1s defined as:

X =(X, XL X for i=12, 0 (6)
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where present the position of ith item in the dth dimension
and N 15 dimension of the search space. At time t, a force
acts on mass ifrom mass, j and this force E is defined as:

Ud:G(t)mpl(t)*mpJ(t) (")
R,+€

Where:

M, = Active gravitational mass of item 1

M, = Passive gravitational mass of item j

G(t) = Gravitational constant at time t, € is a small
constant

R,(t) = Buclidian distance between two items i and j,
respectively

Then, the total force acting on mass, 1 n the dth
dimension at time t 1s defined as:

) frand, E'(t) &)

1=KBest, 121

where franf, is a random number in the interval [0.0, 1.0],
Kbest is the set of first K items withthe best fitness value.
The acceleration related to mass Pin time t in the dth
dimension is given as follows:

o = E'(t) 9

From Eq 9, M, is mertial mass of ith item. The
velocity of an item could be calculated as a fraction of its
current velocity added to its acceleration. Position and
velocity of agent 1s calculated as follows:

V7 (t+1) = frand, V' (t)+a) (1) (1)
X (=X (O)+V (t+1) Y
where frand 1s a uniform random variable in the mterval

[0.0, 1.0]. Let, n number of rules be generated through
conditional probability which is denoted as:

R, =Y, s s ¥, (12)

Based on the rules being generated, the gravitation
search model 1s introduced to select the sensitive rules. In
order to evaluate the sensitive rules, best fitness and
worst fitness are evaluated using maximization problem
which 1s mathematically formulated as:

Best(RJ):maxﬁt(RJ) (13)

Worst(R])=minﬁt(R]) (14

From Eq. 13 and 14, Best (R;) denotes the best
fitness at iteration j and Worst (R;) denotes the worst
fitness at iteration j, respectively. Followed by this, the
gravitational search is performed to identify the cohesive
and non-cohesive items in each of the association rule
generated for given transactional database.

The fitness fimction provided 1 this algorithm based
on high support value of the rule serves as a basic
criterion in extracting association rules. On the other
hand, support value of the rule is considered to be non
sensitive and not interesting for the user. The threshold
T 1s set for the selecting the sensitive rules with the
convergence of cohesive items and divergence of the
non-cohesive items using gravitation constant. The
gravitation constant is measured for each iteration j is
formulated as:

GR(j) =Te(j} (15)
n

From Eq. 15, the value of threshold T 15 mitialized at
the start of selection of sensitive rules with n representing
the total number of iterations. Finally, using the
gravitation constant, the rule comprising more cohesive
items mfluences the privacy of an individual are selected
as sensitive rule. It is formulated as given below:

{ (R ) Worst (< 1 "

Best(RJ )—Worst(RJ)

o e

From Eg. 16 and 17, the cohesive and non-
cohesive items are differentiated with the rule comprising
more cohesive items are selected as the sensitive rule.
With the separation of cohesive and non-cohesive items,
execution time for selecting sensitive rule 1s mimmized in
a significant manner. The algorithmic process of
Gravitation Search based Sensitive Rule Selection is
shown in below:

Algorithm 2; Gravitational search based sensitive rule
selection:

Tnput: Frequent Ttern (F1), Set (itern 1, itern 2, ..., item n), Association
Rules (D

Output: Sensitive Rule (Best (R), Non Sensitive Rule (Worst (R)),
Occurrence Frequency (OF), Relative Frequency (RF), Threshold (TH),
Cohesive Item (CT), Non Cohesive Item (NCI)

Step 1: Begin

Step 2:  Initialize TH for RF in the range from 0.0-1.0
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Step 3:  For each FI

Step4:  IF ((TH >=0.0) and (TH <=1.0))

Step 5: Select FI as CI for corresponding R; and Sort Descending
CI by Fitness

Step 6: Select all R; with CI as Best (R))

Step 7: else

Step 8: Select FI as NCI for corresponding R

Step 9: Select all Ry with NCI as Worst (Ry)

Step 10:  Endif

Step 11: T TH <=0.0 and no rule is sensitive

Step 12: Re-initialize TH with range value decremented to0.01
Step 13: Process step 1 to step 7

Step 14:  Else

Step 15: List all the Best (R;) and Worst (R;)

Step 16:  End if

Step 17:  For ¥FI € Item do

Step 18: Calculate Acceleration-OF(Item [t+1],GI)

Step 19: Calculate Velocity-RF (Ttem [t+1], GT)

Step 20: If Frand() < 8, (Viird (t+1) then

Step 21: Exchange (X!i1d (t+1), t++

Step 22: Sensitive Rule -> Best (R)) DiscoveredBestRules
Step 23: End if

Step 24:  End for

Step 25: End for

Step 26: End

As shown m Algorithm 2, the threshold variance 1s
mitially set in the range of 0-1. The value of threshold
variance changes during frequent item pruning while
evaluating the relative frequency to identify the sensitive
and non-sensitive items. When the threshold value lies
between 0 and 1, frequent items are selected as cohesive
items to the corresponding association rules and 1t 1s also
chosen as the sensitive rule. When the condition 1s not
satisfied, frequent items are selected as non-cohesive
items to the corresponding associative rules, referred to
as the non-sensitive rules. When the threshold value is
less than or equal to zero, there is no occurrence of
sensitive rules. So, the threshold value gets reimtialized
and the process gets repeated. Finally, association
rules that are selected as sensitive rule 1s hidden in order
to improve the privacy preservation of sensitive
information’s in transactional database.

Experimental setup: Motivated by the work in Group
Incremental Approach usmng Rough Set (GIA-RS)
(Liang et al., 2014) and Locality Sensitive Hiding for
Privacy Preserving (LSH-PP) (Karapiperis and Verykios,
2015) that deals with dynamically increasing dataset and
has undergone an anonymization transformation, a
Gravitational Search Based Sensitive Rule Selection
(GS-SRS) techmque 1s mntroduced to improve the selection
of sensitive rules to enhance the business transactions
using MATLAB tool. The objective of the following
experiments is to shown the effectiveness and efficiency
of the proposed GS-SRS technique. Three datasets
namely Taxi service trajectory, Tic-tac-toe and shuttle
datasets are used in measuring the efficiency of GS-SRS
technicque. Their description is provided in the following
sections.

Dataset descriptions

Taxi service trajectory dataset: The performance
evaluation of GS-SRS technique is performed using Taxi
Service Trajectory dataset extracted from UCI repository.
The dataset mcludes entire taxi service trajectory
evaluation dataset comprising of 9 attributes (trip-ID,
call-type origin-call origin-stand, taxi-ID, timestamp,
day-type, missing-data and polyline) with the aid of
MATLAB. This dataset has been chosen because it gives
a clear picture that helps in evaluating the trajectories
performed by all the 442 taxis running in the city of Porto
in Portugal from the view of the company where sensitive
rules are hidden and the attributes (i.e., characteristics) are
displayed to the customer.

Tic-tac-toe dataset: The Tic-tac-toe database encodes the
complete set of possible board configurations at the end
of tic-tac-toe games where “x” 1s assumed to have played
first. The target concept is "winning for “x” (i.e., true
when “x” has one of 8 possible ways to create a

“three in-a-row”).

Shuttle dataset: The shuttle dataset comprises of 9
attributes. All the nine attributes are numerical. The
examples in the original dataset were in time order and this
time order 1s more suitable for classification. However, this
was not deemed relevant for Stat Log purposes, so, the
order of the examples in the original dataset was
randomised and a portion of the original dataset 1s
removed for validation purposes. All the experiments have
been carried out on a personal computer with Windows 7,
Inter(R) Core (TM) 17-2600 CPU (2.66 GHz) and 4.00 GB
memory. Experiment is conducted on the factors such as
number of associative rules, selected sensitive rules, data
utility rate, execution time for selecting sensitive rule and
size of the transaction database. The results of the metrics
of G5-SRS technique is compared against with the existing
methods such as Group Incremental Approach using
Rough Set (GTA-RS) (Liang et al, 2014) and Locality
Sensitive Hiding for Privacy Preserving (I.SH-PP)
(Karapiperis and Verykios, 2015).

Online retail data set: The online retail data set is a
transnational data set that includes the transactions
occurring between 01/12/2010 and 09/12/2011 for a
UK-based and registered non-store online retail. This data
set consists of 8 attributes namely InvoiceNo, StockCode,

Description, Quantity, InvoiceDate, UnitPrice,
CustomerID and Country.
RESULTS AND DISCUSSION

The Gravitational Search based Sensitive Rule
Selection (GS-SRS) techmque 15 compared against the
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Table 1: Tabulation for accuracy of privacy preservation using taxi service, shuttle and online retail dataset

Accuracy of privacy preservation (%)

No. of Taxi service trajectory dataset Shuttle dataset Online retail data set
association
rules GS-SRS GIA-RS LSH-PP GS-SRS8 GIA-RS LSH-PP GS-SRS GIA-RS LSH-PP
20 81.53 76.95 71.90 78.22 70.12 66.85 85.62 79.92 73.68
40 83.65 78.16 72.86 79.56 73.25 69.52 87.25 82.36 75.91
60 84.95 81.25 74.62 81.26 74.97 71.62 88.31 84.25 77.63
80 86.29 82.93 77.26 84.62 77.54 72.96 89.96 85.96 78.92
100 87.62 8534 78.92 85.92 78.92 74.62 91.23 86.65 81.06
120 89.63 86.97 80.26 87.32 80.20 77.25 93.65 89.36 84.26
140 90.05 88.11 82.37 88.13 81.86 80.23 96.15 90.85 86.92
Table 2: Tabulation for execution time using taxi service trajectory and shuttle and online retail dataset
Execution time (msec)
No. of Taxi service trajectory dataset Shuttle dataset Online retail dataset
association
rules GS-SRS GIA-RS LSH-PP GS-SRS GIA-RS LSH-PP G8-SRS GIA-RS LSH-PP
20 12.6 151 18.8 10.2 13.5 16.7 82 11.6 14.9
40 17.1 185 23.6 12.6 16.9 203 10.5 13.9 17.2
60 20.5 24.9 272 18.6 21.3 26.4 16.4 183 228
80 259 30.7 33.8 21.5 28.5 31.7 19.6 22.5 26.3
100 293 332 39.6 23.6 31.7 36.2 222 27.6 30.4
120 324 35.8 42.7 271 334 40.1 259 30.8 33.7
140 36.7 40.4 48.3 32.8 38.9 44.8 30.5 32.7 35.8
existing Group Incremental Approach using Rough Set 100
(GIA-RS) (Liang et al., 2014) and Locality Sensitive Hiding 90 :_—_::‘:___‘s._——_—_—t:l
for Privacy Preserving (LSH-PP) (Karapiperis and Qg gg' ‘___‘___‘___k-—t—*"
. . = h
Verykios, 2015) using MATLAB tool. 5 g 60-
S g 50
Case study: The results in Table 1 and 2 show that, the E 40
. y . . 3 £ 20] +-assrs
mnpact of accuracy obtained and execution time for <™ 50] =-GLARs
selecting sensitive rules have a profound influence on the 10 4 LSH-PP
] T Y T T T T T

final rule hiding. This part employs Frequency [tem (FI)
and Cohesive Ttems (CT) with gravitational search to
conduct a brief case study on the data set taxi service
trajectory, shuttle and Online Retail dataset, respectively.

Case scenario 1; Impact of accuracy for privacy
preservation: The accuracy of privacy preservation
measures the ratio of number of sensitive rules that are
correctly hidden and number of non sensitive rules that
are correctly exposed to the total number of association
rules generated. The accuracy of privacy preservation (4)
measured in terms of percentages (%) and mathematically
formulated as follows:

(Number sensitive rules that are comrectly hidden+
Number non sensitive rules that are comrectly — (18)

exposed) (numberrules gene)

From Eq. 18, the privacy preservation accuracy is
measured. While the accuracy of privacy preservation 1s
higher, the method is said to be more efficient.

20 40 60 80 160 120 140
No. of association rules

Fig. 3: Measure of accuracy of privacy preservation using
taxi service trajectory dataset

Table 1 shows the accuracy of privacy preservation
results is obtained with respect to different number of
association rules in the range 20-140 using three datasets
namely taxi service, shuttle and online retail data set. From
the table value, it is illustrative that the accuracy of
privacy preservation using proposed GS-SRS technique
18 higher as compared to other existing works using all
three datasets.

Figure 3-5 show the impact of privacy preservation
accuracy results is obtained versus different mumber of
association rules using three datasets namely taxi service,
shuttle and online retail data set. As exposed in Fig. 3-5,
proposed GS-SRS technique is provides better accuracy
for privacy preservation while compared to existing
GIA-RS (Liang et af, 2014) LSH-PP (Karapiperis and
Verykios, 2015). This is due to application of gravitational
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Fig. 5: Measure of accuracy of privacy preservation using
online retail dataset

search based sensitive rule selection algorithm. By using
this algorithmic process, proposed GS-SRS technique
selects the sensitive rules to be hided and thereby
efficiently ludes the sensitive information about the
transactional databases in order to preserve the privacy.
This 1n turn helps for improving the accuracy of privacy
preservation in an effective manner. Therefore, proposed
GS-SRS technique increases the accuracy of privacy
preservation by 4% as compared to GTA-RS (Liang et al.,
2014) and 11% as compared to LSH-PP (Karapiperis and
Verykios, 2015) when using Taxi Service Trajectory
dataset. Further, proposed GS-SRS teclmique improves
the accuracy of privacy preservation by 8% as compared
to GIA-RS (Liang et al., 2014) and 12% as compared to
LSH-PP (Karapiperis and Verykios, 2015) when using
shuttle dataset. For applying the online retail dataset,
proposed GS-SRS technique improves the accuracy of
privacy preservation by 5% as compared to GIA-RS
(Liang et al, 2014) and 12% as compared to LSH-PP
(Karapiperis and Verykios, 2015), respectively.

Case scenario 2; Impact of execution time for selecting
sensitive rule: The second case scenario considered for
rule hiding 1s the execution time for selecting sensitive

rule. To measure the execution time, two factors are
considered, namely, number of associative rules and the
time required to extract the cohesive item. To this, 20- 140
association rules were considered at different intervals
and seven iterations performed to measure the execution
time. The comparison of execution time for selecting
sensitive rule is presented in Table 2 with respect to the
number of associative rules generated for the given
transaction database (taxi service trajectory and shuttle)
at varied time intervals. As shown in table, that it is
feasible to perform rule hiding based on the experimental
settings of associative rules selected to determine the
execution time.

The execution time determines the time required for
association rule generation and sensitive rules selection.
The execution time is measured in terms of milliseconds
(msec) and mathematically formulated as:

BT = * 1jme[]—\ssocia11'011 rule generation +J (19)

Sensitive rule selection

From Eq. 19, the execution time ET for association
rule generation and sensitive rules selection is obtained.
To investigate upon the factors impacts the results of
execution time, the technique apply the Gravitation Search
algorithm to further check the results for the given
transactional database. In Table 2, it employ the
gravitation search algorithm to amrive at the execution
time. With increase in the number of associative rules, the
execution time for selecting sensitive rule is also increased
though not observed to be linear. This 1s because of the
different types and nature of the transaction, collected at
different time intervals based on the GPS data stream that
invariably varies according to the timestamp.

To ascertain the performance of the execution time
for selecting sensitive rule, comparison is made between
two other existing methods Group Incremental Approach
using Rough Set (GIA-RS) (Liang et al., 2014) and
Locality Sensitive Hiding for Privacy Preserving (L.SH-PP)
(Karapipens and Verykios, 2015) applying the taxi service
trajectory and shuttle and online retail dataset.

Figure 3-8 show a measure of execution time for
sensitive rule selection using taxi service trajectory,
shuttle dataset and online retail dataset. From Fig. 5-8, it
1s found that the execution time for selecting sensitive rule
is less wsing the proposed GS-SRS technique when
compared to the two other existing methods. Also by
applying shuttle dataset, it showed better performance
when compared to the taxi service trajectory. With the
application of gravitation search algorithm, the cohesive
and non-cohesive data items are measured for extracting
the sensitive rules. This separation of cohesive and
non-cohesive items minimizes the execution time while
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Fig. 6: Measure of execution time using taxi service
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Fig. 8 Measure of execution time using online retail
dataset

selecting sensitive rules using GS-SRS by 15% as
compared to GTA-RS (Liang et al., 2014) and 36% as
compared to LSH-PP (Karapiperis and Verykios, 2015)
while using taxi service trajectory dataset. Besides by

applying the gravitational constant, best fitness and
worst fitness are evaluated. Followed by this, the
gravitational search performed to identify the cohesive
and non-cohesive items for the given transactional
database which further reduces the execution time for
selecting sensitive rule using GS-SRS technique by 27%
as compared to GTA-RS (Liang et al., 2014) and 50% as
compared to LSH-PP (Karapiperis and Verykios, 2015)
while Shuttle dataset. Besides for applying the online
retail dataset, proposed GS-SRS technique reduces
the execution time by 22% as compared to GIA-
RS (Liang et al, 2014) and 43% as compared to
LSH-PP (Karapiperis and Verykios, 2015), respectively.

Case scenario 3; Tmpact of memory consumption: Finally,
the third case considered is the memory consumption. To
measure the memory consumption, three vanables namely,
the memory consumption for deriving sensitive rules, the
memory for cohesive and memory for non-cohesive are
used. Convergence characteristics for the measure of
memory consumption for 14 iterations are taken into
consideration and compared with two other methods.

With two iterations considered, the memory
consumption for cohesive items was found to be
1 MB (2 MB using GTA-RS and 2 MB using I.SH-PP) and
with that for obtaming non-cohesive items to be 1 MB
(2 MB wing GIA-RS and 2 MB using L.SH-PP) whereas
the memory required for obtaining sensitive rules is found
tobe 1 MB using GS-3R.S technique, GIA-RS and LSH-PP,
respectively. Memory consumption for cohesive and
non-cohesive items is mathematically formulated as given
as:

M = M(SR)-| M{CT}+M(NCT) | (20)

The memory consumption is measured in terms of
MegaBytes (MB). While the memory consumption for
achieving privacy preservation 1s lower, the method 1s
said to be more efficient (Table 3).

The targeting results of memory consumption for
cohesive and non-cohesive item generation using GS-SRS
technique 1s compared with two state-of-the-art methods
(Liang ef al, 2014, Karapiperis and Verykios, 2015) in
Fig. 9-11 1s presented for visual comparison based on the
number of iterations. This techmque differs from the
GIA-RS (Liang et al., 2014) and LSH-PP (Karapiperis and
Verykios, 2015) in that, the technique have mcorporated
gravitational search m that cohesive and non-cohesive
items are listed for the given transaction database m a
much shorter period of time. The threshold 1s set for the
selecting the sensitive rules with the convergence of
cohesive items and divergence of the non-cohesive items
using gravitation constant. As a result, the memory
consumption for cohesive and non-cohesive items
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Table 3 Tabulation for memory consumption using taxi service trajectory and tic-tac-toe dataset and online retail dataset

Memory consumption (MB)

Taxi service trajectory dataset

Shuttle dataset dataset

Online Retail dataset

No. of
iterations G8-SRS GIA-RS 1.SH-PP G8-SRS GIA-RS 1.SH-PP GS8-SRS GIA-RS 1.SH-PP
2 48 5.5 2.5 3.6 42 1.9 24 3.5 3.5
4 4.1 5.5 6.2 3.1 4.2 4.8 22 3.2 4.0
6 48 58 6.5 3.3 4.4 5.0 257 3.9 4.9
8 4.2 5.6 6.3 3.6 4.7 53 31 4.3 52
10 53 6.7 7.4 3.9 5.0 5.6 3.9 4.7 54
12 5.5 6.9 T.6 4.3 54 6.0 4.3 51 57
14 5.0 6.0 6.7 4.5 5.6 6.2 4.5 5.3 5.9
. 7 -
& —- GS-SRS
% | 6] = cLA-Rs
i~ = —A— LSH-PP
g ) g 5
5 ] 5
g 7 g 4
g 4 - g
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Fig. 9 Measure of memory consumption using taxi
service trajectory dataset

Memory consnmption (MB)
S
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2 4 6 8 10 12 14

No. of iterations

Fig. 10: Measure of memory consumption using Shuttle
dataset dataset

generations using GS-5RS technique is decreased by 28%
as compared to GTA-RS (Liang et al., 2014) and 44% as
compared to LSH-PP (Karapiperis and Verykios, 2015)
while using taxi service trajectory dataset. Though nine
attributes were used in Tic-tac-toe and Taxi Service
Trajectory dataset with samples greater than Taxi service,
the memory consumed 18 lesser because of a smgle factor
considered (win for x). Therefore, the memory consumed
using GS-SRS when applied with tic-tac-toe dataset is

Fig. 11:Measure of memory consumption using online
retail dataset

33% reduced when compared to GIA-RS and 51% reduced
when compared to LSH-PP, respectively. Besides for
applying the online retail dataset, proposed GS-SRS
technique reduces the memory consumption by 30% as
compared to GIA-RS (Liang et al., 2014) and 60% as
compared to L.SH-PP (Karapiperis and Verykios, 2015),
respectively.

CONCLUSION

The Gravitational Search based Sensitive Rule
Selection algorithm (GS-SRS) presented in this resrach 1s
concluded as an effective sensitive rule selection
technique for preserving the privacy of transactional
database. The GS-SRS technique mmproves the selected
that enhance the performance of

hiding technique for privacy
preservation. The goal of gravitational search based
sensitive rtule selection 1s to select the
association rules generated from frequent item sets,
extracted from the transactional database to enhance the
privacy of business transactions with support count and
confidence value. This G3-SRS technique first designed
a conditional probability-based association rule selection
that measures the support and confidence value based on

sensitive rules
association rule

sensitive
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the conditional probability which resulting in generation
of association rules. In addition with the derived
assoclative rule, Gravitational Search based Sensitive Rule
Selection algorithm (GS-SRS) is designed to list the
m each of the

association rule generated and therefore reduces the

cohesive and non-cohesive items
execution time for selecting sensitive rules. Fimally, the
gravitation search model efficiently selects the sensitive
rules for hiding and thereby preserving the privacy of
transactional data base which resulting in mnproved
accuracy of privacy preservation. The efficiency of
GS-SRS technique is test with the metrics such as
accuracy of privacy preservation, execution time and
memory consumption using three datasets namely taxi
trajectory, tic-tac-toe dataset, shuttle and online retail
dataset. With the experiments conducted, it is observed
that the GS-SRS technique provided more accurate results
as compared to state-of-the-art works. The experimental
results demonstrate that GS-SRS techmque 1s provides
better performance with an improvement of accuracy of
privacy preservation and reduction of execution time
when compared to the state-of-the-art works.
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Abstract: Security aspects are serious issues for multi-agent systems that should be taken into consideration
when designing the systems. The significant effects and outcomes of the software agent technology malke its
application more and more popular 1 several fields. The rapid development of the agent technology promotes
its ability to be applied in many different areas such as transportation, e-Business and healthcare. However as
with any other systems, the agent technology is also vulnerable to security threats and consequently, there
is a need to equip the system’s functionalities with some security defense system. A number of methodologies
are providing methods and techmiques for constructing security for multi-agent systems. A survey of the
current state-of-the-art of security 1ssues for MAS is the aim of this study. Techniques and models for securing
multi-agent systems are presented in this study which is categorized according to the concepts and models
regarding agent’s and system’s functionalities. Additionally, possible threats and attacks on multi-agent
systems are defined and considered with agent’s roles and communications concerns. Moreover, up to date
security solutions are elaborated at both levels: agent and the system levels. Finally, an analysis of existing
work problems and the challenges of future research for the security of multi-agents are presented.

Key words: Software agents, multi-agent system, security aspects, nodal approach, techniques, transportation

INTRODUCTION

The traditional methods techniques of developing
software systems are no more applied, especially when
the facilitations of agents are expanded arises. Gradually,
facilitations of agents mmproved several devices to
become more cognitive and intelligent within its
envirorment. Such devices are developed with software
agents that can autonomously decide and accomplish its
aim to satisfy user’s objectives. The software agent
technology is a prevalent paradigm that is increasingly
popular i its application within orgamzations. However,
for an agent to achieve its intended goal, it should have
the ability to communicate and interact with other parties
which could be agents and/or humans.

Simply put agents are considered as a group of
computational entities that can perform tasks on behalf of
their owners (Ramchurn et al., 2016). An agent has the
influence to collaborate with other agents to achieve its
goal. Collaboration 1s one of the key aspects of agent’s
activities. It provides the necessary actions when an
agent performs complex tasks. These collaborations use

some mechamsms and actions to execute a secure
performance such as message exchanges. Message
exchanges are autonomously performed without human
intervention to resolve problems with other agents in the
same system. A typical agent architecture is designed
with Beliefs, Desires and Intentions (BDI), processing
instructions that enable the agent to autonomously
perform actions m its lifecycle.

Collaboration systems allow workers to solve a
problem that is beyond their capabilities or knowledge
(Majid et al, 2016). Due to the distributed nature of
heterogeneous systems, the objectives of a MAS are
achieved when a variety of agents communicate and
collaborate with each other (Mohammed et al., 2014). The
interactions made with other agent creates a virtual
soclety that fulfills the reason for its existence. Such
virtual society allows the MAS to unplement the
complexities of real world issues. Some complex systems
comprise of multiple agents which interact with each other
to achieve some goals. Multi-agent systems provide
designers with more flexability by creating agents
with many functions (Hanna and Richards, 2012).
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Collaboration, communication and intelligence are the
critical functions with which agents should be designed.
Such agent functions support the design of complex
systems and making it closer to a real-world human
society (Majid, 2011).

Multi-agent systems are widely used in complex
applications such as mdustrial, commercial, governmental,
military, entertainment and healtheare applications. Each
agent has special abilities to perform tasks and it is
specialized with certain capabilities to assist humans in
their daily work. An agent 1s beneficial to humans when
the agent assists to reduce the task’s complexity. In
many circumstances interfaces are provided to handle
communication and task’s exchanges between humans
and agents. Agents are currently applied i both small
applications such as email filters and personal assistants
as well as open and complex applications such as air
traffic control, military demining, logistic planning,
fmancial portfolio management, among others (Shih ef al.,
2013).

The particular capabilities of MAS are expanding
when internet services are provided due to the availability
of wide-area networks. Consequently, MAS including
the autenomous systems, improve the choice for building
complex and adaptive software applications agents in
distributed MAS are
collaborate m utilizing the systems information and
resources for goal achievement. Additionally, distributed
MAS offer significant benefits to the system such as
enhanced decision-making, suggest
separating expertise.

However, in order to develop multi-agent systems
that use the internet to interconnect the agents, security
aspects should be unplemented MAS rely on
collaboration between humans and agents which make it
more vulnerable to interact with strangers. Systems in
heterogeneous environments in which agents reside are
open to security threats. A multi-agent system is similar
to other systems when using the network, threaten by
malicious actions and other security problems. The
security problems in these environments which must

usually  interconnected and

solutions and

not be neglected include malicious actions, blocking
of resources, breach of mformation integrity and
breach of private data. Additionally there are
several vulnerabilities of MAS when connected to
an open-network (Adameit et al., 2010). Malicious entities
in the environment of open-network may cause problems
by rendering agents to misbehave or vulnerable to attack.
By exploiting an agent’s social ability, these entities
applied in heterogeneous systems could force the agent
to misbehave and redirect its result to the hacker’s
destination.

One of the techniques that attackers use to deceive
is to use a masquerade agent that acts similarly to a real
agent in a certain environment and steal valuable data and
perform malicious actions. Attackers can also persuade an
agent to perform mischievous tasks by observing data
that belongs to other agents. For example in financial
systems in which MAS are used to support team
decision-making such systems may be inheritably unsafe.
Such systems demonstrate a failure resolve security
problems when a huge amount of data or online banking
transactions are wrongly transferred by attackers.
Furthermore, numerous insecure actions may occur and
put the organization in a serious danger. In order to avoid
these security threats organizations (such as healthcare
administration and e-busmness) that depend on MAS,
must install and deploy security systems within the
organization.

The main purpose of this study is to identify the use
of security systems in MAS and summarize the literature
in related works.

Literature review: Several attempts have been made to
identify the vulnerabilities m the Multi-Agent Systems
(MAS). Security in computing 1s a platform that provides
solutions which can contribute to resolving these
vulnerabilities. Consequently, it is critical and important
to protect data from being tampered or hacked by
malicious actions. The term computer security does not
have a unique definition by researchers. Security in MAS
is quite susceptible to threats compared with other
systems that make use of centralized performance. Many
components of MAS are decentralized and deployed in
different areas. Hence, it essential to promote multi-agent
systems deployed with security aspects.

Researchers have proposed a diversity of techniques
and methods to ensure that multi-agent systems are
secured from aftackers. Yue et al. (2009) propose a
security model to prevent a colluded truncation attack
which focuses on a sent message and modifies it. This
attack comprises of two malicious agents which connect
to a sender agent and conspire to change its message.
Another technique presented by Becker-Asano and
Wachsmuth (2010) in which an inference system 1s
provided. The assistance of inference system 1s to tell and
estimate the users about a malignant part and can be
detected by the whole system. Ewven though their system
1s not established for MAS, it can be used to keep MAS
safe from malevolent parts. Backer provides his framework
based on the secrecy of policy language analysis.

Clark et al. (2010) propose a framework for a particular
Service Level Agreement (SLA) that mvolves methods
to dynamically protect and mamtain reliable violation
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monitoring policies. Clark uses a web service for an SLA
specification which he implements in agentscape. The
reagson for utilizing the web services is to test and
establish an agreement among participants in a centralized
and decentralized monitoring. Clark framework offers
usefulness of results when it 1s applied in decentralized
systems.

Nowadays, many devices that use networks to join
and share data need smart utilization to safely prevail in
several areas. Defimitely, security perspective considers
a smarter utilization due to software vulnerabilities that
cause huge problems (e.g., e-Commerce field). Security
applications continuously improve system’s devices with
data theft invasion detection, fire detection, personal
health protection, etc. Nevertheless, there are deficiencies
to fully secure network devices and equip them with
flexibility to serve users. Therefore, several systems have
been proposed to enhance and construct security
services by providing monitoring sensors, controlling
parameters and robots. Moradian (2013) in the study
entitled “Security of e-Commerce software systems”
suggest using intelligent agents to develop busmness
processes. The researchers show in their study the
facilitation, mnplementation and design of the agent
technology to support engineers during the development
process. The proposed system enacts various security
services in an e-Commerce system which assist engineers
to monitor decisions and activities; Search for security
measures and mechanisms; Perform checks and provide
advice and feedbacks.

MATERIALS AND METHODS

Security service provision for mas: Numerous
multi-agent based systems are being developed with
practical applications such as the multi-agent based
marketplace (Macal and North, 2014). However, in such
systems often the developers tend to overlook important
security features. This only leads to loss of confidence in
such systems. Standard mechamsms for specifying
security in multi-agent systems must be developed.

Multi-agent systems with practical applications are
developed in a variety of domains (Majid et al., 2009).
Unfortunately, researchers often fail to include a security
level in their systems, depending solely on the network
security schemes. Security camot be ignored due to its
importance in developing systems. While basic security
1s important, gradually, confidentiality and authentication
will be weaknesses to such systems. In order to solve
this matter, the developer must design multi-agent
systems with security in mind.

So far, there 1s no standard security model for MASs,
although, various security models have been proposed in

the literature. Poslad et al (2002) propose the asset
security model m which security 1s defined as a set of
safeguards that help protect the assets. They define the
communication service, the name service and the
directory service as the core MAS assets and then
describe threats and safeguards for each.

Mouratidis et al. (2003) propose security concepts
which enable the tropos methodology to model security
concerns throughout the entire MAS development
process. Tropos (Bresciami et al, 2004) has been
proposed as an agent-oriented software engineering
methodology but it does not consider security.

Hence, Bresciani et al. (2004) add security to tropos
methodology by employing various security concepts
such as security constraint and security dependency,
security entities such as secure goal and secure task and
a security reference diagram. As an initial step, they
introduce an algorithm that identifies and break security
bottlenecks to reduce the complexity and criticality of
MASs. They have extended Tropos to propose the secure
Tropos Model (Mouratidis and Giorgini , 2007).

Potential threats and attacks: In the past decade,
researchers have attempted to work on and develop
agent-oriented software engineering methodologies. In
fact, Gaia, one of these methodologies, provides various
approaches in modeling multi-agent systems. But the
development stages of such methodologies neglect the
security aspects in design which few researchers seek to
handle (Sawa ef al, 2016). In a typical orgamzation,
systems that use MAS can be crippled by cybercriminals
which could ruin the busmess operation of the
organization. Accordingly, agent behavior at some stage
of operation should evolve, so that, its patterns of
strength and capabilities should reduce the system’s
risks. In cybercrimes, deception shapes an intricate
information and costs an organization both financially and
adminmstratively. These ruin the orgamzation’s reputation
and image which is the objective of those criminals.
Eventually, the threats mentioned above motivate the
needs for security that should be considered early in the
development stage.

Human vulnerabilities incite attacker’s to hack
systems 1n orgamzations which are hard to protect.
Numerous researchers have identified and improved
significant issues regarding the development of security
approaches and system design. Therefore, security
approaches  icorporate both the design and
implementation part of system functionalities. Information
assets are protected once security 1s established in the
development of MAS. The information assets and
security include confidentiality integrity and availability
(Mouratidis and Giorgini, 2007). Building asecure MAS
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increases the degree of information confidentiality
integrity and availability. Sawa et al. (2016) introduce an
approach using natural language processing techniques
for two purposes: first is to detect a social engineering
attack, Second is to identify suspicious comments
fabricated by attackers.

The researchers focuses on social engineering
attacks which 13 divided into private mformation and
command recuests. Sawa et al. (2016) approach applies
questions to the listener by performing tasks. The speaker
15 not authorized to perform any of these tasks before it
uses a technmique to detect questions and commands and
extract their likely topics and finally determine which one
is malicious. This approach employs the benefits of
text dialogues i order to evolve its applicability and
functionality on many attack vectors. However, a prime
limitation to this approach is applicability because the
openness of such approach refuses many traditional
security solutions.

Although, applicable approaches in MASs award
them an attractive behavior for various new applications,
new problems arise, among which security is a key. Most
of these applications are used m the real world, the
need for security increases. Consequently, researchers
apply their approaches to analyze several attacks and
provide users and system designers with obvious and
high detection techmique (Mohammed et al., 2014).
Fortunately, there are several researchers who are working
to address the potential gaps in the security of
multi-agent systems and limit its vulnerability.

For example, Casey ef al. (2016) focus on cyber
security which relies on the private and asymmetric
information which is significant to agent utilities.
Furthermore, his approach provides an agent behavior
decision when it links with an advanced model using
signaling method. In addition, the nature attributes of
MASs that utilizes an agent to perform its tasks in
systems traditional  security
techniques prevail, confer attacker to distort system
data while new risks are appeared (Bijani and Robertson,
2014).

Security threats and risks enclose MASs and
mimmize its perfect performances and mfluence its
outcomes. Consequently, these weaknesses need to
study and detect to decrease the attacker’s deception
appetite. The vital features of multi-agent systems such as
autonomy, openness and independence of multi-agent
systems mcrease the value of being threatened, especially
when comnected to the human. Agents capabilities of
interactions with humans and/or other agents enlarge the
security difficulties in MASs which i1s an assumptive
factor to keep the data of such systems safe. Phishing,

miserable where the

spoofing, sybil, elicitation and webpage compromises
(Homok et al., 2014, Gonzalez et al., 2008) are some
examples of vulnerabilities of MASs used by attackers
via. soclal engineering for their diabolical scheme.
Consequently, social engineering is considered as an
important and significant subject that should be intensely
analyzed by cyber security designers.

Threats and attacks in multi-agent systems are not
fully studied and understood by researchers. Since,
MASs are gradually implemented in many distributed
systems, 1t 1s imperative that desigmng such systems
should entail a comprehensive and detailed analysis of
security requirements. For instance, system’s information
is considered as prime risks due to insider threats and
attacks. Subsequently, security in multi-agent systems 1s
extremely fundamental and should be implemented for two
reasons: firstly in order to defend systems against threats
and attacks, Secondly, its design and analysis in the
methodology phase which 1s 1ignored.

RESULTS AND DISCUSSION

Integration of security aspects for gnma: Since,
Multi-Agent Systems (MAS) have grown in popularity,
secure communication is of paramount importance. A
crucial limitation to MAS is security issues because of the
opermess of the system. Comsequently, a strong
mechamsm with which agents in our model (GNA) can
secure and defend themselves against attacks on other
agents and humans needs to be developed and integrated
with the main model (Mohammed ef ai., 2012). GNA s a
generic nodal approach in which several nodes can be
created, for example, human-human node, human-agent
node and agent-agent node. Node refers to
interdependence entity where a human can collaborate
with one or more than one agent via. mediator agent that
act as a consultant for its human counterpart.

Basically, number of agents is restricted according to
the assignment of mediator agent and delegated tasks that
must be achieved. In Fig. 1, () represents a human’s set
of functions and (A) represents an agent’s set of
functions. GNA enhanced with security table for each
node i the system. A security table store all the
information of the node include: node name, agent ID and
a secret key which play a role of verification and
authentication when nodes interactions oceur.

In such a model, appropriate security techniques
need to be established by providing the following points:

¢ A mechanism with which agents in the generic nodal
structure can secure and defend themselves against
attacks on other agents and/or humans
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Fig. 1: Nodal approach concept
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Fig. 2: The architecture for the GNA

¢+ A security infrastructure that is applicable for the
model securing agent’s actions and communication
1n general

¢ TImplement security methods for agents in a MAS
environment and/or distributed systems and enhance
the individual agent’s abilities during collaboration

The architecture for the nodes comprises of modules
which are shown in Fig. 2. The collaboration module
llustrates the cooperative stage between human and
agent.

Normal
agent n

Main node

Secret key Mediator Secret key

R\ A
' .

Mediator

Mediator

” | Security table |

Node 2

Security table

Node 1

Encrypted message

Fig. 3: Security planning module

Commurnication module provides protocols in which
an agent 1s capability to exchange secured information
including cooperative requests and feedback information.
The security planning module receives security-resolving
requests and decides whether to deal with the request
according to the security policy base. Security plamming
module is detailed further in Fig. 3 which shows how
message exchanged between nodes.

Security plarming module described i Fig. 3 shows
the message exchange among nodes m the GNA.
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Specifically when node 1 sends a secret message to node
2 seniors occur before node 2 can open it and read it.
Fustly, node 1 sends an encrypted message and to
node 2. Smnultaneously, node 1 sends also a random
secret key to both node 2 and main node to be
authenticated latter by node 2.

Note that a verbal node means practically the
mediator agent mside the node which has the capabilities
and authorities to check and retrieve the information with
security table. Finally, node 2 need to send authentication
for the main node meludes sender node 1d and its secret
key. The main node checks this information if the
secret key of node 2 and node 1 are matched then an
authentication sends to node 2 and now it can open the
recelved message.

Security in multi-agent systems: Nowadays, a network is
considered as a prevalent platform for organizations and
people to communicate. The Internet 1s a manifestation of
this network. In fact, netizens deal and commurmcate with
each other via. the mternet. However, the internet is
highly subjected to be a target of attackers. Intrusion to
websites 15 one of an example of an attack that has rapidly
mcreased and deters some people and orgamzations from
using the internet.

Generally, the current security solutions focus on
preventing authorization and authentication access at
various systems levels (Wardell et al., 2016). Along with
this security concern, a great deal of research have been
done recently to secure their systems. Researchers in this
field attempt to protect the systems from threats that
might be caused from mside or outside the organization.
Hence, these threats may cause damage to the internet
assets as well as to the mformation.

To overcome these problems, researchers have
attempted to provide better techmiques by studymg
multi-agent systems and how the technicues can enhance
and improve the security aspects. In particular, a typical
security approach m MAS utilizes the software agent
abilities and its mtelligent, cooperative and autonomous
characteristics as well as its collaboration with other
agents.

For agent security, the origin of information must be
authenticated to protect agents from improperly accessing
or communicating with malicious agents (Jansen and
Karygiannis, 2000). Additionally, an individual agent
should share and permit access to its resources and
mternal status only with authenticated and authorized
agents. Otherwise, the insecure communications among
agents as well as between humans and agents could
occur. Jung ef af (2012) show 1n his study a number of
security problems which are caused by wvarious actors.

They point out some security causes that impair the entire
system such as verification of information, unauthorized
access mtrusions to MAS, attacks from mobile agents and
malicious agents.

Chae et al (2016) propose a model for information
interoperability systems with security based on
multi-agent. They present an agent mutual authentication
method in which certificates and session keys are
combined. Their MASs proposed for the national R&D
information interoperability by providing session keys
and mutual authenticaion method to overcome the
security vulnerabilities in MASs. A mutual authentication
methed is conducted based on certification method where
each agent synchronized session keys which are used to
propose a method of securing channel.

Researchers have applied the MAS which
provides interoperability within and across agent-based
applications. They are studying the MAS approach and
how the agent-based systems could be improved with
better techmiques to enhance the security of the systems.
Security processes such as encryption, decryption,
verification and digital signature are supported when the
agents cooperate and commumnicate together.

CONCLUSION

Lack of comprehensive security techmiques to
multi-agent systems present a huge drawback. The
challenge in multi-agent systems is to provide security
mechanisms which do not affect the characteristics
(such as collaboration mtelligence, dynamic, cooperative
problem solving and efficiency) of agents and its
performances. Despite the complexities of multi-agent
systems, many researchers have attempted to resolve the
security problems and proposed various security
approaches for MASs. Additionally, they have attempted
to improve MAS facilities with security processes to deal
with open issues such as secrecy of agent execution. In
this study, we have categorized the existing security
1ssues that are applicable to MAS. Among the diversity
of security issues, we have devoted our study to review
in more detail on threats and attacks in multi-agent
systems and how the current security techniques protect
message exchanges executions. However, new and
aggressive attacks will continue to be released and new
technologies will be developed to defeat them.
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Abstract: The diversity of adopting different step by step approach when developing block methods of the

form A"Y,,, =

AY, ABY  ADY” AR(CYY  ACY™ ) is quite rigorous. Hence, this study presents an

approach called Linear Block Method (LBM) capable of producing directly any k steplength value of block
methods for solving third order ordinary differential equations. The LBM algorithm is validated by recovering
certain existing k-step block methods 1n literature. Likewise, the computational complexity of the LBM algorithm

1s presented.

Key words:Linear block method, third order, ordinary differential equations, computational complexity,

recovering, certain

INTRODUCTION

Lambert (1973) stated three approaches for
determining the coefficients of linear multistep methods,
namely, numerical integration, mterpelation and Taylor
series approach. These approaches have been modified
for the transformation of the discrete linear multistep
methods mto block methods. These block methods
consist of a family of schemes that simultaneously
evaluate the solution of the differential equation
under consideration at different grid points (Fatunla,
1995).

The transformation of discrete schemes to block
methods using numerical integration approach have been
explored by Omar (2004), Majid ef al (2013) and
Phang et al. (2011), amongst many others.

Other adopted  the
mterpolation approach for developing these block
methods include Jator and Li (2009), Badmus and Yahaya
(2009) and Adesanya et al. (2014). Likewise, the Taylor
series expansion has not been left out as it has been
adopted in the research by Li (2008) and Chen and L1
(2012), however, the methods developed were still
restricted to development of the discrete schemes alone

researcher who  have

and further subject to boundary conditions. The direct
solution of third order ordinary differential Eq. 1 of the
form:

Y =Xy ¥y (M

have been considered by several studies such as
Adesanya et al. (2014), Mohammed and Adeniyi (2014),
Adoghe (2014) and Omar and Kuboye (2015) amongst
others. Hence, the introduction of the Linear Block
Method (LBM) will be of good advantage for researcher
when developing block methods of the form:

A", =AY, +BY,  DY",

Jrh:i (CDYka +ciY”'n,k )

(2)
for solving third order ordinary differential equations.
Thus, the aim of this study.

MATERIALS AND METHODS

New linear block method for k-step block methods: For
v" =1(x, v, ¥, v"). For block methods of the form Eq 2

Where Yn+k (ynﬂa Yurzs o Yn+k) and YO - (Y ntls ¥ n+23 R
v ), the following LBM algorithm is given:

Yn+§—2 (F’h) ym+2¢1 L E=L2.k )

with derivatives:

g L2,k 2(@:1, 2.,k

(h

3-(atl) (&,h)l
v =Y y(‘”‘”Z R

1=10

$, = A'Band w, = A’ D where:
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Combining these results give the block form:
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This block expression comresponds with the
coefficients presented by Adesanya ef al. (2012) and
Osa and Olaoluwa (2015) where the block method was
used as a block predictor. Hence, this verifies the
proposed LBM algorithm for developing block methods
for solving third order ordinary differential equations.

RESULTS AND DISCUSSION

Computational complexity of the new linear block method
for developing four-step block method: The development
of the four-step block method using the new LBM
algorithm mvolved obtaining the coefficients for the block
corrector schemes and its comresponding derivatives at
grid PoIts X ., Xy, Xpug ad X,

LBM algorithm:
Step 1: Evaluate:

Yoer = 2 (&h) y(1)+2 ¢'1 n+1’ 2,..k

with derivatives:

3a)

(éh)‘
Ve = 2 YOH)JFZ% w8 et pacaap

i=0

¢ =A' Banday, = A* Dwhere

@y (&
11 1 e 1 3l (3+a)
0O h %h - I @ &+l
, W ey 4 (@)
2 Ehy (Thy© "
A= . . e LB 3 D (Gar))
hoEt Gy ' :
KK k! (&h)@“:) (%
Gty (Gatk))
andk =4
Step 2: Stop

The two major mathematical operations required are
matrix inverse and matrix multiplication. Recall that the
computational complexity of taking the inverse of an nxn
matrix is (n*) while the computational complexity of the
matrix multiplication of one nxm matrix with one nxp matrix
is O(nmp). Hence, the computational complexity of
developing the four step block method using the LBM
algorithm is obtained from:

3k {[O((k+1)3)+o((k+1)2”} (®)
as O((+1)".
CONCLUSION

This study has presented a new linear block method
for developing any k-step block method for solving
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third order ordinary differential equations. The algorithm
is seen to be valid as verified with previously developed
k = 4 block methods 1n literature. Hence, this algorithm 1s
suitablefor adoption when developing block methods of
this kind as it bypasses the rigour aftached to the
step by step approach used by previous studies. The
computational complexity of the method 1s also presented,
so that, new algorithms developed mn the future can be
compared to this algorithm in terms of computational
complexity. Likewise, this present research can be
extended to using this algorithm to develop suitable
k-step block methods for solving both uutial and
boundary value problems of third order ordinary
differential equations.
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Abstract: Speech 1s known to be the most convemient form of communication between individuals. This study
deals with the modus operandi for estimation of basics acoustic features as also of the function of the vocal
tract area, direct from the acoustic of speech wave form. Linear Predictive Coding (I.PC) is used for estimation
of the function of vocal tract area. LPC 1s based on autoregressive modelling of the speech signals. The method
15 an effective techmque for speech analysis. It 13 predominant in speech research work for locating and
estimating basic acoustic features and vocal tract area function and also to represent the speech for low bit rate
transmission and application m storage area. The principal objective of emotional speech analysis/recognition
is to identify the different basic emotional states (primary emotions) and to categorize them under positive
(non-negative) and negative emotions. Emotion analysis finds use as a tool for improvement of the quality of
service found in many speech supported application like call centres. Tt also helps in interfaces for human

computer application and others.

Key words: Emotions, LPC, MATLAB, speech analysis, Telugu, emotional speech, supported application

INTRODUCTION

Speech which is the most convenient form of
communication between individuals 1s not just a sequence
of some sounds in a steady state with abrupt changes
from one to another or some signals to be ignored after
listening. Tt actually conveys information of both
lingustic and non-linguistic types and also messages of
sources of multiple levels of knowledge. Speech signals
are illustrative of information bearing ones that emerge as
functions of a single independent variable like
chronological. Speech does not imply just mformation
signals but more than that it is wave known for
complexity as the acoustic output flowing from the
spealeer’s effort.

Sound considered typical during the articulation of a
phoneme is referred to as phone. Most known languages
have anything between 20-40 phonemes. They provide a
range of alphabets which help us to get acquainted
with many words, words have syllables as thewr
components. Syllables are sequences of phonemes
(Prasad et al., 2015a, b). Sounds coming from speech are
produced when air is exhaled from the lungs. They are
modulated and get shaped by the vibrations of glottal
cords and the resonance of the vocal tract during the
process of air being pushed through the lips and the
nose. Speech analysis is referred to as feature
extraction of speech (He et al., 2011).

Feature extraction is the process in which speech
wave gets converted mto a known form of parametric
representation which is meant for further speech
processing which in turn finds applications in many areas.
Parameters so obtained from significant cues in acoustics.
Raw speech data is uintelligible. It has to be reduced to
manageable quantity. Information has then to extract. This
process 15 of vital importance mn understanding and
interpreting the speech signal. A through and
meaningful analysis of speech featuwres and the
lnking there of to perception still remain challenging
tasks (Kumar ef ai., 201 5a-c).

Speech is known for its information galore activity. Tt
exploits frequency modulated amplitude. Such frequency
and time modulated carriers convey information on words,
identity of the speaker, lus accent and style of speech as
also the emotion with which he is changed. Examples of
such carriers mclude resonance movements, harmeoenics,
noise, pitch of voice, intonation and duration. The entire
gamut of mformation 18 conveyed within the traditional
telephone bandwidth of 4 kHz Anything above this
indicates audio quality and sensation (Prasad et af.,
2015a, b).

Scope of the work: Languages of a large number are in
use the world over. Each language 1s identified through
speech. A speech can get recognition through speech but
identification of his speech on the basis of known and

Corresponding Author: K.M. Shiva Prasad, Department of Electronics Engineering, Jain University, Bangalore, India
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accepted parameters still remains a complex 1ssue with a
number of digital speech processing techriques irwrolved.
Speech 15 caused by excitation of many organs [t
consists of several complex and also simple resonant
frequencies called formants. b easurem ents of form ant
frequencies 15 a sin qua non for locating speech
utterances and guality of woice speech signals help
identification of acoustic features and emotion which
determine speaker recognition The spectrogram
techrnigque iz implemented and extraction of acoustic
features iz done for speeches in Telugu language
samples of which have been provided by IIT-Kgp
(&ltun and Polat, 2009, Yuetal , 2001

Objective of the study: To generate the spectrogram and
shape of wocal tract for different wowels that find place in
a speakers speech through =samples are taken. The
researchers use the mat lab software for analyziz of the
formant frequencies and also samples of vocal tract shape
speech. The spectrogram 15 used for extracting the
form ant frequencies and the pitch (Sheikhan et al | 2015

MATERIAL S AND METHODS

Speech database: [IT-Fgp SESC has been selected as the
database for the purpose of analysis. [t helps the study
ot speech emotion recognition. The proposed speech
data base 15 the proneering effort in the direction of telugu
an Indian language. It is directed for analysis of emotions
common it conversations of day-to-day ocourrence.
analysis of changed emotons in areas of text, session
variability and gender is possible due to the corpus
being extensive. The corpus or databaze known as

simulated emotional speech corpus has been developed
by the Indian Institute of Technology  (Eharagpur)
isheikhan et al , 20137

Tenprofessional attistes 5 males and 5 females from
&1 India Radio, Vijayawada form the populaton for the
study. They were chosen for the recording of the corpus.
The artiztes are persons with rich expenence known for
their ability to freely express emotions from neutral
sentences. They were h the age group 25-40 with
professional experience of 8-12 wears. These are
significant details of the artistes The 15 sentences in 8
varied emotions were delivered to each atiste in one
session. 10 such sessions form ed the core. Thus, the total
number of utterances worked out to 12000 (15
sentences=8 emotions <10 artistesx1 0 sessiong with 1500
utteranc es for each emotion.

Each signal was sampled at 16 kHz and represented
as a 16 bit munber the recording was done on alternate
days to ensure the wvanability that is inewtable. Each
artiste was asked to speak at a stratch all the sentences in
a specific emotion. These ensured coherence among the
artistes for each type of emotion A single microphone
was used for the entire database at the same location

MHe et al, 20113,

Problem statement: The corpus relating to speechesin
Telugu language considered in this study 15 com bination
of wowels, yogavahakas and consonants. Consisting of
voiced and unvoiced sounds. Different sentences in the
language were used wis-a-viz basic acoustic features
iformant frequencies and pitch more specifically
Paoetal, 2008, Schuller et ol , 2004 (Fig 1),
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Fig 1: Anatomy of speech production
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Human-speech production mechanism: Figure 1 shows
the anatomy of the human speech production systems,
composed of three regions viz., larynx, vocal tract and
respiratory system. This 1s capable of producing a variety
of vibrations and spectral temporal composition which
forms different speech sounds. Kumar et af. (201 5a-c) the
act of speech production begins with exhaling the inhaled
air from the lungs (glottal volume). The air will sound like
a random noise without any information in the absence of
subsequent modulations. These are done through the
manner and frequency of closing and opening of the
glottal folds. Speech production 1s fused directly with the
combination of volume and sinus cavity ending with the
opeming of the mouth (Prasad et al, 2015a, b)

Basic acoustic features of speech: Formant frequency,
pitch and intensity form the basic features in
speech.

Formants: Formants are normal rescnant frequencies
(fi-f,). They depend on the position and the manner of
articulation. These formants are generally considered
important but acceptable speech quality requires higher
formants. Formant frequencies appear as dark bands in a
spectrogram. The mode of execution in the vocal cavity
decides the resonating frequencies. Formants find use in
speech recognition and speaker verification. They
describe the vocal tract resonance. They are quantitative
characteristics of the vocal tract, the position of which
depends on its shape and physical dimensions. The name
has been proposed by researchers in view of the resonant
frequencies tending to form the over-all spectrum of the
speech signal. Formant frequencies describe the shape of
the vocal tract during the production of an emotional
speech (Schuller ef af., 2004).

Pitch: This is also known as the repetition rate of opening
and closing of vocal folds, being the basic frequency of
vibration of the vocal folds referred to as fundamental
frequency (f;). Pitch is useful in the classification of
speech as voiced and unvoiced. Tt is low for the former
and absent in the latter. Auto correlation 1s the commonly
used method for measuring pitch (Schuller et al., 2004).

RESULTS AND DISCUSSION

LPC based speech analysis: Analysis of speech
signals 15 done through estimation of speech parameters
(like formants) and eliminating their effect from speech
signal. It estimates the intensity and frequency of the
remaining buzz. LPC Model for speech processing is
shown m Fig. 2-4. The process of renewal of resonant or
formant frequencies is referred to as inverse filtering while

l Vocal tract
Imuzl?lnse ................ ' imeti“
i

"| digital flter

‘\ T »| Time varying [.——p
4
:

Randommofse) | i Gain i
generator L2

Fig. 2: LPC Model

the signal remaining after elimination is referred to as the
residue signal. Speech segments of short duration called
frames are used by LPC, the duration being 30 msec. Time
variation in the digital system used m LPC 1s represented
by the following transfer function (Kumar et al., 201 5a-c)

How emotion is created: Emotion originates from neural
organization of the human brain. Generally, human brain
processes the human emotion through chemical reaction.
Emotion 1s created through a chemical reaction whose
origin is not established in the nervous system due to
arised situation. A cogmtive state is created by number of
situations and by a thinking process which relates those
situations and draws some kind of conclusion as emotion
(Yang and Lugger, 2010).

Emotional types: Generally their exists large types of
emotions inreal life namely: hot anger, cold anger, panic,
fear, anxiety, despair, sadness, happiness, boredom,
shame, pride, disguist and contempt. The commonly
considered emotional states are anger, happiness, fear,
sadness, disgust, boredom and neutral.

The basic emotions which are more primitive and
universal than others are neutral, anger, fear and sadness.
Neutral: it is an emotional state  where emotionally
lacking 1s noticeable. 1t is moderately negative, calm and
weak (El Ayadi et al., 2011).

Compassion: Tt is a emotion showing concern for the
sufferings of other people (El Ayadi et al., 2011).

Disgust: [t is an emotional state or feeling that something
is unpleasant, offensive or unacceptable (El Ayadi et al.,
2011).

Anger: It 1s a feeling or emotion showing extreme
displeasure, very negative, very strong and very excited.
1t 13 an emotional state with high arousal levels which 1s
characterised by the tense voice with faster speech rate.
utterance duration, shorter inter word silence. There are
two types, namely cold anger and hot anger. Hot anger is
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more intense in quality, characterised by the
increased articulation rate. Cold anger is characterised
by increase in mean F;, increase mn ligh frequency

energy and increase in mean ntensity (Avadi et al,
2007)

Fear: It 15 an unpleasant emotion caused by threat of
danger, afraid of others. it 13 characterised by increase
both in mean F, F; range and increase in energy and also
articulation rate (Avadi et al., 2007).

It 1s an emotional state with high arousal levels which is
characterised by the tense voice with faster speechrate,
moderately positive, high F, and broader pitch range
yields higher heart rate and blood pressure (Ayadi et al.,
2007).

Sarcastic: Tt is an emotional state of hurting or mocking
someone. (use of words which says the opposite of what
youmean) (Ayadi et al., 2007).

Surprise: It i3 an emotional state describes the feeling of
mild astonishment or shock caused by something
unexpected. characterized by high wvalues of glottal
velocity (Ververidis and Kotropoulos, 2006) (Table 1).
The detailed analysis of speech features and their
relationship to human perception 1s a challenging task n
speech processing. Speech comnveys both linguistic as
well as non-linguistic information, there exist many more
methods of speech analysis each having their own merits
and demerits for required application. But there 1s still no
single method to be considered distinctly the best method
for speech analysis or recognition. Speech analysis or
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Table 1: Formants and various pitch listing

Parameters Formant firequency (Hz) Pitch (Hz)
Emotion Sentence F, F, F. F, Mean Median Mini. Maxi.
Anger S 985.80 2490.98 3481.02 4908.81 210.56 218.890 240.680 262.980
Sz 808,52 2630.33 3679.18 4670.41 206.26 212.450 92.605 263.400
Compassion S 871.49 2587.55 3412.74 5057.56 156.41 153.780 117.170 210.430
Sz 885.24 2667.82 3684.55 4789.48 164.76 168.780 105.590 216.670
Disgust S 779.58 2548.61 3391.28 4094.20 159.24 164.577 109.250 213.020
Sz 856.75 2647.78 3682.87 4484.87 147.02 150.710 106.000 105.200
Fear S 833.15 2345.75 3543.55 4844.31 161.78 156.040 129.060 206.430
Sz 847.39 2497.54 3755.75 5007.88 191.11 192.300 138.370 238.045
Happy S 919.49 2456.95 353275 4762.24 176.97 193.420 87.140 237.260
Sz 988.28 2619.61 3758.28 4654.19 187.43 198.370 88.210 260.920
Neutral S 831.92 2527.00 3460.61 4943.05 179.59 191.890 114.150 235.080
Sz 894.46 2649.90 3703.92 4691.82 175.48 183.730 96.130 246.290
Sarcastic S 860.57 2607.21 3443.53 4009.25 147.69 151.790 84.030 202.830
Sz 1000.31 2678.59 3731.25 4186.03 137.99 141.350 90.011 167.620
Surprise S 1003.92 243533 3631.83 4740.87 255.86 267.560 162.840 331.190
Sz 979.69 2632.28 3761.98 4652.02 210.21 221.170 112.187 260.175
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speech signal front ends helps in extracting the speech
features. There are many number of features can be used
for purpose of emotion analysis/detection. The selection
of feature set are depends on application requirement. it
1s very difficult to identify the best among available. The
analysis/recognition performance of emotional speech
using prosodic (Acoustic) features is not found to be
appreciable but recogmition can be 1improved by
combining prosodic with spectral features. The emotional
analysis/recognition can be extended to databases
recorded 1n other native languages having wide range of
emotional expression by taking number of spealkers,
different sex, different age group as subject to find the
degree of universality of emotional features (Table 1).

CONCLUSION

In this resarch we investigate the acoustic properties
of speech corpus associated with 4 primary emotions
namely neutral, happy, sad and angry intentionally
expressed by an untrained actors. The speech associated
with anger and happiness are characterised by longer
utterance duration (time), higher pitch and energy values
with wide range. However, it is observed that slightly
higher pitch in anger, fear compared to neutral speech. Tt
15 noticed that we cannot draw any conclusion on the
variability of mean formant frequencies as a function of
emotion, as they vary depending on which formant is
considered. First formant frequencies range 1s has higher
values in angry emotion when compared to other
emotions. Angry and happy have higher mean F; values
and greater variations compared to that of neutral
speech. The mean of F; for neutral, sad, angry and happy
are ag listed in the table. It is confirmed that angry speech
have higher F, values and greater variations compared to
that of neutral and happy speech. Individual mean F,
values for each emotion category is as shown in the
table.
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Abstract: In this study, a voltage incremental circuit 1s used to give a universally derivates on developed high

step-up converters for high voltage multiplication circuits. N number of one-switch high step-up converters
with infused transformer voltage multiplier cell gives us with many advantages, consisting of very high voltage

conversion ratio, reduced voltage stress, effective diode reverse-recovery scheme, includes soft-switching
operation. The turn’s ratio of the infused transformer gives the adjustability to extend the voltage gain. Keeping
the active clamp counterpart as a reference, one IGBT reduces the difficulties of the circuit, thereby increasing
reliability and stability. Here, the circuit is analyzed with both higher level and lower resonant conditions with
the provided key parameters. Incorporation of Pi-filter (I.C filter) reduces the ripple content in output. Ultimately,
the experimentally obtained results for a 600 W 46-480 V designed prototype are furnished m contributions in

thus study.

Key words: Built in transformer, high step-up, voltage multiplier cell, effective, scheme, India

INTRODUCTION

The usual boost converter does the function of
multiplying voltage. The conventional boost convertor
achieves the voltage multiplication through the 1deal CCM
mode by varying the duty cycle (Do, 2010) but however,
the increase in voltage is possible only 4 times the supply
voltage shown in Fig. 1.

There are some applications where a 10 fold mcrease
in voltage is required. We can give can quote an example
related to the automobile applications which uses the
very high intensity hight usually need to convert 20 V on
battery back up to 300 V at steady state nominal
operation, even to 350 V during the start-up stage
(Garcia et al., 2003). Normal 50-60 V supply systems like
batteries are used n the transport applications but likely
it has to boost up more than ten times of its output in
order to meet the intensity need Furthermore, the output
voltage of the individual Photovoltaic (PV) cell 1s
generally lower than 70 V (Shenkman et al, 2004;
Erickson and Maksimovic, 2001). However, the AC
voltage at the grid side is 220 V for single-phase local
utility in the country which also calls for high step-up and
high-efficiency converters to realize the integrated PV
modules:

Power = Voltage*Cwrent

Fig. 1: Voltage multiplier cell

Assuming power = 200 W and voltage as 50 V, the
current will be 4 A. Now, if a Voltage of 100 V 13 needed
then the current reduces to 2 A in order to maintain the
same 200 W power. It 1s clearly visible that on mncreasing
the voltage profile, the current profile has to be reduced
1n order to maintain the same power rating.

Now, the question arises as to why current profile is
not changed instead of voltage profile? Tt is because a
voltage multiplication 18 needed, here i1 motors with the
increase in load it draws more current, 1.e. with increase in
load the current levels increase. So, in motors the current
profile is increasing but what is needed is increase in
voltage profile. The best example for increase in voltage
profile 1s a car’s headlight where an increase mn voltage in
seen as illumination.

Corresponding Author: D. Selvabharathi, Department of Electrical and Electronics Engineering (EEE),
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Also, the conventional boost convertor uses multiple
switches to achieve the voltage gain. This results in
additional  switching  losses  thereby  reducing
efficiency. Switch operating condition and the dicde
reverse-recovery condition are plays a vital role in the
high output voltage loads. A Zero Voltage Switching
(ZVS) Zero Current Switching (ZCS) boost converter with
voltage multiplier circuits are developed to mimimize the
switching losses (Santhoshi et «f., 2016). The major
limitations  of the converters published by
Vyayalakshmi (2016) and Puviarasi and
Dhanasekaran (2015) is that these topologies cammot
provide another controllable and user free concepts
except the change in duty pulse to obtain the large and
wide voltage conversion that limitations are overcome by
the new topology derived.

The novel idea revels from the new topology is used
to overcome the above difficulties related to switching
losses by means of new soft switching methods and an
mnproved pulse width modulation techniques. With the
help of this ZVS soft switching techniques the smooth
operation of the circuits can be achieved due to this the
stress across each switch can be balanced m the other
hand we are using ZCS techniques, so, the switching
stress at the pomnt of circuit off condition can be reduced.
The voltage multiplication by single cell can be achieved
by voltage multiplier circuits. Either it may be of voltage
doublers, tripler quadruples. This can be achieved by
fly back capacitor circuits. In this regards, we have to
large number of capacitors in tum one single switch to
achieve.

et al.

MATERIALS AND METHODS

Topology derivation and circuit operational analysis: The
stimulation of proposed ZVS high step-up built-in
transformer based converter by Bharathi and Sasikumar
(2016) 1s shown m Fig. 2. The boosting m voltage
multiplier cell 1s composed of a transformer an active
clamp switch 3, a clamp capacitor C,, a DC block capacitor
C,, a switched capacitor C,, and a regenerative diode
D.. The switches S and S, work with the un symmetrical
reverse operation to regulate the output Ce. ZVS
soft-switching performance is achieved for the switches
S and Sc¢ due to the additional parallel capacitor Cs. The
input current ripple is small due to its CCM operation to
remove the large mput electrolytic capacitors. As aresult,
this built-in transformer based converter s a best
comverter for the high step-up and more efficiency
transfer systems.

From the above concept the capacitor 1s charged to
the maximum and clamps to the maximum towards the of
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T, | : -
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Fig. 2: Proposed high step-up converter

input voltage and it discharges to load with the limited
switching time leads to the low switching frequency. The
improved smgle-switch high step-up converter is
introduced. This improved version has some other clearly
advantageous performance which will be discussed in
detail in the following sections. In the dashed block, a
voltage multiplier cell is inserted to extend the voltage
gain and reduce the switch voltage stress.

Here, we are using a infused transformer with
different types of primary and secondary turns. With
respect to the tums conditions of primary and secondary
winding the boosting level are inproved infuse to achieve
the above incremental condition over resonance
frequency and below resonance frequency conditions are
used open switch uses the over resonance condition and
closed switch uses the below resonance conditions. Due
to the above category the leakage inductance value can
be reduced at the pomt of transformer.

Part 1 [t,, t]: When switch t, is in on condition, the
semiconductor S will be in the running state and the
voltage transfer towards the filter mductor L;1s V., . The
clamp diode and the output rectifier Do are developed by
the update mathematical analysis Eq. 1-3:

Vts = ch 'Vcc (1)
dipkq 2
e Vip~Vebn) @

. . . iLK
(8 =iy (D H (t)+T(t) (3)

Part 2 [t;, ,]: In the pomnt of t,, the I of the leakage
inductance L, resonates (Wu et al., 2008) towards the
zero and the regenerative diode Dr tums OFF
automatically, this gives the mformation about the
reverse-recovery losses. The inductor T is still developing
gradually due to the mput voltage.
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Fig. 3: Stage of switching output

Part 3 [t,, t;, |: Att,, the switch S turns OFF and then the
clamp diode D¢ and the output rectifier Do turmn ON
to gives out by means of the current equation given
as:

in(t) = LE“) 4

The operation of each stage of switching output and
its modes of operation are shown in Fig. 3 and 4.
Voltage and current stress analysis of power
semiconductor switches: The voltage stresses of the
semiconductor S and the clamping diode De are equal to

the voltage on the clamping capacitor Cc:

_ Vin _ Vou (5)

Vs = Vae = Vee =1 ) T g4y

cc

From Eq. 6, it can be given as that the voltage stress
across the switch is decreased to the maximum as the
turn’s ratio move towards the maximum which makes
high performance MOSFETs with low RDS ON
available to increase the circuit actions in a better way
(Vyayalakshmi et al, 2016). The maximum switching
voltage is only half of the high output voltage. The
voltage stress of the regenerative diode Dr 13 the same as
that of the output diode Do which is equal to the output
voltage minus the clamp capacitor voltage:

. Y ] "‘" g
— % 1k r
Le l " Cni Do Lo
Vip Co L ~Cu = 2R

1 v B

; Si‘;"‘ « 5Lk De J_l Dr -
i n |
L1k 4 &

=

~¥vw --Transformer link
] [~;§ ~IGBT
Fig. 4: a-c) Mode of operation output

ooss --Inductor

#+ ---Diod

N+1 N+1
- G

VDo = VDm =V 'Vco =

out 75 in7NJr2 ou

As aresult, the average current of the diodes, Dr and
Do 18 the same. In order to simplify the analysis, the
switch turn-ON period is assumed to be half of the
resonant period which is given as DTs "Tr /2. The peak
current of the diodes De, Dr and Do can be derived
by Eq. 7 and 8:

(N+2)

1 =] o= 2 7

De e in (1-D) out ( )
_piT pi 1 (8)

1Drpmk = T out 35 out

e _ T

_ - - (N+2) (9)
pak - N+1 N+1  (N+H11-D)

out

1Do

And the switch peak current and RMS current are
calculated by Eq. 9-11:

. ., piTs _ (N+2-pi)D+pi 10
lspeak - Im+ Tr 1out - Q(I—D)D 1out ( )
1 Lu N+1piTsl
T7J~ 2 |:( I:'); Slout }SIH(WIT)‘HIH) (1 1)
3J0 T

From the static analysis operation, it can be routed
from the clamp diode current is reduced to zero before it
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turns OFF  that gives an output related to no
reverse-recovery problem for the clamp diode. For the

output diode, its tum-OFF cumrent dragging rate is

controlled by the mductance leakage of the
inbuilt-transformer which is sated by Eq. 12:
dipy () _ (N+1)Vyy (12)

dt N(N+2)Ly.

For the condition of regeneration, there are two
different cases lies based on the operation modes. Tn O
operation, the current across the regenerative diode is
resonated towards zero before it turns OFF without any
recovery problem. In B, mode, its turn-OFF current falling
rate is given by Eq. 13:

Qigry  Vou (13)
dt (N+2)Lyg

From Eq 13, it can be coated that the
reverse-recovery problem can be sifted effectively by
shifting a small leakage inductance as the turn’s ratio
increases, which can decreases the electromagnetic
mterference noise and develop the circuit efficiency.

RESULTS AND DISCUSSION

Circuit performance comparison and evaluation: In a
nutshell, the next solution 18 to introduce the
built-in transformer where its change in turns ratio is
used to control and convert the output voltage.
Added to it the switched capacitor techmque can be
added with the coupled mductor or m bult-transformer
to derive improved high step-up converters
(Puviarasi and Dhanasekaran, 2015) which can further
mcrease the voltage gain and reduction m switching
voltage stress.

Related to the nowadays publication of journals, the
coupled inductor-based high step-up converters can be
related to the summation of the coupled inductor and
switched capacitor techniques (Devikar er al, 2016;
Bharathi and Sasikumar, 2016) which can be derived by
the voltage doubler, tripler and quadruple and by using
this circuits adding in a cascaded manner more boosting
voltage can be attached with the concepts of reduced
switching losses, the switch voltage stress can be
reduced comrespondingly. Addition to, it the leakage
energy can be processed by employing active filter
scheme which cannot only suppress the possible
tum-OFF voltage spikes on the power MOSFETs but also
provide ZVS or ZCS soft-switching operation.

Consecquently, a trade-off should be made to optimize
the converter performance (Devikar et al., 2016) based on
the application specifications. In the recent trend,
renewable energy plays a vital role in the production of
electricity. In this regards, PV plays a major role but the
power transfer from the PV need a voltage boosting
circuit, so that, it can feed with a constant rated voltage
towards the load, the conventional multiplier circuits are
very bulky with separate transformer and large number of
switch’s in tum the cost control is going to be higher in
this proposed system all the drawbacks are overcome by
using the built in transformer here, the basic concepts of
inductor charging and discharging are used by the way
the voltage doubler, tripler quadruple concepts are
achieved by means of a single switch.

Design analysis of key parameters
Turns ratio selection in built in transformer: The
determination of duty cycle 18 decided by the turn’s ratio
of the transformer and it determine the switching and
voltage rate, the stress across each switch 1s designed by
the turns ratio only given by Eq. 14:

N = Yout (14)

Vin (1-D)-2

Design of leakage inductance parameter present in built
in transformer: Leakage mductance relation is given and
the diode current falling rate is derived by Eq. 15:

dipory _ (N+1)Viy (15)
dt  N(N+2)Lyy

Selection of input inductor towards filter: The input
filter inductor Lf 1s designed to make that the mput current
ripple 15 approximately 20% of the average input current.
This 15 derived by Eq. 16:

VinD (16)

Le =
U7 AL fs

Due to the built-in voltage multiplier cell of the
proposed converter (Wu et al., 2008), the switch duty
cycle can be optimized to reduce the input current ripple
which can prolong the usage life of the PV arrays or the
fuel cells.

Power device selection: The voltage and current rating of
the load decides the power supply circuits. Tt may be
varies with raise m load vice versa.
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Linear transforms

Fig. 5: Voltage multiplier cell converter simulation diagram
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Fig. 6: DC mput voltage waveform

Design of capacitor: Consideration for the capacitor
design. The relationship between the voltage ripple and
the output power can be derived by Eq. 17:

(17)

VoutAVcF

where, Avc is the maximum applicable voltage ripple on
the capacitor Cc or Cm. The different operating of
the circuits results decides the wvalue of blocking
capacitor.

Simulation of voltage multiplier cell: The resonant
converter circuit with voltage multiplier cell diagrams is
shown 1n Fig. 5 and the corresponding output results are
obtained below. Figure 6 represents the DC input voltage
waveform. Figure 7 represents the wave form VG, ID and
IDS across each switch for proposed system. Figure
represents the DC output voltage waveform (380 V).

Figure 9 represents the power output wave form (500 W).
Figure 10 represents the DC output current wave form
(1.1 A).

Efficiency of the proposed converter: The measured
efficiency of the proposed converter 13 plotted and the
maximum efficiency of 96.6% on the other side the of
conventional circuit efficiency of 95.6% at 500 W max
loads are obtained with Cb = 6.9 uF. The resulted
efficiency comparison with different input voltages and
Cb=6.9 uF is given in Fig. 11.

Tt can be seen that even the input voltages have a
large variations shown in Fig. 12. Within a large load
range the conversion efficiency can be kept up to a high
level. The maximum efficiency 1s still over 96% even
though the input voltage 1s reduced to 30 V.

Hardware prototype: By using the various components
with the specified parameters cited in Table 1. The
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prototype hardware model was developed and its was
executed with practical condition of input voltage and the
boosting voltage N times was achieved and is proved.
The details of hardware prototype are shown in
Fig. 13-15.

4929



J. Eng. Applied Sci., 13 (13): 4924-4931, 2018

Fig. 13: Prototype

Fig. 15: Output voltage-prototype result
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Table 1: Components and parameters of prototype

Components Parameters
Vin input voltage 23V

Vout (output volatge) 20V

Pout maximum output power 500 W

Fs (switching frequency) 100 kHz

Lf (input filter inductor) 100 p Henry
Turns ratio 17/7

Lm magnetizing inductor 260 p Henry
LLK leakage inductor 1.6 p Herry
S power MOSFET IRFP4227
DC clamp diode MURS20
Dr and Do diode MURIS60
Cc clamp capacitor 2.2 F

Cb block capacitor 3.7,690r 163 pF
Crm switched capacitor 1uF

Col (output capacitor 1) 100 pF
Col (output capacitor 2) 100 pF

Lo ¢output inductor 57 p Henry
Ro (load resistor) 3500

CONCLUSION

The infused transformer-less single cell boost
converter was stimulated using ZCS resonant techniques
with the help of MATLAB tool and the results are
compared with the various types of filter such as C, PI and
1.C filter and the efficiency comparison was done with
various profiles like voltage, current and power including
the amount of THD and finally conclude that the P1 filter
sounds good in the comparison of all profile and the
comparison results leads in the development of hard ware
of one switch voltage builder with PT filter. The result
output proves the above statement.
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Abstract: The study presents vocal tract shape estumation for vowels. Autoregressive model of vocal tract has

been used herein for different recording conditions. Vocal tract shapes are known for phonetic distinetion and
speaker exclusiveness among vowels found by individual speakers ingrained in them. The researchers propose

to use this autoregressive model for utterances made by speakers from south India taken on different occasions

and 1 various recording conditions. Samples of speeches have been recorded assuming ice cold water and

having an instant check of its effect and again later after 5 min. Vocal tract shapes so obtamed are compared
to those recorded under normal conditions. Vowel utterances made by speakers have been recorded 30 times,

variations in the resulting vocal tract for different conditions on intra speaker basis. The researchers propose

to investigate those and also, the vamability as a parameter for the speech recogmition process. The entire

process has been done using MATLAB.

Key words: Auto regressive model, digital signal processing, dynamic model, LPC, vocal tract, process

INTRODUCTION

That speech is the most accepted and convenient
means of communication is well known and recognized.
The narrow concept of speech is that it 13 just a sequence
of sounds punctuated by abrupt changes happening from
one to another or some signals that are ignored and go
into oblivion soon after utterance. It is much more than
that. It 1s a umque signal that conveys information of
linguistic and non linguistic type. Such information
conveyed by speech 15 for knowledge of multiple levels
speech signals typify (typify) information bearing that
come up as a function of a single mdependent variable
like time. Speech 1s not just an mformation signal. It is
something beyond that it is actually a complex wave and
acoustic output arising as a result of the speaker’s effort
(Kumar et al., 201 5a-c).

Speech analysis 1s synonymous with feature
extraction of speech. Speech sounds are sensations of air
pressure variations produced by exhaled air and later
modulated and shaped by vibration of glottal cords and
the resonance of vocal tract during the time air 15 pushed
out through the lips and the nose. Speech is signal with
information galore exploring frequency modulated

amplitude modulated and time-modulated carriers

{example: resonance movements, harmonics, noise, pitch,
power, duration). The objective 1s to convey information
on words, speaker identity, accent, speech style and
emotion. The entire gamut of information is basically
conveyed in the large of the traditional telephone
bandwidth of 4 kHz. Speech energy 4 kHz reflects audio
quality and sensation (Prasad et al., 2015a, b).

Speech production: Speech is meant for communication.
It has the distinct feature as a signal that carries a
message or information. It 13 known to be an acoustic
waveform that carries a message or information. It 1s
known to be an acoustic waveform that carres temporal
information from the speaker to the listener. Efficiency
underlies acoustic transmission and reception of any
speech. But this is applicable only for transmission over
a short distance. There 1s a spread of radiated acoustic
energy at frequencies that are used by the vocal tract and
ear. But this gets reduced in intensity rapidly. Even on
occasions when the source is able to produce substantial
volume of acoustic power there 1s a support of only a
fraction there of by the medium without any distortion
while the rest of the it gets squandered in air dust
particles molecular disturbance. Tt is also, resulting in
getting over aero molecular viscosity. The ambient
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acoustic noise places a restriction or limit on the
sensitivity of the ear. Physiological noses toplay this role
in and around the ear dmm. Voluntary, formalized motions
of the respiratory and masticators apparatus have the
speech as the acoustic end product. The closed loop has
the ability to develop, control, maintain and correct it
Acoustic feedback of the hearing mechanisms and the
kinesthate feedback of the speech musculaiire too have
a role here. The central nevrons system organizes and
cootdinates information from the senses which is then
used for directing the function as also for delivering the
descend, linguisticaly dependant, wvocal atculator
maotion and acoustic speed.

Problem statement: The vowel speech database
considered in our study is by considering &l five vowels
of English at three different conditions. Database is
created by us at notmal recording room environment,
wowels (g, e, 1, 0, u) to be analyzed with respect to vocal
tract shape vanability.

The speech communication pathway: Figure 1 gives a
simplified wiew of speech communication route starting
from the speech and reaching the listener. An idea or a
concept originates atthe lingnistic level of communi cation
in the speakers mind It is the simulated longitudina
acoustic wave propagation in air starting from the spealer
and terminating with the listener.

Pressure changes within the vocal tract are cansed by
the vocal tract and vocd cord movement These are seem
more specifically a thelips, initiating the sound wawve that
is lmown for propagation in space, this propagation
activity occurs through space as a sequence of
compassion and save faction of air dust molecules. s a
result, temporal pressure variations are noticed a the
listenet's exterior ear which is funnel shaped collecting
this acoustic energy efficiently. Later it manages to carry
the media vibration ultimaely to the final vole ration
sensor, the ear drum set in the interior ear (Frasad e al,
20158 b),

Wariahion in pressure experienced a the spedkers lips,
speakers lips causes sound This sound propagates with
channel losses, resulting in pressure variatons a
the listeners outer ear The eventnal wibrations in the
gar-drun induces electric signals which move along the
sefnsory noses to the brain. To the extent of the listeners
perception the brain decodes these electrical signals
ko for the sensifivity tolanguage Later, it filters these
signals i arecognized pattern which becomes known ag
alanguage speech perception and hearing.

@
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Fig 1: Speech communication pathway: a) Spealer; b)
Speach signal and c) Listener
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Vocal tract shape: Tt is possible to model vocal tract as an
acoustic tube resonance referred to as formants and
anti-resonances and as a chain of cylinders of cross
sectional area with varying features. Alteration in the form
of the acoustic tube is caused by movement of
articulators of wvocal tract resulting in changes in
frequency response. Poles are caused by resonances
while anti-resonances arise from zeroes of frequency
response. Kumar et al. (2015a-c) articulators are structures
in the vocal tract which moves in the production of
sounds of varying decibels. The important articulators are
the lips and the tongue. They can be classified as direct
and indirect the later are the jaw and mandible helping the
positioning of the tongue and the lips for a verity of
sounds such positioning of the tongue creates a number
of vocal tract shapes that are needed for the production
of speech sounds. The tract length for an adult male is
generally 17 cm running from glottis to lips, the cross
sectional area being up to 20 cm’ (Prasad ef ai., 201 5a, b).

Voiced sound: Vocal fold vibrations along with positioned
articulators generates the basic sound which is referred to
as “voiced sound”. Voiced sound in singing 1s
significantly different from voiced sound in speech.

Resonance: Voiced sound, frequency selected, modified
and amplified by the vocal tract resonators (the throat,
mouth cavity and nasal passages) and helped by
articulators to produce a person’s recognizable voice.

Unvoiced: The basic sound generated by vocal fold 1s
apart and not vibrations with positioned articulators are
called “Unvoiced sound”. In the event of the vocal cords
getting tensed up and closed, air flow experiences
obstruction and air pressure builds up behind the
constriction. This highly compressed air passes through
the constriction in the vocal tract, becoming turbulent and
producing what is known as unvoiced sound.

Articulation: The vocal tract articulators (the tongue, the
jaws, the cheek, soft palate, the lips and the hyoid bone)
have the function of modifying the voiced/unvoiced
sound, they produce recogmizable words helped by
articulation.

Speech signals: Excitement of a fixed vocal tract produce
vowels with quasi-periodic pulses of air, forced through
the vibrating vocal cords. A quasi-periodic puff of air flow
15 the source, acting through vibrating vocal folds at a

definite basic frequency. The term “quasi” is used
considered with perfect periodicity never being acheived.
The term “periodic” 1s used henceforth.. This shape of
vocal-tract length from glottis to lips determines the
resonant frequencies of the tract there by defining the
produced sound.

MATERIALS AND METHODS

Concatenated tube model: The widely used model for
speech production 1s based on the assumption of the
capacity of the vocal tract to represent as a concatenation
of small cylindrical tubes (Fig. 2 and 3). Independent
variation of the cross sectional area of any tube for
stimulating the changing shape of the vocal tract 13 seen.
A change m the length of any tubular segment 15 effected
for the purpose of reflecting the movements of articulators
which include the lips, the jaws, the cheeks, the tongue
and the hyoid bone. This variations in the shape and
length of the tract at different pomts along its length,
ultimately causes production of different sounds
(Shah and Pandey, 2006).

Digital Signal Processing (DSP) techmques find use
in modeling, use of the speech signal converted mnto its
discrete tume sequence on the assumption of all cylindrical
segments being small are shown in Fig. 2 as of equal

length.

Linear Predictive Coding (LPC): Linear predictive
analysis is among the most powerful and widely used
speech analysis techmques. This method has emerged as
a predominate technique for estimating the basic speech
parameters, e.g., pitch, formats, spectra, vocal tract area
function. Render tlis method as lighly important
ability to provide accurate estimates of the speech
parameters and 1n relative speed of computation.
(Kodandaramaiah et al, 2010) .The ability of
approximation seen by a speech sample as a linear
combination of past speech samples is the basic concept
that explores linear prediction analysis. The determination
of a unique set of predictor coefficients is done by
reducing the sum of the squared differences (over a finite

Fig. 2: Concatenated Tube Model
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Fig. 3: Simplified model for speech production

interval) between the actual speech and the linearly
predicted ones to the predictor
coefficients are the weighted coefficients used in the
linear combination (Prasad et al, 2015a, b,
Kodandaramaiah er af, 2010). Figure 3 shows the
simplified model of speech production for providing idea

minimum. The

of linear prediction is mtimately linked to the basic
speech synthesis model in which the sampled speech
signal was shown as modelled as the output of a
linear, slowly time-varying system excited by either
quasi-periodic impulses (during voiced speech) or random
noise {during unvoiced speech). The lmear prediction
method provides a robust reliable and accurate method for
estimating the parameters that characterize the linear,
time-varying system an all pole system function describes
the lmear system over mtervals of short duration. A time
varying digital filter with known steady state system
function represents the composite spectrum effects of
radiation, vocal tract and glottal excitation.

Speech database: The 30 samples of 30 subjects (male
speakers aged about 18-25) at different times and at
different conditions, i.e., normal sample by the instant of
consuming ice cold water and with time lapse of 5 min
were recorded using table top mic make of i-ball Model
No. M27 with sensitivity -58+3 dB, frequency response
of 100-16 kHz with sampling frecuency of 22 and 100 Hz in
MATLAB and the samples were normalized to have
amplitude normalization by considering English vowels
by Indian English speakers (a, e, 1, o, u) (Kumar et al.,
201 3a-c).

Speech signal I—pl Pre-emphasis Windowing
Vocal tract | PARCOR
shape [ coefficients [$——JAutocorrelation

Fig. 4: Block diagram for vocal tract shape calculation

Block diagram for vocal tract shape calculation:
Figure 4 shows the various steps involved in the
estimation of the vocal tract shape by providing speech
signal as input and with various co-efficient calculation
and 1ts description as follows.

Pre-emphasis: The area function obtained through use of
reflection coefficients camnot be the area function of the
human vocal trust. In the event of the pre-emphasis being
used prior to linear predictive analysis for removal of
defects arising out of glottal pulse and radiation, the area
function that emerge as results are often similar to vocal
tract configurations that find use in human speech. The
speech production model discloses the speech
undergoing a special tilt of -6 dB/octave. The use of
pre-emphasis in displaying the spectrogram if speech
signals 1s rather common (Khodai-Joopaari et al., 2004).

Window technigque: The window function w(lc-n) is a real
window sequence that finds use in 1solation of solate the
portion of the input sequence analyzed at a particular time
index k. Many window functions have been generated to
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improve upon the basic rectangular window design such
as hamming, hanning, bartlett, blackman, kaiser, etc. each
having different specification with regards to its
frequency response. Laprie and Mathieu (1998) In this
study, LP analysis was performed on frames weighted
with the hamming window. This window, w (n) was
chosen as it provides a good balance between its main
lobe width and side lobe attenuation.

The hamming window is also deemed to be adequate
in determining the accuracy for approximating the transfer
function of the vocal tract. This is a crucial aspect when
calculating reflection coefficients for quantization
purposes (Black, 1998).

Autocorrelation method: The most widely used method to
linear predictive analysis is called the autocorrelation
method. Tt is the most popular method of short-term LP
analysis. This method provides the most computationally
efficient manner in determining the TP parameters with
guaranteed stability. Tt avails of the Toeplitz property
possessed by the autocorrelation matrix.

PARCOR coefficients: PARCOR coefficients are
bounded +1. This has been seen earlier. This features has
given them the facility of being the aftractive parameter
for quantization. With a set of PARCOR coefficients, it is
first possible to use them at step 2 of the Levinson Durbin
algorithm followed by the getting of an algorithm that can
help conversion which can be computed from a given set
of predictor coefficients by working backward through the
Levinson Durbin algorithm (Kuc e al., 1985).

Algorithm; Intra speaker vocal tract shape algorithm:

1.  Using LPC (AR-Auto Regressive model) forward and backward and
speech analysis determining the shape of vocal tract variability of the
subject bringing out the vocal tract shape variability of an individual
subject

2. Study of variability of the above vocal tract shape among 30 different
subjects to high light and identify Tntra speaker variability

3. The above identified can be adopted for personal identification similar
to signature. It can also be named as vocal tract signature of an
individual (Black, 1988)

4. Find the worst (with least variability) and the best maximum
variability for each speaker (subject)

5. Finding the averages in Time for best and worst patterns for the ensure
of 30 subjects (Paige and Zue, 1970)

6.  Plot the resultant worst pattern and resultant best pattern for a subject
for the vowel

RESULTS AND DISUSSION

Figure 5 shows the speech signal for vowel /e/ under
normal recording condition, Fig. 6 depits the speech
signal vowel /e/ in consumption of ice cold water
and Fig. 7 represents speech sample vowel /e/ by after
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0.2 | E
0.0
02 | 1
-0.4
-0.6 | 1
-0.8

Normalized amplitude

0.0 0.5 1.0 15 20 25
Time (msec)

Fig. 5: Speech signal for normal sample /e/, Oniginal signal
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Fig. 6: Speech signal for sample /e/ after consumption of
ice water; Original signal
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Fig. 7: Speech signal for speech sample /e/ after 5 min of
consumption of ice cold water; Original signal

five min of consumption of ice cold water in the similar
passion the speech signals are plotted for other vowels
like a, 1, 0 and u, under all the three recording conditions
as mentioned above and the variations has been observed
simultaneously.

Few noticeable variations can be observed while
interpreting the same in the dynamic modelling of the
vocal tract as plotted n the Fig. 8a vocal tract model of /e/
Fig. 8b vocal tract model of /a/ Fig. 8¢ vocal tract model of
/i/ Fig. 8d vocal tract model of /o/ Fig. 8e vocal tract model
of .
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Fig. 8: a-¢) Dynamic vocal tract model for vowel /e/: Dynamic vocal tract model for vowel /a/

As observed from the dynamic model in Fig. 8a the
significant variability in vocal tract is observed in the
region of 14-16 cm for the vowel /e/. From Fig. 8b. vocal
tract will swing dominently in the area labelled 8-12 ¢cm for
the vowel /a/. In Fig. 8c, model represented for the vowel
/i/ shows the clear variations for the length 10-14 ¢cm. In
regard of Fig. 8d. dynamic model of vowel /o/ the
varibility in the vocal tract shape observed between
4-10 cm and lastly Fig. 8e gives the modeling of vowel /u/
by showing the deviation of model in the full length
till 17 cm.

CONCLUSION

Using LPC analysis of speech. reflection coefficients
are utilized for the estimation of vocal tract. Vocal tact

length values are obtained for the vowels (a, e. i. 0. u) for
individual speakers. The speech input signal is separated
into frames each frame length into 30 msec with an
overlapping of 10 msec frame length the order of LPC filter
is 25. Sampling rate of the speech signal is 22.100 Hz. Each
frame consists of 663 samples. By using LPC method
calculating the reflection coefficients. The incidence of
the largest reflection of coefficients is seen in areas where
the relative changes in vocal tract are the largest.
Measurement of the area function of an individual taken
as different occasions and in different contexts as also.
the variability of the vocal tract shapes. The measurement
is done on intra and inter speaker basis model getting
vocal tract shape if the vowels for every speech. Vocal
tract shape can be used as personal passwords or
signature for verification and identification.
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Abstract: The rapid evolution of computing and communication technologies and their standardizations have
made the boom in e-Commerce possible. Lowering of the cost of operation, increase in the speed of transactions
and easy global reach to customers and vendors have been the reasons for the overwhelming popularity of this
new way of commerce. Success of an e-Commerce rests on many factors. e-Commerce 1s widely considered the
buying and selling of products over the internet but any transaction that is completed solely through electronic
measures can be considered e-Commerce. e-Commerce is subdivided into three categories: Business to
Business or B2B (Cisco), Business to Consumer or B2C (Amazon) and Consumer to Consumer or C2C (eBay)
also called electromc commerce. One of the important contributors 1s trust. Trust i1s something that an
e-Commerce must strive to achieve over a peried of time. Acquiring customer trust depends on many things
that an e-commerce controls. However, customer’s trust as such is not under the control of the e-Commerce.
Then e-Commerce security is viewed as an engineering management problem and a life cycle approach is put
forward. How the e-Commerce systems can be made secure using the life cycle appreach 1s outlined.

Key words: e-Commerce security, security issues, internet consumers, trust, categories, electronic measures

INTRODUCTION

Nowadays as people are gradually aware of the
contributions that reverse logistics has made to
environment and economy; Enterprises are paying more
attention to the promotion of reverse logistics. However,
reverse logistics 18 different from forward logistics: the
difficulties in application have aroused wide attention.
The reason that leads to the delay in application of
reverse logistics 1s heatedly debated and the academy
field holds different views about it but it is an
acknowledged fact that collecting reverse logistics
information in difficult. The reason is that reverse logistics
mvolves uncertamty of all attributes n products and this
demands diverse reverse logistics processes. If we ignore
the uncertainty and use the same process to treat all
products, then we will waste many recyclable, valuable
products, thus, reducing the profits created by reverse
logistics m a large scale. To make up for it, we need to
know the information of different products in the whole
close-loop supply chain promptly and accurately. After
Daugherty and Jalal Ashayeri confirmed that information
system and reverse logistics performance was positively
correlated through empirical study in 2002 and 2005,
relevant research is more than active (Ashayeri and

Tuzkaya, 2011, Daugherty et al, 2005). Thus, in
implementing reverse logistics, we must absorb reverse
management nformation system that can both record
product life cycles vertically and record product attributes
horizontally, helping enterprises improve decision
management and efficiency of business operations.

During the last decade, Internet of Things (IoT)
approached our lives silently and gradually, thanks to the
availability of wireless communication systems (e.g.,
RFID, WiFi, 4G, IEEE 802.15x) which have been
increasingly emploved as technology driver for crucial
smart monitoring and control applications (Atzori et al.,
2010; Miorandi et «l., 2012; Palattella et al., 2013).
Nowadays, the concept of loT 13 many-folded, it embraces
many different technologies, services and standards and
it is widely perceived as the angular stone of the ICT
market in the next 10 years at least (Emmerson, 2010;
Hersent ef al., 2011).

Internet of Things (IoT) also known as mtemet of
objects connects billions of objects which include
buildings, air conditioners, coffee machines washers, cars,
air planes, ammals and people as well. According to Cisco
the IoT connects things and people on an unprecedented
scale; Cisco predicts that, although, so far in 2015 more
than 99% of things in the physical world are not
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connected by 2020 the number of internet connected
devices and objects will reach 50 billion. With the
mixing of physical world and information world together.
The future technology can be predicted that the
communication is not going to be people communicating
to people; Tt's not going to be people accessing
mformation. It’s going to be all about using machines to
talk to other machines on their behalf. We are moving
towards a new era of ubiquity in terms of technology, we
are entering the internet of things era in which new forms
of communication among human and things and between
things themselves will be recognized (Tan and Wang,
2010).

One of the biggest breakthroughs of the internet of
things 1s transforming the physical world and information
world together. Sensors play a very vital role mn bridging
the gap between the physical world and information
world. Sensors collect data from their environment,
generating nformation and raising awareness about
context. So that, the change of their environment can be
monitored at a glance and the corresponding things can
make some responses when needed (Conner, 2010).
According to Stankovic (2014) if our vision 18 correct
regarding the future technology, many IoT applications
will be based on a deployed sensing, actuation and
communication platform (connecting a network of
things). In these deployments, it 13 common for the
devices to know their locations have synchromzed
clocks, know their neighbour devices when cooperating
and have a coherent set of parameter settings such as
comsistent sleep/wake-up schedules, plammed power
levels for commumication and pair-wise security keys
(Stankovic, 2014).

From a logical viewpoint an IoT system can be
depicted as a collection of smart devices that interact on
a collaborative basis to fulfil a common goal. At the
technological floor, ToT deployments may adopt
different processing and communication architectures,
technologies and design methodologies, based on their
target. For instance, the same IoT system could leverage
the capabilities of a Wireless Sensor Network (WSN) that
collects the environmental information in a given area
and a set of smartphones on top of which momtoring
applications run. In the middle, a standardized or
proprietary middleware could be employed to ease the
access to virtualized resources and
middleware m tum, might be implemented using cloud
technologies, centralized overlays or peer to peer systems
(Grieco et al., 2014).

Of course, this high level of heterogeneity, coupled
to the wide scale of IoT systems 1s expected to magnify
security threats of the current intermmet which 13 bemng

services. The

increasingly used to let interact humans, machines and
robots in any combination. More in details, traditional
security countermeasures and privacy enforcement
camot be directly applied to IoT technologies due to their
limited computing power, moreover, the high number of
interconnected devices arises scalability issues. At the
same time, to reach a full acceptance by users it is
mandatory to de ne valid security, privacy and trust
models suitable for the ToT application context
(Roman et al., 2013; Anderson and Rainie, 2014). With
reference to security, data anonymity, confidentiality and
integrity need to be guaranteed as well as authentication
and authorization mechanisms i order to prevent
unauthorized users (i.e., humans and devices) to access
the system. Whereas concerming privacy requirement,
both data protection and users personal mformation
confidentiality have to be ensured, since, devices may
manage sensitive information (e.g., user habits). Finally,
trust 1s a fundamental 1ssue since, the IoT environment 1s
characterized by different devices which have to process
and handle the data in compliance with user needs and
rights.

Advantages of e-Commerce: The advantages of
e-Commerce for business entities can be summarized thus,
e-Comumerce can increase sales and decrease costs. A firm
can use e-Commerce to reach narrow market segments
that are widely scattered geographically. The internet and
the web are particularly useful in creating virtual
communities that become ideal target markets. A virtual
community 1s a gathering of people who share a common
interest but instead of this gathering occurning m the
physical world, it takes place on the internet. Just as
e-Commerce increases sales opportunities for the seller,
it increases purchasing opportunities for the buyer.
Businesses can use e-Commerce in their purchasing
processes to identify new suppliers and business
partners. Negotiating price and delivery terms is easier
in e-Commerce becausen  the web can provide
competitive bid information very efficiently (Shelanski,
2013).

e-Commerce increases the speed and accuracy with
which businesses can exchange information which
reduces costs on both sides of transactions. e-Commerce
provides buyers with a wider range of choices than
traditional commerce because they can consider many
different products and services from a wider variety of
sellers. The benefits of e-Commerce also extend to the
general welfare of society. Electronic payments of tax
refunds, public retirement and welfare support cost less to
1ssue and armive securely and quickly when transmitted
via. the Internet. Furthermore, electronic payments can be
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easier to audit and monitor than payments made by
check which can help protect against fraud and theft
losses. e-Commerce can make products and services
available i remote areas. For example, distance education
is making it possible for people to learn skills and earn
degrees no matter where they live or what hours of the
day they have available for study.

Disadvantages of e-Commerce: e-Commerce also has
its disadvantages. Tt is difficult to conduct a few
businesses electronically. For example, perishable foods
and high-cost items such as jewellery or antiques may be
impossible to adequately inspect from a remote location,
regardless of the technologies that are devised in
the future. However, most of the disadvantages of
e-Commerce today are due to the newness and rapidly
developing pace of the underlying technologies. Return
on investment numbers is difficult to compute for
mvestments in e-Commerce because the costs and
benefits are hard to quantify. Costs which are a function
of technology, can change dramatically during even
short-lived e-Commerce implementation projects because
the underlying technologies change rapidly (Costa,
2016).

In addition to technology issues, many businesses
face cultural and legal impediments to e-Commerce. Some
consumers are still somewhat fearful of sending their
credit card numbers over the Intemet. The legal
environment in which e-Commerce is conducted is full of
unclear and conflicting laws. Tn many cases, government
regulators have not kept up with technologies. As
more businesses and individuals find the benefits of
e-Commerce compelling, many of these technology and
culture-related disadvantages will disappear. Another
important issue is security. Transactions between
buyers and sellers in e-Commerce include requests for
information, quotation of prices, placement of orders and
payment and after sales services. The high degree of
confidence needed in the authenticity, confidentiality and
timely delivery of such transactions can be difficult to
maintain where they are exchanged over the internet. The
interception of transactions and in particular credit card
details, during transmission over the intemet 1s often a
major obstacle to public confidence in e-Commerce.

MATERIALS AND METHODS

Security threats to e-Commerce: e-Commerce security
requirements can be studied by examining the overall
process, beginning with the consumer and ending with
the commerce server. Considering each logical link in the
“Commerce chain”, the assets that must be protected to

ensure secure e-Commerce include client computers, the
messages travelling on the communication channel and
the web and commerce servers mcluding any hardware
attached to the servers. While telecommunications are
certainly one of the major assets to be protected, the
telecommunications links are not the only concern in
computer and e-Commerce security. For instance, if the
telecommunications links were made secure but no
security measures were implemented for either client
computers or commerce and web-servers, then no
commurnications security would exist at all.

Client threats: Until the introduction of executable web
content, Web pages were mainly static. Coded in HTML,
static pages could do little more than display content and
provide links to related pages with additional information.
However, the widespread use of active content has
changed this perception (Bossomaier and Hope, 2015).

Active content: Active content refers to programs that
reembedded transparently in web pages and that cause
action to occur. Active content can display moving
graphics,
web-based spread sheet programs (Kadhim and Al-Taie,
2013). Active content is used in e-Commerce to place
items one wishes to purchase into a shopping cart and to

download and play audio or implement

compute the total mvoice amount mcluding sales tax,
handling and shipping costs. The best known active
content forms are Java applets, ActiveX controls,
TavaScript and VBScript. Since, active content modules
are embedded in web pages, they can be completely
transparent to anyone browsing a page containg them.
Anyone can embed malicious active content in web
pages. This delivery technique, called a trojan horse,
immediately begins executing and taking actions that
cause harm. Embedding active content to web pages
involved in e-Commerce introduces several security risks.
Malicious programs delivered quietly via web pages could
reveal credit card numbers, usernames and passwords
that are frequently stored in special files called cookies.
Because the internet is stateless and cannot remember a
response from one web page view to another, cookies
help solve the problem of remembering customer order
information or usernames or passwords. Malicious active
content delivered by means of cookies can reveal the
contents of client-side files or even destroy files stored on
client computers.

Malicious codes: Computer viruses, worms and trojan
horses are examples of malicious code. A trojan horse is
a program which performs a useful function but performs
an unexpected action as well. Virus is a code segment
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which replicates by aftaching copies to existing
executable. A worm is a program which replicates itself
and causes execution of the new copy. These can create
havoc on the client side (Nieles er al., 2017).

Server-side masquerading: Masquerading lures a victim
mto believing that the entity with which it 1s
communicating 1s a different entity. For example, if a user
tries to log into a computer across the internet but instead
reaches another computer that claims to be the desired
one, the user has been spoofed. This may be a passive
attack (in which the user does not attempt to authenticate
the recipient but merely accesses it) but it is usually an
active attack (Sharma and Misra, 2014).

Communication channel threats: The mtemet serves as
the electronic chain linking a consumer (client) to an
e-Commerce resource (commerce server). Messages on
the internet travel a random path from a source node to a
destination node. The message passes through a number
of intermediate computers on the network before reaching
the final destination. Tt is impossible to guarantee that
every computer on the intemet through which messages
pass 1s safe, secure and non-hostile.

Confidentiality threats: Confidentiality is the prevention
of unauthorized nformation disclosure. Breaching
confidentiality on the internet 1s not difficult. Suppose
one logs onto a website, say www.anybiz.com, that
contains a form with text boxes for name, address
and e-Mail address. When one fills out those text boxes
and clicks the submit button, the mformation 1s sent
to the web-server for processing. One popular method of
transmitting data to a web-server 1s to collect the text box
responses and place them at the end of the target server’s
URL. The captured data and the HTTP request to send
the data to the server is then sent. Now, suppose the user
changes his mind, decides not to wait for a response
from the anybiz.com server and jumps to another
website 1instead, say www.somecompany.com. The
server somecompany.com may choose to collect web
demographics and log the URIL from which the
user just came (www.anybizcom) By domg this,
somecompany.com has breached confidentiality by
recording the secret information the user has just entered
(Geistfeld, 2016).

Integrity threats: An mtegrity threat exists when an
unauthorized party can alter a message stream of
information. Unprotected banking transactions are subject
to integrity violations. Cyber vandalism 1s an example of
an integrity violation. Cyber vandalism 15 the electronic

defacing of an existing website page. Masquerading or
spoofing, pretending to be someone you are not or
representing a website as an original when it really 1s a
fake was one means of creating havoc on websites.
Using a security hole in a Domain Name Server (DNS),
perpetrators can substitute the address of their website in
place of the real one to spoof website visitors. Integrity
threats can alter vital financial, medical or military
information. Tt can have very serious consequences for
businesses and people (Voeller, 2014).

Availability threats: The purpose of availability threats,
also known as delay or denial threats is to disrupt normal
computer processing or to deny processing entirely. For
example if the processing speed of a single ATM machine
transaction slows from one or 2-30 sec, users will abandon
ATM machines entirely. Similarly, slowing any internet
service will drive customers to competitor’s web or
commerce sites (Loukas, 201 5).

Server threats: The server is the third link in the
client-internet-server trioc embodying the e-Commerce
path between the user and a commerce server. Servers
have vulnerabilities that can be exploited by anyone
determined to cause destruction or to illegally acquire
information.

Web-server threats: Web-server software 1s designed to
deliver web pages by responding to HTTP requests.
While web-server software is not inherently high-risk, it
has been designed with web service and convemence as
the main design goal. The more complex the software 1s,
the higher the probability that it contains coding errors
(bugs) and security holes, security weaknesses that
provide openings through which evildeers can enter
(Gillman et al., 2015).

Commerce server threats: The commerce server, along
with the web-server, responds to requests from web
browsers through the HTTP protocol and CGI scripts.
Several pieces of software comprise the commerce server
software suite including an FTP server, a mail server, a
remote login server and operating systems on host
machines. Each of this software can have security holes
and bugs (Ansari, 2015).

Database threats: e-Commerce systems store user
data and retrieve product information from databases
connected to the web-server. Besides product
information, databases connected to the web contain
valuable and private information that could irreparably
damage a company if it were disclosed or altered. Some
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databases store username/password pairs in a non-secure
way. If someone obtains user authentication information,
then he or she can masquerade as a legitimate database
user and reveal private and costly information
(Sharma and Misra, 2014).

Identification of trust: The phase of electronic payment
(e-Payment) 1s confidential when all phases of the process
are capable to satisfy the needs of participants and their
security expectations. A fundamental prerequisite must
be that all participants ought to have absolute trust
i the system that they participate. The contraction of
trust in an electronic payment system must take into
consideration: data, identities and role behaviour. The
adoption of e-Commerce must consider trust and risk as
umportant determinants of adoption behaviour. Trust has
been defined as ““The willingness of a party to be
vulnerable to the actions of another party based on the
expectation that the other will perform a particular action
unportant to the trustor mrespective of the ability to
monitor or control that other party™ (Mayer et al., 1995).
Trust requires a party to make a rational decision based
on knowledge of possible rewards for trusting and not
trusting. Trust enables higher gains while distrust avoids
potential loss. “*Generally an entity can be said to
“Trust’” a second entity when it (the first entity) makes
the assumption that the second entity will behave exactly
as the first entity expects” (Tsiakis and Sthephamdes,
2005). The purpose of modelling trust is to establish a
secure way to describe the decision of commerce process.
A trusted environment is characterized by:

¢ The fact that all entities are unicuely identifiable

*  That there 13 a mimimum number of a priori trusted
entities and

*  That these entities have unquestionable trust to
other participating entities

To design for trust, 1t 1s necessary to determine 1f and
under what conditions trust mechamsms are brittle.
Security architecture presumes that a trust model
defines the trusted relationships between all involved
components. Trust services are operated by sovereign
organizations that are designed to protect consumers.
Merchants concede to the organization’s trust standards
(these standards cover areas such as privacy of personal
mformation, retumn policies and security policies, etc.)
m order to bind to legal obligations. Trust and
trustworthiness are fundamental for every security
solution. The needs for these trust aspects and the means
that are used to mnplement it, affect the security
mechanism of any commercial system. But we must

distinct trust form trustworthiness. Trust is an act of
a trustor in which an entity places trust in some
object (trust emanates from the entity). In contrast,
trustwortlhiness 1s a characteristic of someone or
something that is the object of trust Trust is the
enabling of confidence that something will or will not
occur m a predictable or promised manner. The
enabling of confidence i3 supported by identification,
authentication,  accountability,  authorization and
availability (Andert et al., 2002).

Electronic payment (e-Payment) phase: Electronic
payments have been reported to be the ultimate test of
security and trust in e-Business environment. The notion
of payment 13 an inbomm part in any commercial
transaction. The electronic payment (e-Payment) systems
do two things in particular emulate existing payment
frameworls from the real world or schematize new ways to
execute payment transactions. Adoption of payment
mechamsms and electronic money as other forms of
payment depends upon trust in the security and reliability
of the system and control of the particular transaction.
The electronic transaction process takes place via the
internet between three participants:

¢+ Client e every user of the internet (client) can be
considered as a potential customer. It 15 therefore
umperative to establish mechamisms, to certificate
trust and security

¢ Merchant e the typical merchant is the entity that
needs to sell his goods (products or services) to the
clients. In order to achieve this it has to secure
transaction processes, so that, all participants are
willing to act in a transactio

»  Bank e the action of bank is familiar of every financial
organization to validate and authorize transactions

In a commercial context, a payment process involves
a payer, a merchant and a bank. In general, the entities
transacting in a payment system are appointed by the
specific commercial relationship which by itself may
depend on series of conditions.

Literature review: Alan and William (Smith and Rupp,
2003) have stated that one of the most important issues in
e-Lending is security. Tn the study, there was a statement
from Richard Biell of Tower Group: “It’s one thing to
submit a credit card number online to buy a product. It's
quite ancther thing to put your entire personal dossier
online and hope that no one intercepts it, particularly if
you're not familiar with the lender”. It stated that a
borrower will not proceed to exchanging personal
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information without a sufficient level of confidence and
the impact is the customers will not peruse other products
and services without being familiar with the vendor and
the process. In order to mmprove the trust among the
customers, the suggestions given are keeping the
customers informed through web presences and shared
database where the study was not included.

Mukherjee and Nath (2007) stated that trust and
commitment are the central tenets in building successful
long-term relationships in the online retailing context. This
study aims to re-examine the Commitment-Trust Theory
(CTT) of relationship marketing in the online retailing
context. The electronic hypermedia environment posed
new challenges for relationship retailing where it is in the
mterest of retailers to establish and maintain long-term
bonds with customers. This new marketing medium and
channel is now an integral part of the multi-channel
strategy for most retailers. The limitation the study has
not discovered 1s fraud may mcrease, since, customers
might not received the goods they had ordered and
sometimes the goods are not reached to the customers.

Eben (2003) presented and reviewed the impact of
mformation security for e-Business with emphasize on the
security threats and potential losses that could arise from
those vulnerabilities. e-Business security is analyzed as
consisting of 6 dimensions: confidentiality, integrity,
availability, legitimate use, auditing and non-repudiation.
This study has proposed that designing a comprehensive
and systematic security policy is a need for implementing
e-Business security. The main thesis of this study was
that e-Business security can only be effective if it 1s
regarded as part of an overall corporate mformation
security risk management policy. The resarchar proposed
a six-stage security management strategy in this study.
The limitations of this study are that implementing the
framework were lack of building blocks in place and it was
very costly for a company to developing software
regarding to the increasing of the security.

Winch and Joyce (2006) mentioned that the dynamic
nature 1 building and losing trust in Busmess to
Consumer (B2C) e-Business in an effort to better
understand the casual nature of trust. The purpose of this
study 1s not to present yet another model but to suggest
how to move from the information and knowledge those
models provide into a better understanding of the problem
of trust in B2C. Past models are largely descriptive and
static m nature. This research helps to give a new
understanding of trust building and maintenance as a
dynamic process within what is in significant part, a
closed-loop system. The study has therefore, taken the
stock-flow  diagramming approach from business
dynamics modeling to reflect the structure of the trust

building systems. This emphasized that the management
of system levels such as trust has to be through the
control of the in and outflows if a company needs to build
trust it has to work through the flows resulting from
consumer’s beliefs about how and whether problems
might arise. The limitations of this study are that it did not
mention that how can they reduce actual risks in the
company and its process and in e-Transactions itself and
how can they ensure perceived risks close to reality.

Hagi (2005) discovered that e-Business applications
provide critical linkage between customers, suppliers
and partners. Enterprises today have realized that their
success will necessitate considerable attention to the
security and privacy of their application software and
particularly their e-Business applications. Vulnerabilities
and threats related to e-Business application programs
can be seen as occwrring at all the different levels of
the application system. All of these vulnerabilities and
threats result in loss of confidentiality, ntegrity and
authenticity. This study highlighted the methods and
recommendations that can be utilized by organizations
working through the complex maze of application security.
This study has discovered that it is necessary to create
security culture where employees, contractors and
partners are educated on security policies, specific
processes why security is important and what behavior is
expected from them through traiming. The limitation of this
study 1s that lack of explanation and discussion about
how costly the training is since, it requires a number of
experts and other resources in conducting training. Only
the large corporations with sufficient resources are able to
do that. Furthermore, it 1s hardly to ensure that their
business partners will send their employees to go for
traiming, since, 1t involved a large amount of cost.

Davidson (2001) proposed that having business on
the internet offers potentially opportunities for increasing
efficiency and reducing costs but it also offers unlimited
risks. The much greater access to data will attract hackers
and criminals. The resarchar identified the importance of
business security will bring benefits to e-Business. The
examples of security systems are virtual private database
which provides a set of tools to enforce fine-gained
access control within the database and oracle label
security which 1s useful for hosting environments in
which access to information can be formalized. The
limitation of this article is that resarchar has not explained
details about the impact of security in e-Business.

So and Sculli (2002) stated that in relation to trust and
internet technologies, consumers are concern about the
privacy and security. Trust must exist at all levels for
the mamtenance of cooperation, fundamental for any
exchange and most routine of everyday interaction.
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Nowadays, in uncertain and uncontrollable future, trust
has become an important factor n needed in buyer-seller
relationship in order to facilitate the transactions.
Besides that trust 1s a critical factor in business 1s not
enough, company must also build customer’s trust
because customers will attempt to evaluate supplier’s
trustworthiness committing  to
transactions. It’s included appearance, performance and
reputation. Combination all of these factors, e-Business
will able to gain the higher retumn and customers will
have satisfaction during a business transaction. The
limitation of this study is that it did not state about the
problems may occur when applying trust m business

before business

transactions.

Lord et al (2002) discussed that e-Business is
essential to reduce cost resulting from less overhead,
greater economies of scales and mcreased of efficiency.
The resarchars examined that the mternet provides greater
access to data, not only to legitimate users but also to
hackers, disgruntled employees, criminals and corporate
spies. But making business information accessible via.
the internet increases the number of users who may be
able to access the information The internet creates
challenges in terms of scalability of security mechanisms,
management of those mechanisms and the need to make
them standard and interoperable. It is essential to have
security for e-Business but one of the limitations the
resarchars did not focused is it needs highly cost to
develop and maintain it. Besides, 1t 13 costly to hire an
expert to develop and manage 1t especially if the company
1s only a small or medium enterprise.

Srinivasan  (2004) stated that
e-Business rests on many factors. He defined trust is
something that an e-Business must strive to achieve
over a period of time. The resarchar suggested some
contributing factors for gaining customer trust are: appeal
of the Web site, product or service offerings, branding,

success of an

quality of service and trusted seals. Trust can be viewed
from many angles such as transaction, information
content, product, technology and mstitution. This study
analyses the role of trust from the transaction perspective
and highlights the things that an e-Business could do for
building customer trust. Factors contributing to trust are
not easy to measure. It is developed over time. People
trust a business based on their own past experience as
well as by third party recommendations. He concluded
that the e-Businesses are accessible from anywhere at any
time, there are additional impediments in building and
maintaining trust. The limitation of this study is that it did
not focus much on how a company can enhance the
security when doing online commerce.

Velmurugan (2009) analyzed the attitude of both
e-Business and perspective of e-Partners toward the
risks which were bomm by using the Intermnet as the
commumnication channel. The risks were highly correlated
and shape the trust of an e-Customer towards an
e-Business. Starting from the orgamization’s attitude
towards risks, a number of criteria that influence the
customer’s trust are discussed. He has mentioned in the
criteria of the characteristics which influence and shape
the trust of an organization that: “the older the site, the
higher the trust”. But the question is if the site has offered
products or services where the customers have high
desired to own even though 1t 1s still new, the trust and
the security of the website might be the least criteria for
the customers to gain advantage, especially if the product
offered 1s cheap. The limitation of the study 1s that, 1t did
not mention that the sites those are able to offer a very
useful and advanced product can also easily gain the
trust from the customers. Sometimes, people will think that
the site which is able to offer good product, that particular
site should not have much of critical security problems,
since, it needs powerful security tool or software to
prevent other companies from imitate their products.

RESULTS AND DISCUSSION

Lack of trust: It is known that e-Commerce has becoming
one of the most mmportant elements in nnning business
successfully particularly for small business. Managers
have realized on how e-Commerce can benefits their
business and thus, many organizations have started their
business online. Internet is becoming more and more
powerful tools for a film to run their business as internet
helps to connect the stakeholders from all over the world
which has improved the efficiency of an organization. The
customers who are buying their products online will face
another risky problem on dealing with the vendors where
the vendors cannot be observed and sometimes they are
unknown. Besides, customers not only have to receive
the products which are unacceptable in quality but they
have to face the risks of not receiving the items they had
ordered at all after they made their payment through
online. Moreover, personal information and credit card
numbers of customers might disclosed to other people
during or after their online trades when the vendors are
incapable to protect the customer’s data. Due to the
reason stated above, it in impossible for customers to do
their online trades safely and because of those cases
happened before, it caused the customers to lost their
confident m buying through online and it does make
customers lost their trust towards online trading.
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Solution: To solve this major problem of trusting in
e-Business, a large amount of trust will be very important
to prove to the users that the certain website which the
users are accessing are trust worthy. The trust makes a
website in a good condition and all the users who are
using it will feel comfortable dealing any type of business
with them. As the issue of trust occurs mn everything in
the internet and e-Business, it 18 very mnportant that the
value of trust is big and it is able to gain the trust and the
loyalty of the users and making sure that they stay loyal
to the particular website. This trust can be achieved by
taking few steps which can help gam this trust. The steps
are making sure that all private data about the user are
kept safe, well maintained and kept up-dated. By doing
this, we can prevent the lack of trust a user’s puts
towards the particular website. When we have enough
trust amongst the users, an e-Biz website can perform well
and at full speed and makes sure that all the information
are kept safe and making sure that no hackers go through
the website and steal users nformation.

Unaware of how e-Business: Transactions take place
e-Business has made an orgamization to run their business
more efficient where the customers can get their products
just in time. Through e-Business like by using extranet,
the suppliers are able to access to an organization’s
database on when the wan to receive what they have
ordered and that enable them to make the products
available to the particular company just in time. Besides
with the cooperation from supplier’s a company can try to
have their products sent to client’s house on the time. But
there are still some of the customers who are unaware on
how e-Business transaction takes place. Some of the
customers have the perception of buying things m shops
1s much more faster than buying through online as they
can get the products immediately where they thought that
buying through online might have to wait for another
days in order to get the products arrived to their house.
They do not realize that a close mtegration between the
suppliers and the company can put the clients in the way
that they still can receive their order on the time they
want.

Solution: The ssue of bemng unaware of not knowing
about how online transaction works can lead to a lot of
issues as stated above. This problem is a threat to users
who don’t seem to understand that their money can be
blacked out if hackers hacks thewr account. To prevent
this problem, the e-Biz has to make sure that they have
enhanced versions of security and good transaction
systemn for the users to cash m their money. By making
this transaction system secure, we can no longer be afraid

of hackers. In the meantime, e-Biz needs to teach the users
about the online transaction system. By teaching them
how the system functions, users can leamn and they too
can be aware of the system’s processes. All this learning
will alert the users to be more caution on their online
transaction. e-Biz websites with online transaction
systems should list down all the possibilities of doing
online transaction and all the misuses possible.

Degree of confidentiality involves: There is uncountable
of ways that an e-Business set up will be attacking by
hackers, crackers and disgruntled msiders. These have
immediately decreased the degree of confidentiality of
clients towards e-Business. According to Eben (2003)
confidentiality 15 defined as making mformation accessible
to authorized users and prevents the access from
unauthorized users towards information. The problem of
degree of confidentiality is always taken place in health
centre. The recent surveys reported by Georgetown
University Institute for Health Care Research and Policy
contain statistics regarding to the people’s concern for
the confidentiality, there were about 63% of internet
“health seekers™ and 60% of all mtemet users oppose the
ideas of keepmng medical records online, even with a
secure, password protected site since they worried that
other people will see the detail of their records. Majority
of mternet users are worried about others finding out
about their online activities where 85% fear that internet
companies might sell or give away and 85% fear that
insurance companies might change their coverage after
finding out what online information they accessed.

Solution: Organizations have to keep secured of client’s
personal information and stored 1n a way that it 1s unable
to be accessed by other unauthorized users. In order to
build the confidence of users, the system has to be
secured and tight, so that, no bugs or viruses could enter
the website or the transaction system This prevention
of this system can enlarge the safety and can ensure the
safety of the wusers usimng the system and this
confidentiality is essential because of the fear towards
forgery and hacking. Confidential are privacy of data and
safety of an mdividual’s property and assets. In e-Biz,
hackers always are on the wait for any loophole to enter
the system and hack information about the user’s
confidential folders. In these folders, there may be a lot of
important mformation which can be useful and harmful to
others. By using this powerful system, hackers will find 1t
difficult to hack the system and due to this users will have
more confident on the e-Biz website and they will certainly
cash in their money and deal their busmesses thru the
internet.
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CONCLUSION

The development and improvement of technologies
have brought successful towards e-Busmess. High
technologies have attracted people misuse the
technologies such as hackers and cybercrime which they
can access to e-Business privacy easily. Thus, e-Business
companies should build trust and using security during
the business transaction. To provide value to the
customers through service and goods provided, research
found that companies should build up trust and security
to protect their customers. Benefits of application trust
and security include improved customer service, build
customers trust, avoid the misuse of technologies,
protect customer’s privacy and maintain the companie’s
reputation. In order to create an effective infrastructure
for securing e-Business, it requires a comprehensive
development of several elements mcluding laws,
policies, industry self-regulation, technical standards and
law enforcement. These elements may provide positive
environment and infrastructure to support the growth of
e-Business and relation with customers. Therefore,
governments and businesses need to work together to
unprove consumer trust and security are attempt to
increase transactional efficiency and effectiveness in all
aspects of the design, production, marketing and sales of
products or services for existing and developing good
relation through the utilization of current and emerging
electronic technologies which will gain the more
confidence m e-Business. Additionally, the government
itself needs to re-examine existing regulations to ensure
protection for the e-Business.
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Abstract: Community resilience assessment methodologies play a vital role in decision-making for building
community’s resilience to disasters. Established resilience indicators can gain decision-maker’s confidence on
assessment methods. Hence, this study attempts to assess the validity and adequacy of a set of geospatial
indicators extracted from existing methodologies. First, the study extracts 29 geospatial mdicators to assess
community resilience to floods and applies them for 23 divisions in Colombo, Sri Lanka. Second, this study
plots the affected population data by division into system performance curves concerning the flood occurred
mn May, 2016, Third, the study develops system performance curve-based measures to quantify the three
capacities of community resilience: transformative capacity, absorptive capacity and recovery capacity. Then
the study statistically tests the association of geospatial indicators with each of the system-performance
measures. The study has obtained spatial data for mapping geospatial indicators from national databases and
the affected community data from the records of disaster management officers. Findings revealed 16 indicators
having sigmficant association with system-performance measures and the results discuss the ambiguities and
cohesive nature of indicators regarding different capacities. This study has established a pilot initiative to
validate a set of geospatial indicators where many of the practicing community assessment tools have little or
no geospatial indicators. Furthermore, this study applies a set of system performance curve-based measures
to externally validate the community resilience capacities. Therefore, the study contributes with
comprehensions to make community resilience assessments tools more powerful in guiding communities
towards resilience.

Key words: Disasters, resilience capacities, methods, socio-ecological systems, guiding commumnities,
assessiments tools

INTRODUCTION

Every year, thousands of people around the
world struggle to confront floods. A flood is a
hydro-meteorological hazard that has accounted for 47%
of all weather-related disasters (1995-2015) affecting 2.3
billion people m the world during the past decade
(UNTSDR., 2016). Out of all hzards, floods pose the widely
districuted natural risk to life today. Floods often inundate
clusters of human settlements, making it 1s a commurmty
crisis that calls for attention at local and regional
geographies. As a global response, “Making cities and
human inclusive, safe, resilient and
sustainable™ has become a goal of the Sendai Framework
for disaster risk reduction 2015-2030 and the adopted New

settlements

Urban Agenda 2030 (USAID, 2016). This global
commitment emphasizes to mamstreme urban
development and disaster risk reduction programs
towards building resilient communities. Directing these
initiatives to cater the needs of the most vulnerable and
the least
development challenge.

Resilience assessment is a policy and planning tool
that has been developed to facilitate decision-making on
resilience-building mitiatives (Abenayake et al., 2016).
“Resilience measwures (l.e., assessments) are helpful in
identifying disaster risk, taking productive steps toward
its reduction and getting stakeholders together to build
capacity to prepare for respond to, recover from and more
successfully adapt to threats™ (Cutter, 2016). Despite

resilient communities 13 a sustanable
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several utilities, “community resilience assessment tools
have not yet been appropriately integrated into planning
and policy-making process” (Sharifi and Yamagata, 2016).
One of the key reasons is a lack of consensus and
confidence in the assessment tools among practitioners.
“Although, community resilience to disasters is still an
emerging field and mdex developers often describe their
products as frameworks or baseline assessments, there is
little utility unless they can be confidently used to inform
decision-makers” (Bakkensen et «l, 2017). In such
context, this study has focused on two properties of
resihience indicators, validity and adequacy, that are
indispensable prerequisites in building decision-maker’s
confidence in community
methodologies.

Validation “assesses the explanatory power of an
index using real world observations and can estimate the
ability of an index to explain a variety of disaster losses,
there by giving confidence n index’s ability and
performance to end users” (Bakkensen ef al, 2017).
Furthermore, Validation performs a vital role in identifying
the relative importance of indicators (Burton, 2015;
Cai et al., 2016) and clanfying wlich indicator/s should be
used m each decision (Bakkensen ef al., 2017). The limited
studies on validation have revealed that “some variables
were more strongly associated with actual recovery
than others and thus were better proxies of resilience”
(Parsons et al., 2016). “The use of logical plausibility 1s
presently most common in disaster resilience assessment
because causal validation specifying the
between an mdicator and disaster resilience or
vulnerability 1s only recently attracting research focus
(Parsons et al., 2016). Hence, even though validation is a
major step in the process of creating composite indices, it
is rarely performed in the context of disaster resilience
studies (Bakkensen ef ai., 2017; Burton, 2015; Cai ef al.,
2016). External wvalidation of community resilience
indicators has posed a challenge primarily because
commumity resilience 13 not a directly observable
phenomenon and the validation of resilience mdicators
requires the use of proxies (Tate, 2012; Cai et al,, 2016).
“Currently, there is no commonly recognized independent
proxy data used m the validaton of resilience
assessment” (Cai ef al, 2016). Few cross-disciplinary
studies have developed proxies based on the system
performance curve concerning the evidence of previous
hazard events. This study focuses on system
performance-based measurements and has attempted to
utilize them for wvalidating community resilience

resilience assessment

association

indicators.
Endorsing the adequacy of resilience assessment
tools to represent community’s capability plays a vital

role in the credibility of resilience assessment indicators.
Sharifi and Yamgatha (2016)’s recent study emphasizes
that “there 13 a paucity of studies that evaluate
community resilience assessment tools in terms of
their suitability of guiding communities towards
resilience” Ealcin et al. (2011) have evaluated the ability
of commumity resilience assessment frameworks in the
United States to account for four resilience actions: plan,
absorb, recover and adapt (Larkin et al., 2015). Sharifi and
Yamagata have also assessed these four actions
concerning 36 community resilience assessment tools that
practice in several different countries (Sharifi and
Yamagata, 2016). Findings of those studies revealed that
many of the assessment methodologies have mediocre
performance m adequately covering all 4 types of actions
that drive commumnity’s resilience. The studies mentioned
above have initiated a policy dialog on some potential
opportunities for improving community
assessment methodologies. This study attempts to
constructively contribute to this line of studies primarily
with two advancements. First, current recommendations

resilience

are based on theoretically-validated heuristic evaluations.
The study performs a statistically-supported, external
validation based on empirical evidence. Second, the
studies mentioned above have focused on community
assessment methodologies whereas this study is focused
on a set of geospatial mdicators that has been filtered
from several existing methods.

The overall objective of this study is to test the
validity of geospatial indicators in assessing community
resilience to floods and to investigate the adequacy of
geospatial indicators for evaluating the three capacities of
resilience. The three capacities are persistence capacity,
absorptive capacity and recovery capacity. These
capacities correspond to the plan, absorb and recover
actions discussed i previous studies. Nevertheless, due
to the deficiency of empirical data, this study does not
community’s ability to perform long-term
adaptation from the 4 actions that have been examined in

discuss

previous studies. The scope of this study 1s limited to
floods and particularly focused on geospatial indicators
that are input variables of existing composite resilience
indices. This study provides a set of validated geospatial
indicators along with their capability to consider distinct
types of capacities that are required to make communities
resilient.

MATERIALS AND METHODS
Colombo, Sri Lanka as the case study: Sri Lanka,

being a tropical Island country 1s highly susceptible
to the adverse comsequences of hydro-meteorological
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disasters (Ranjan and Abenayake, 2014). Flood is
the most frequent natural hazard in Sri Lanka. The
low-pressure system occurred inthe Indian Ocean on May
2016 caused torrential rainfall across Sri Lanka. Kelani
basin which is one of the main river basins in Sri Lanka,
received 350 mm of total rainfall within three consecutive
days from the 15-17th of May 2016. Flood was 6-12 feet in
height and the damage was recorded as the lghest
number of flood-affected population over last 6 decades
(DMC., 2016). Per the situation report issued by Disaster
Management Center of S Lanka, over 200,000 people
who reside n Colombo were affected by this flood (DMC.,
2016). Property and livelihood losses were also significant
because Colombo is the national capital that hubs
commercial and economic mfrastructure. This study was
conducted in the lower drainage basmn of the Kelani River
including 23 DS divisions that belong to the Colombo
Metropolitan Region, Sri Lanka. The Divisional Secretariat
(DS) division 1s a local-government level, admimstrative
unit in St Lanka and there are 329 DS divisions in the
country. Figure 1 shows the selected study area including
23 DS divisions.

People residing in 20 DS divisions were
evacuated to 140 nearby welfare canters during the
flood. The remaining three DS divisions (Moratuwa,
Dehiwala and Ja-Ela) had no people

primarily because flood height has been lower due to

evacuated

elevation and exposure was limited to a small percent of
the area.

Selection of geospatial indicators to assess community
resilience to floods: Geospatial indicators represent
terrestrial activities and processes derived from geospatial
analysis that are widely applicable in decision-making
science. The study has extracted geospatial indicators
from practicing methodologies and proposed frameworks.
The initial attempt was to investigate from electronic
databases including Google Scholar, MEDLINE through
PubMed and Scopus with no limitation on article type and
date. The search strategy was to initially perform machine
extraction by keywords and then to manually screen the
extracted articles. Screening criteria were having
processed by geospatial analysis, applicability at the
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regional scale, relevance to floods and availability of data.
The first search term “geospatial indicator and resilience’
applied for title, abstract and keywords yet could not
extract a valid result. The next search terms attempted
were ‘spatial indicator and resilience’, ‘place indicator and
resilience’ and ‘location indicator and resilience’. Many of
the extracted indicators were found to have some
possibility to geo-visualize if computed with spatial data.
However, the manual screening was particularly aimed at
the indicators that can be derived from the geospatial
analysis. The limited application of geospatial analysis in
assessing commurity resilience to floods shrank the
extracted results to 52 indicators. Except for the works
of Cutter et al. and Kotze and Reyers, many of the
manually filtered indicators have basic algebraic
processing of spatial data including ratio and density
functions (Cutter et al, 2008a, b; Kotzee and Reyers,
2016). Many of the extracted indicators are listed in
the Paole Cimellaro’s comprehernsive literature review

Table 1: The selected geospatial indicators for theoretical validation

on extant indicators to assess community resilience to
disasters (Cimellaro, 2016). The list of 52 indicators was
further filtered into 34 mdicators by focusing on the
relevance to floods and then mto 25 considering the data
availability. This study has made minor modifications to
four of the extracted geospatial indicators while
considering geospatial properties. Justifications of those
minor modifications were presumed logically and yet to be
tested. Therefore, the validation test considered both
extracted indicators and modified versions. Table 1
presents the set of 29 geospatial mdicators to be tested as
independent variables to assess commumty resilience to
flocds.

Table 2 contains the information about data
acquisition for computing geospatial indicators for the
case study area.

The set of 29 indicators (Table 1) were geospatially
processed for the case study area in Colombo using a GIS
{Geographic Information System) Software.

D Indicators Direction Justification Data (code) *
1 Percent land area that is a wetland, + Barnes et al. and Klein ef al. (2003) A
swamp, marsh and mangrove
2 Rapid urban population growth (Percentage - (Centre for Science Economics G, B
increase of urban population density) and the Environment in 2002)
3 Percent deep permeable soil per ward + Kotzee and Reyers (2016) E,J
4 Percent fire, police, emergency relief services + (U8 Tndian Ocean Tsunami A F
and temporary shelters outside of hazard zones Warning System Program 2007)
5 Percent of building infrastricture not + Geis and Kutzmark (1995) A F
in flood inundation zones Cimellaro (2016)
6 Percent of govemment offices outside + (US Indian Ocean Tsunarmi Warning AF
of flood inundation zones System Program in 2007)
7 Percent of commercial establishments + (US Indian Ocean Tsunarmi Warning AF
outside of high hazard zones (flood, surge) System Program in 2007)
8 Population living in high-intensity - Cutter et ai. (2008a) A, G
urban areas/ population density
9 Percent land area that does not + Cutter et al. (2008a) C.E
contain erodible slopes
10 Percent land area not in an + Cutter et ai. (2008a) E
inundation zone (100 years)
11 Percent land area that does not + Cutter et al. (2008h) AT
contain impervious surfaces
12 Percent land area with no forest and rangeland decline + Geis and Kutzmark, Cimellaro (2016) A
13 Percent land area with no wetland decline + Cutter et al. (2008a, b) A
14 Percent area that has changed into urban - Cutter et ai., (2008a) A B H
areas (by urban classification)
15 Percent land area that is high-intensity urban - Cutter et ai. (2008a) AL
development (80% or more impervious surface)
16 Percent land area of developed open spaces + Geis and Kutzmark, Cimellaro (2016) A
+ Cutter et al. (2008a) A
17 Principal arterial miles Bruneau and Reinhom (2007)
18 Hospitals per square mile + Cutter et al., (2008a) A
19 Schools (primary and secondary education) + Cutter et ad. (2008) (U8 Indian Ocean Tsunami
per square mile Warmning System Program 2007; Centre for Science
Economics and the Environment 2002) A
20 Hotels and motels per square mile + Cutter et ai. (2010) A
21 Density of commercial infrastructure - Allenby A
22 Number of river miles - Berke A
23 Percent erodible soil per ward - Cutter et ai. (2008a) and Kotzee and Reyers (2016) ILE
24 Land use diversity (Proportion of land use + Kotzee and Reyers (2016) A

categories per ward, multiplied by the natural
logarithm. The resulting product is summed across
wards and multiplied by -1)
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Table 1: Continue

ID Indicators Direction  Justification Data (code)*
25 Wetland diversity (Proportion of flood attenuating + Kotzee and Reyers (2016) A
wetlands per ward, multiplied by the natural logarithm.
The resulting product is surmmed across wards
and multiplied by -1)
26 Rapid urban growth (Percentage land cover - Minor modifications made to indicator 2 A B
change to urban areas from base year)#
27 Waterbodies density (Waterbody area/total land area)* - Minor modifications made to existing indicator 22 A
28 Access to hospital (Tnverse of Euclidean + Spatial adjustments made to existing indicator 18 A
distance to the hospitals)#
29 Movement potential (Inverse of + Spatial adjustmments made to existing indicator 17 A

Euclidian distance to road network)*

*Refer Table 2 for details; * Indicators modified/introduced by this research (26, 27, 28, 29)

Table 2: Data acquisition for computing geospatial indicators

Data type/Code* Description Years Spatial scale Source®

Map data

A Land use map 2014 1: 3000 Urban Transport System Development Project, Japan International Cooperation

Agency, Japan

B Topographic map 1984 1: 50,000 Survey Department, Sri Lanka

C contour map 2012 1: 5,000 Tsunarni Hazard Map Database, Coast Conservation and Resource Management

Department

D Rainfall ischyets 2007 1: 10,000 National Atlas, Survey Department of Sri Lanka

E Soil map 2007 1: 10,000 National Atlas, Survey Department of Sri Lanka

F Flood inundation map 2016 1: 30,000 Disaster Management Center, 8ri Lanka

Tabular data

G Population 2012 GN Division Population Census, 2012, Department of Census and Statistics, Sri Lanka

H Land use classification 2013 Mational Colombo Development Plan, 2013, Urban Development Authority, Sri Lanka

Classifications

1 Floor krea ratio by 2013 Regional Colombo Development Plan, 2013, Urban Development Authority, Sri Lanka
land use

J Soil hydraulic properties 1961 National the National Soil Survey Published in Soil of Ceylon, 1961 by Soil Type

Moormann and Panabokke, 1961

*ID to link Table 1; *The study has used published data

Formulation of system-performance measures to evaluate
community resilience: Validation of indicators requires
an independent set of outcome variables to surrogate
community resilience. As mentioned in the introduction,
community resilience is not a directly observable
phenomenon. In order to overcome this inherent limitation
practically, many studies have proposed to observe
commumty resilience through the empirical evidence of
population, housing and infrastructure system responses
to hazards. Theoretically,
concermng a desirable regime of function. Empirically, it
is challenging to define when people cross such

resilience 15 measured

hypothetical status. In this study, the desirable regime of
function has been referred to as the status that
community has not been fallen into a situation that they
cannot fulfill the basic needs. Accordingly, the desirable
regime of function was attributed to the community’s
ability to survive without obtaimng external assistance for
food, shelter and clothing. Hence, the status that the
commumty fails to withstand the desirable regime of
fimetion was related to the situation of temporarily falling

nto welfare centers because of the flood. Similarly,
bouncing off to the desirable regime of function was
attributed to the situation of leaving the welfare
center.

The number of population that stayed overmght in
welfare centers was considered as the outcome variable.
This includes people who self-evacuated in-advanced and
those who were rescued during the flood. Daily data on
the number of people that stayed overnight m welfare
centers during the flood that occurred in May 2016 were
iitially collected from the Disaster Management Center,
Sri Lanka. However, the data was not available for all
consecutive days. Hence, the missing data was obtaimned
by interviewing the disaster management officers in 23 DS
divisions. The data was plotted into a system performance
curve where ‘number of people that stayed overmght in
welfare centers” indicates the performance of community
resilience to the flood event over a period. Onset date of
the flood was the 15th of May and the residential
population of each DS division was given as the mitial
performance level of the system. The time when no people
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remained in welfare centers were considered as the point
which the system returned to the desirable regime of
function.

The system performance widely
employed to explain the disaster resilient behavior of
soclo-techmcal systems despite the limited attempts to
apply in socio-ecological systems. The early research of
Bruneau et al. (2003) have utilized the system performance
curve to quantify resilience based on the ‘resilience
triangle’ (Wang and Blackmore, 2009; Bocchini et al.,
2013). Later studies have developed this by using
mathematical functions of indefinite integrals that measure
either the area above performance curve (Bruneau, 2006
Bruneau and Remhom, 2007; Bruneau et al., 2005) or the
area under the performance curve (Cimellaro et al., 201 0a,
b; Bocchim and Frangopol, 2012). A comprehensive
overview of these measures 1s available elsewhere
(Bocchimi and Frangopol, 2010). In addition, the latest
work by Mugume ef af. (2015) has applied a mathematical
function of indefinite integrals to quantify the resilience
of storm water drainage systems to floods. This
application has further improved the
integrals-based function, normalizing the resilience levels
by actual system performance. This improvement
facilitates the comparison of sub-systems regarding their

curve 1§

indefinite

resilience performances. These studies have successfully
quantified the resilience as an index that combines all
resilience capacities mto one measure. However, the
decision of blending all different properties, actions and
capacities into one measure has not been favorable for
some applications (Bocchiny, ef af., 2013). Such combined
measure has less utility to test the adequacy of indicators
to cover different capacities of resilience. States of system
performance curve represent distinct types of system
behavior such as planning and preparing to persist the
perturbations, buffering the system degradation by
absorbing shocks and recovering the system following
the learning and adaptation Fig. 2. Hence, thus study has
formulated four measurements to quantify three selected
states of system performance curve that correspond to
three resilience capacities concerned. Persistence rate (P)
of ith event:

1
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Peak Failure (F) of ith event:
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Fig. 2: A conceptual illustration of system performance
curve

Degradation rate (B) of ith event:

1
B =
(PA)

[ (100-, (1))at 3)

Recovery rate (R) of ith event:

[ (100-Q,(1))at o
Where:
P = Total population of jth locality (DS division)
A = Percentage inundated area (A) of jth locality (DS
Division)
FIL.
A, =—1x100 (5
L

1

where, FI represents flood imundated buwlt-up are and L
represents the total land extent of jth locality (DS
Division).

In all four measures, the resilience has been
normalized by population and the inundation area. The
normalization facilitates the comparison by adjusting the
differences of population size and percent area mundated
among various localities to a notionally common scale.
Hence, it indicates how a community system performs in
a flood irrespective of the effect of the size of population
and inundation area.

Persistence rate (Eq. 1) measures the duration that the
community system with stands the disturbances while
fulfilling the basic needs. A higher persistent rate
indicates a higher level of commumnty resilience.
primarily expresses commumnity’s
preparedness as a result of long-term planning and
adaptation. Hence, 1t partly captures the transformative

Persistence rate
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capacity of a given system. In this study, persistent rate
has been measured based on the duration that residents
can endure floods without leaving their houses.

The state when community cannot persist further and
compelled to seek external assistance to fulfill their basic
needs is ‘ty,” where system starts degradation. When the
degradation crosses the desirable regime of function ‘t;,
the system failure occurs. Peak failure (Eq. 2) and
degradation rate (Eq. 3) measure the magnitude of the
degradation. Peak failure and degradation rate increases
if the system cannot buffer floods by absorbing the
shock. Hence, these two measures are attributed to the
absorption capacity of the system. In this study
individuals seeking the assistance within the community
members was attributed to the pomnt ‘t,’” and commumty
seeking shelter at welfare centers was attributed to the
point ‘t7. However, data collection was limited to the
mumber of people seeking shelter at welfare centers.
Therefore, ‘t,” was approximated to equal ‘t/ and
‘Q, (e, mutial performance of the system) was
approximated to equal “Qy (i.e., system performance at the
desirable regime of function).

Recovery rate (Eq. 4) measures the time taken to
recover considering the comrespondent —system
performance at each point of recovery. Decreased time
taken to recover indicates a higher recovery capacity of
the system. A ligher recovery capacity mdicates a higher
community resilience. In this study, the point system
based on the desirable regime of function ‘t” was
attributed to the time when no people stayed overnight at
the welfare center.

Accordingly, the persistent rate has a direct
relationship with commumty resilience whereas other
three measures have an mverse relationshuip with
community resilience.

Framework of analysis: First, this study computed the
resilience level of 23 DS divisions by 29 geospatial
indicators separately. Second, the study plotted the
system performance curves of each DS division with
affected population data. Persistence rate, peak failure,
degradation rate and recovery rate were computed for
each of the DS divisions based on system performance
curves. Next, the study tested the statistical association
between geospatial indicators and system-performance
Association was tested by Spearmen’s
correlation coefficient because the Shapiro-Wilk test

IMeasurcs.

and QQ plots of many of the indicators revealed a
free-distribution with several outliers. A two-tailed test
was conducted due to the difference in directions. In

interpreting the results, Spearman rank-order correlation
coefficient (r,) value equal or above 0.7 was considered a
strong association and equal or above 0.5 was considered
a moderate association. Coefficients (r,) at confidence
interval 0.01 were considered sigmficant and 0.05 were
considered moderately significant.

RESULTS AND DISCUSSION

Geospatial indicators that revealed an association
with at least one of the system-performance measures
were considered as valid for community resilience
assessments. In overall, out of 29 geospatial indicators, 13
showed either significant or moderately significant
correlation (Table 3).

‘Rapid wban growth® recorded the highest
correlation with degradation rate (1, = 0.791 p<t0.000), peak
failure (r, = 0.765, p<0.000) and recovery rate (1; = 0.865,
p = 0.000). “Schools (primary and secondary educatiomn)
per square mile recorded the highest correlation (r,= 0.779,
p<0.000) with persistence rate. Rapid wban growth
concentrates  physical development agglomerating
buildings infrastructure and human activities. Inundation
of such intensively urbanized locations can result in
catastrophic failures due to many elements-at-risk within
the system. Furthermore, rapid wban growth disrupts
natural flood defense mechanisms of socio-ecological
systems. For example, conversion of agricultural and other
vegetative land uses into build-up areas reduces the
infiltration, evaporation and increase the surface runoff,
thereby weakening the absorptive capacity. Moreover,
reclamation of water retention areas for wurban
development as m the case of Colombo, reduces the water
retention and detention of ecosystems perturbing the
recovery process. The second most associated indicator
18 “schools per square mile’. The school 15 a commumty
infrastructure which can be considered to represent the
community’s social well-being. Community systems that
have access to education and social well-being are
resourceful to anticipate floods, plan in advance and
withstand disturbances. Per the above reasoning mitial
results indicate that geospatial
meaningfully detect the environmental and physical

indicators  can
influences over community resilience.

Ambiguity in the direction of association concerning the
states of resilience: As Table 1 shows, existing literature
has mentioned a possible direction when mterpreting the
influence of each spatial indicator on community
resilience. Positive direction refers to a status where the
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Table 3: Geospatial indicators revealed a significant association with outcome variable/sec

D Indicators Outcome Degradation rate Peak failure Recovery rate Persistent rate
1 Percent land area that is a wetland, I, 0.617#* 0.69%* 0.669% -
swamp, marsh and mangrove Sig. 0.006 0.001 0.002 -
8 Population living in high intensity I: 0.569+ 0.647%* 0.583% -
urban areas/ population density Sig. 0.014 0.004 0.011 -
10 Percent land area not in an I, 0.461* - - 0.537
inundation zone (100 years) Sig. 0.031 - - 0.008
14 Percent area that has changed I, - - - 0.742%*
into urban areas Sig. - - - 0.000
16 Percentage land area of T, 0.562% 0.520% 0,713 0.570%
developed open spaces Sig. 0.015 0.027 0.001 0.011
18 Hospitals per square mile I: - - 0.478* 0.678%*
Sig. - - 0.045 0.001
19 Schools (primary and secondary T, - - - 0,779 %%
education) per square mile Sig. - - - 0.000
20 Hotels and motels per T, 0.469% - 0.525% 0,577 %%
square mile Sig. 0.050 - 0.025 0.010
21 Density of commercial infrastructure T, 0.474% 0.491+ 0.490* -
0.047 0.039 0.039 -
26 Rapid urban growth (Percent land I: 0.70] ** 0.765%* 0.865%# -
cover change to urban areas fiom base year) Sig. 0.000 0.000 0.000 -
27 Waterbodies density T, 0,702 %% 0.686%* 0,709 -
Sig. 0.001 0.002 0.001 -
28 Access to hospital I, 0.660%* 0.557%* 0.644 %+ 0.56] ##*
Sig. 0.001 0.007 0.002 0.005
29 Movement potential T, 0.526% 0.453+ 0.584 0.699 %
Sig. 0.012 0.034 0.005 0.000
""Correlation is significant at the 0.01 level (2-tailed) "Correlation is significant at the 0.05 level (2-tailed)
Table 4: Ambiguity of indicators
ID Indicators Outcome Persistence rate Degradation rate Peak failure Recovery rate
10 Percent land area not in an I, 0.537#+ 0.461% - -
immndation zone (100 years) Sig. 0.008 0.031 - -
16 Percent land area of developed T, 0.570% 0.562+ 0.520% 0.715%*
open spaces P 0.011 0.015 0.027 0.001
18 Hospitals per square mile I: 0.678%+ - - 0.478*
Sig. 0.001 - - 0.045
20 Hotels and motels per square mile T, 0.577%% 0.469+ 0.525+ -
P 0.010 0.050 - 0.025
28 Access to hospital I, 0.561** 0.660%* 0.557%* 0.4 #*
p 0.005 0.001 0.007 0.002
29 Movement Potential I, 0.699%* 0.526* 0.453* Q.58+
p 0.000 0.012 0.034 0.005

**Correlation is significant at the 0.01 level (2-tailed); *Correlation is significant at the 0.05 level (2-tailed)

given mdicator has a direct relationship with commumty
resilience and negative diection refers to mnverse
relationships. Results of this study revealed an ambiguity
in the direction of six indicators when testing the
association with different system-performance measures
(Table 4). All six indicators are theoretically presumed to
have a positive relationship with community resilience. As
presumed, all of them revealed a positive association with
the persistence rate. Nevertheless, this set of indicators
also revealed a positive association with degradation rate,
peak failure and recovery rate. Positive association with
persistence rate mdicates higher commumty resilience
whereas the positive association with other three
measures indicates lower commurty resilience.

In the cases of ‘percent land area not in an
inundation zone’, ‘hotels and motels per square mile” and

‘hospital per square mile’, the degree of ambiguity s not
The association with persistence
moderately strong and highly significant whereas the
are weak and less

severe. rate 1s
association with other measures
significant. Therefore, these indicators can be considered
as maintaining a direct association with community
resilience despite the minor internal inconsistency.
Percent land area of developed open spaces is often
considered as a spatial feature indicating the urban
resilience. Relative to other urban land uses, open areas
infiltrate more, evaporate more and thereby runoff less. In
case of Colombo, ‘percent land area of developed open
spaces’ have revealed stronger and more significant
association with recovery rate than the persistence rate.
Detailed observations on Colombo case study noticed

two possibilities that might have influenced the
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results. First, many of these developed open spaces are
located within the floodplain of the Kelam River.
Floodplains lay at lower elevations closer to water bodies
and are often subjected to higher flood heights. Soil
hydraulic properties of flood plains facilitate water
retention and detention holding for a longer time. On the
above ground, it 1s logical for any land use on the
floodplain to take a longer time to recover. Second, some
parts of the flood plain in Colombo are highly densified
mcluding the vicimty of the developed open spaces.
High-density development in floodplamns ncreases the
magnitude of damage making it difficult to recover once
degraded. To support this reasoming, the study tested the
relationship of percent land area of developed open
spaces with elevation (r, = -0.675, p<0.000) and the
population living in high-intensity urban areas (r,= 0.846,
Pp=<0.000). Accordingly, the ambiguity of this indicator can
be iterpreted as a result of multicollinearity with
indicaters that have inverse associations. Therefore,
employing this indicator for assessing community
resilience requires caution regarding the location and
vicimty of such open spaces.

The real challenge of ambiguity could be noticed in
‘access to hospital’ and ‘movement potential’ because
these two revealed highly significant
assoclations to both directions. There 1s a similarity

indicators

between them regarding constituents. Access to hospitals
is based on Euclidian distance to hospitals and movement
potential is based on Euclidian distance to roads. The
correlation between these two indicators 15 also hughly
significant and strong (r, = 0.949, p<0.000). However, there
is no clarity as to whether such indicators represent
resilience commumties or non-resilient communities.
Therefore, these two indicators should be avoided in
resilience assessments despite the sigmificant association.
Overall require  further
investigations to elaborate them with causal relations,

ambiguous  indicators
primarily because ambiguity can threaten the internal
validity of resilience assessment.

Geospatial indicators by the resilience capacities: The
study mvestigates the adequacy of geospatial indicators
for assessing distinet capacities of community resilience.
As mentioned previously, four system-performance
measures were attributed to three capacities such as
persistent rate to transformative capacity, the mverse of
recovery rate to recovery capacity and inverse values of
peak failure and degradation rate to absorptive capacity.
The association of geospatial indicators with four
system-performance measures 1nfers their ability to
represent the correspondent resilience capacities.

Fig. 3: Relationships of indicators with resilience
capacities three overlapping sets in the Venn
diagram illustrates how geospatial indicators are
associated with resilience capacities. The 29 items
in the venn diagram represent the set of geospatial
indicators tested in this study. Set *A” refers to the
absorptive capacity, Set ‘R’ refers to the recovery
capacity and set ‘“T” refers to the transformative

capacity

This study tested the association of 29 geospatial
indicators with commumty resilience to floods. Some
indicators were only associated with one capacity while
some of the others were only associated with either two
or all three capacities. The Vemn diagram provided in
Fig. 3 illustrates the coherent relationships of all
indicators with three resilience capacities. Accordingly,
three overlapping sets in the Venn diagram represent
three capacities of resilience. Each set contain indicators
that reveal sigmficant (p<0.05) associations with the
correspondent system-performance measures. Indicators
which are ambiguous concerning the direction to different
resilience capacities have been underlined in the Venn
diagram.

Followings are the detailed inferences of the Venn
diagram:

. A = 1,8, 10,16, 20, 21, 26, 27, 28, 20}

. R = 1,8, 18, 16,20, 21, 26, 27, 28, 29}

. T =14, 18,19, 16, 20, 28, 29}

. (ANRAT) = {16, 20, 28, 20

. (TAANRY = {14, 19}

. (T/AUR) = {1,8,10,14,16,18,19,20,21, 26,27,
28, 29}

. (T UAUR) = §2,3,4,5,6,7,9,11,12,13,15,17,
22,23, 24, 25}
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Sets of absorptive capacity (A) and recovery
capacity (R) contamn ten indicators each following the
eight indicators in the set of transformative capacity (T).
Overall, geospatial indicators can represent all three
resilience capacities. When comparing the relative
component zones by capacities, only transformative
capacity (T/(AUR)’) contains indicators. ‘Schools
(primary and secondary education) per square mile’
(r,=0.783, p=0.000) and *percent areas that has changed
into urban’ (r, = -.742", p = 0.000) are uniquely to
transformative capacity. In contrast, the unique indicators
of other two capacities could not be distinguished.

If an indicator can represent all three capacities well,
such indicators are better options for incorporating into
assessment tools. If so, the assessment can perform
efficiently with fewer data. However, any of the
common indicators (ANRNT) cannot be confidently
recommended due to ambiguity. Four indicators revealed
non-ambiguous, significant associations with recovery
and absorptive capacities. Rapid urban growth (r, = 0.791,
r, = 0.765, r, = 0865 at p<0.01) and water bodies
density (r, = 0.702, r, = 0.686, r,= 0.709 at p <0.02) strongly
and significantly associated with degradation rate, peak
failure and recovery rate. ‘Population living in high
intensity urban areas” (r, = 0.569, r, = 0.647, r, = 0.583
at p<0.01) and ‘density of commercial mfrastructure’
(r, = 0474, r, = 0491, 1, = 0.490 at p<0.05) revealed
moderate associations with the above. These four
geospatial inidcators well capture how high urban density
which 1s due to the unplanned development in the case of
Colombo, weakens community resilience making severe
degradations and time-consuming restorations.

There were 13 indicators (TUAUR) that revealed
significant associations with at least one resilience
capacity. The rest of the 16 indicators has revealed no
significant association ((TUAUR)’). However, thus
validation test is not capable enough to nullify the utility
of these mdicators, primarily due to the limited scope of
transformative  capacity. The study tested the
transformative capacity by persistence state of the system
performance curve (Fig. 2). The persistent state covers
only part of transformative capacity and the rest must be
tested with the adaptation state. The study could not test
the long-term adaptation due to data constraints.
Therefore, at least some of these indicators ((TUAUR)")
might show an association with the adaptation state.

Nevertheless, future studies can further validate the
results mainly with three advancements. First, these
findings are based on one critical flood event, therefore,
the validity must be generalized after testing a series of
flood events at different magnitudes. Second, the scope
of the outcome variables in this study are limited to the
function of fulfilling the basic needs but the overall

resilience of community can be captured by observing the
other functions commumty systems and the other
elements such as infrastructure resilience. Third, several
geospatial indicators could not be tested because the
study area is an urbanized region where some land uses
including forests, grasslands and rangelands were not
presented within the study area. Therefore, an expanded
region mcluding broader peripheries or agricultural region
can further validate geospatial indicators.

CONCLUSION

This study consolidated a set of 29 geospatial
indicators from existing community resilience assessment
methodologies and tested their validity and adequacy to
assess commumity resilience agamst floods. Per the
literature review, geospatial indicators were very limited in
existing assessment methodologies. Initial findings of the
study listed 13 geospatial indicators that show significant
associations to system-performance measures. The
detailed analysis of this study could detect ambiguities
regarding the association among distinct capacities.
Decision-makers ought to be cautious of such ambiguities
because 1t can weaken the internal validity of assessment
and can misguide resilience-building actions.

Validated geospatial ndicators demonstrated the
capability to represent all three capacities of resilience.
Minimum or no change to urban areas and school density
has uniquely represented the transformative capacity of
the socio-ecological system. High densities of water
bodies, residential population infrastructure density and
rapid urban growth mutually represented weakened
absorptive and recovery capacities of the system. The
dynamics of indicators at different states of system
performance curve embodies the processes of community
actions through life-cycle stages of community resilience.
The aggregated resilience index should signify each of the
state, ensuring that all types of capacities are adequately
accounted in the assessment.

Statistically validated indicators can be employed in
resilience assessment methodologies with high reliability.
Overall, results clearly revealed that geospatial indicators
can demonstrate the resilience processes and behaviors
of socioecological systems hence, they can be utilized to
measure the community resilience. Particularly, geospatial
indicators  well capture the effect of mereasing
vulnerability due to the intensive physical development
and perturbed natural flood defense mechamisms. In an
urbanizing world where flood damages are outnumbered,
geospatial mdicators can provide deep insights mto
resilience-building initiatives. Therefore, geospatial
indicators can strongly be recommended m commumty
resilience assessment tools.
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SUGGESTIONS

Further studies on assessing the wvalidity and
adequacy of indicators can make the assessment process
more scientific and comprehensive leading towards
promising resilience-building imtiatives.
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Abstract: This research 1s a qualitative research studying 8 full length Thai animations: Sudsakorn, Khan Kluay,
The Life of Buddha, Nak, Khan Kluay 2, Echo Planet, Yak the Giant King and The Story of Mahajanaka. As for
the research process, the data was collected from the direct practitioners through in-depth mnterviews. The data
was then analyzed through system theory in order to acquire the history of Thai amumations. From the research,
1t was found that there are three important imputs: artists, budget and technology. This research created 2
different types of production process of the animations: the 2 dimensions productions which result in 2
following animations: Sudsakorn and The Life of Buddha The 3 dimensions productions which result in 6
following animations: Khan Kluay, Nak, Khan Kluay 2 |, Echo Planet, Yak the Giant King and The Story of
Mahajanaka. After the release of each enimation, what followed were gross and many rewards. Khan Kluay was
the most successful by winning over 79 million baht and won over 4 Thailand National Film Association
Awards which include best movie script and best movie of 2006.

Key words: Animation, Thai ammation, history of Thai ammations, spplied sciences, system theory,

Sudsakorn, Mahajanaka

INTRODUCTION

Human have always full length to record the
movement of the things around them, since, ancient time.
Cave paintings which were made by pre-historic people
shows images of 4 legged creatures, sometimes 5 or 6.
Williams (2002) had noticed that the fact that these
pre-historic men have more legs than reality was that they
were trymng to record the movements of those ammals
while they were runmng. Thousands of years after wards,
men had discovered “Persistence of vision”. Tlus
principle explained that human vision will remember any
pictures that they saw for a couple of moments
eventhough there were newer pictures that replaces the
old ones which also related to Yeon-Hee Hwang and Hai
Beom Kim have mentioned in their study that modern
innovation technology is shifting toward human-oriented
technology structure combimng technoelogy and emotion.
So, the principle of persistence of vision made men realize
the connection between the old pictures and the new
pictures they saw. This principle turned into moving
pletures. When still pictures were shown through human
eyes continuously at a certan speed which led to the
creation of animations later on.

In 1896, Thosmas Edison who were at the time
experimenting with a project on creating moving pictures
on films has mvited James Stuart Blackton to joned his
project. Blackton’s job was to draw series of pictures that
shows animal’s movment little by little in each frame.
Once, Blackton was done with the pictures, Edison would
then took the pictures and put them together at a later
process. In 1906, they released their work which was
called “Humorous Phases of Funny Faces”. That was the
first time that drawings and pictures were put together
which could be considered as the ancesters of animations
(Williams, 2002).

Up until the 1910s, a short animation, Felix had
become famous all over the world through simple black
and white drawing which shows the charms of the
character. “Felix” was the animation that brought Walt
Disney to the animation industry which resulted in, 1928
when Mickey Mouse first appeared in “Steam Boat
Willie” which was the first ammation of the world with
recored audio. That was the first development that Walt
Disney had brought to the world of animation. Disney had
created anothere miraculous thing mn 1932 with an
ammation called “Flowers and Trees™ which was the first
coloured animation in the world. A year after that “Three
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Little Pigs” came out. Later in 1937, Walt Disney released
“Snow White and the seven Dwarls” to the audiences.
That was the first full length animation of the world That
animation had perfectly raised the level of acceptance for
animations to be considered as art with an impressive
story throughout the whole 83 min. The success in both
the gross and the critics of Snow White and the Seven
Dwarfs became the basic of many other animations by
Walt Disney (Williams, 2002).

Up until the year 1995, Pixar Animation Studio had
created a new history to the amimation business through
the creation of the first full length 3D animation called
“Toy Story”. This kind of animation is different from the
hand drawn animations by Disney. It was created through
the rendering of the pictures through the calculation of
computers. The production of this kind of animation was
accepted and spread quickly throughout the world,
including Thailand.

As for the amimations in Thailand, it all started from
the effort of Payut Ngaokrachang, who was considered
as “The Father of Thai Animation” or “Thai Walt
Disney”. Payut pioneered Thai animations from short
ammations as an experiment in 1955 call “A Miracle One
Morning” (in Thai). Later on when he became more skilled
in making animations, Payut had created the important
history for Thai amimation through the creation of “-
Sudsakorn”, the first full length animation of Thailand.
Tt was a pity that no full length Thai animation was ever
made ever, since, “Sudsakom”, 1t wasn’'t until 2006 or
27 years later, that Kantana Animation Studio created
the second full length Thai animation called “Khan
kluay™.

Khan Kluay was create using 3D process like the
animations by Pixar. Khan Kluay by Kantana was
considered very successful until many companies in
Thailand turned their attention to the production of many
full-length animations in Thailand. Since, 2006 when Khan
Kluay was released to 2014, there were all together 7 full
length animations that was shown in Thai movie theatre:
Khan Kluay, The Life of Buddha, Nak, Khan Kluay 2,
Echo Planet, Yak the Giant King and The Story of M-
ahajanaka. Including Sudsakorn, Thailand will have
altogether 8 full length animations. However, throughout
these 10 years, the histories of all the 8 amimations were
never recorded in detail. There was only public relation
information which were not in-depth information with no
contamn no useful listorical information for Thai enimation
business.

Therefore, the goal of this research was to bring up
this topic of compiling the mformation to answer the
question of how Thai animations were created, especially,
after 2006 as well the questsion to why full-length Thai
animation came into continuous production after having
disappeared for 27 years.

The objective of the study: To study the history of full
length Thai animation.

The scope of the study: The animations that will be
studied has to be full length feature films produced by
Thai people and came into the theatre in Thailand.
These consist of 8 following anmimations: Sudsakorn,
Khan Kluay, Khan Kluay 2, The Life of Buddha, Nak,
Yak the Giant King, Echo Planet and The Story of
Mahajanaka.

MATERIALS AND METHODS

The history of Thai animations this time is the study
of only 8 full length Thai animations which consist of
Sudsakorn, Khan Kluay, The Life of Buddha, Nak, Khan
Kluay 2, Echo Planet, Yak the Giant King and The Story of
Mahajanaka. The collection of the data was done through
the interviews of these practitioners:

»  Khan Kluay, Interview, Kompin Kemgumnird, Director
»  The Life of Buddha, Interview, Dr. Wallapa Punthong

Producer

» Nak, Interview, Natthaphong Ratanachoksirikul
Director

¢ Khan Kluay 2, Interview, Taweelap Srivuthivong
Director

»  Fcho Planet, Interview, Kompin Kemgumnird Director

¢ Yak the Giant, Interview, Punlop Sinjarcen, Assistant
Director

» The Story of Mahajanaka,
Dharmavanich, Director

Interview, Nop

Apart from the in-depth interviews of the pretitioners,
this research also compiled the data from the documents
due to the fact that Payut Ngackrachang, the Director of
Sudsakormn had passed away m 2010. Therefore, the
collecting of the data abuot the animation needed
research from the following documents:

A book called “Life, Payut, Animation” (in Thai)
which is a biography of Payut’s life and work by Suttana
(2006).

A book called “Yak the Giant King” which has the
same name as the movie edited by Kunsachee
Wongsawattanamikul. The book compiled the interviews
of the director, the crew and all the cast on Yak the Giant
Kmng.

Audio recording of an interview with Payut
Ngaokrachang. The name of the mterviewer and time of
the interview is unknown. This recording is being kept in
the Library and Mediatheque “Cherd. Songsri”, Salaya,
Nalkhon Pathom.
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From the information from the research, the data will
be analyzed through “System theory”. This theory was
adapted by Thasanabanchong (2002a, b) to analyze Thai
movie industry in the past. Therefore, this theory was
used to study amimations which can be seen from the
overall Thai animation industry from the past to the
present. This theory consists of 4 analytical aspects:

Input which consist of all important components that
contribute to the production of an animation such as the
budget and the knowledge in the production.

Process which s the production process of each
animation. Output which is the unique characteristic of
each amimation that was created such as length and
year.

Outcome which 1s the result that comes after the
release of each movie. This research will analyze 2
aspects: the gross and the awards in this case, the
research only focuses on Thailand National Film
Association Awards. After the nalaysis of the data, the
result will be presented through descriptive analysis.

Result of the study: From the in-depth interview with the
directors, the assistent directors and the producers of
all the 7 ammations in combination with the research
documents, the history of each animation are as follows:

Sudsakorn: Sench Klaikluan was the first Thai person
to successfully create “Runmng ammation”. But the
experiment itself was never developed into animations,
since, it was never supported by the government. When
Saneh passed away, the knowledge in producing moving
plctures went away with him. Years later, younger
animation artist like Payut Ngackrachang made Saneh’s
dream became a reality.

Payut leaerned from Saneh’s colleague that Saneh
drew his animation on a transparent sheet. Payut decided
to experiment by using the X-ray films from the hospital
and wash them in lye in order to make the film transparent
and draw amimations on them. Through this experiment,
Payut discovered and became confident that that was the
way moving cartoom should be done. Payut decided to
redo the experiment by buying transparent sheets and
draw animations on them. This experiment ended up as
the first Thar animation called “a miracle one mormng”
which was 20 min long. The film was shown at
Chalermthai on JTuly 5th, 1955. Payut created 2 more short
ammations later on called “the new adventure of
hanuman™ (in Thai) and “A Child and A Bear” (in Thai)
which were shown in 1960 (Suttana, 2006). After that,
Payut never create any more animation until 16 years later
when he decided to do what he most desired m life, to
create full length ammation.

Payut started from asking for funding starting
with  police lieutenant  general Bantheung
Gumpanartsaenyakorn who was willing to take the risk
and invest 3 million baht under the condition that Payut
needed to be responsible for all the production process
and the gross from the movie should be split to each of
them every other time the movie was shown. After
receiving enough funding, Payut started the project
right away by searching for an appropriate story
and eventually chose “Sudsakorn”, a character from
Sunthornpoo’s main novel “Phra aphai mani” to be made
into an animation. Due to the fact that Payut saw
Sudsakorn as a child that was raised by a hermat.
Sudsakormn therefore was a kid with morality who can be
an example of Thai kids who would be watching the
armation.

As for the production process, Payut was
responsible for the mam drawmg that shows the
movement throughout the story at night due to the fact
that Payut still need to work at TJSIS during the day and
his students will be colouring the drawings during the
day. The drawings were then filmed using a 35 mm. film.
Payut needed to draw over 66,000 draings alone until he
permanently lost his right eyesight in 1979. Due to the
length of 82 min, Sudsalkorn was shown for the first time
on 13 April 1979. That was the first full length animation
of Thailand. Sudsakom was able to make 2 million baht
which was considered very high at the time (Suttana,
2006).

Khan Kluay: Khan Kluay was the first full length
animation from Kantana Animation Studio Ltd
Eventhough Khan Kluay was the most famous ammation,
1t had an origin as a television series.

Mr. Jareuk Kaljareuk, the owner of Kantana told the
worl team that the new serie for the copany needs to be
about elephants. The script writers needed to do a lot of
homework after receiving the assignment and they found
one of the most interesting ideas, that was to tell a story
of King Naresuan during the elephant duel. The writer
team named his elephant Khan Kluay according to the
character of the elephant that had a beautiful arch back
similar to the Khan Kluay or the banana branch and used
it as the title.

The script team had to tell the story of an elephant by
making the elephant into a living and talking freely just
likes human beings. Through this kind of story telling,
Kantana found that there was no way that they can shoot
using a real elephant while making them do what they
needed them to do, so, the created an elephant using
visual effects. That wasn’t possible in Thailand due to the
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limitation of human resources and the technology requires
doing it. The only option left for them at the time was to
turn this tv serie into an animation.

Kantana started a search for the crew that would
make this animation a reality. The first team that came in
to over see the production was a team of Foreigners
which consist of Tod Polson as the Director and visual
developer, Ariel Prendergast as script writer and Aaron
Sorensen as the Assisting Director. These three person
oversee the Thai crews. Tod’s team had created a trailer
for the ammation when Kantana saw the production by
Tod’s team, they decided to move Khan Kluay up from
being a TV serie into a full-length movie to be shown in
theatre. Unfortunately, after a year of production, Kantana
wasn’t impressed with the story line that Tod’s team came
up with. After the contract of the first team ran out,
Kantana decided to not renew the contract. Khan Kluay,
therefore, fell into the hand of a new, young blood, Thai
director, Kompin Kemgummnird.

Kompin have had an experience working with Walt
Disney as an in-betweener in 2 movies, Tarzan (1999) and
Atlantis, The Lost Empire (2001). After having left Disney,
Kompin had a chance to work with Blue Sky Studio in the
company’s first production of Ice Age (2002). It was here
in Blue Sky that Kompin got promoted to an animator and
started to learn about the production process of 3D
anmimations. This knowledge and experience was what
Kompin was using in directing Khan Kluay, the animation
later on.

Khan Kluay was the first full length animation in
Thailand that was produced using 3D softwares
throughout the whole production. Khan Kluay was
released to the movie theatre on May 18, 2006. Tt was
the second full length amimation in Thailand after
Sudsakorn.

The Life of Buddha: This animation got started from
a woman named Dr. Wallapa Pimthong who was
responsible for the production of this ammation. Before
becoming an ammation creator, Dr. Wallapa Pimthong had
an opportunity to be a coordinator for a project called
“Genius classroom” by the ministry of education. This
project required a creation of an interactive media and an
animation character as a medium to communicate to the
learners. This had brought Dr. Wallapa Pimthong to get to
know many amimation creators and saw the influence
of Thai ammations towards the audiences, especially,
children. She came up with an idea that if she wants to
send a message to the society doing through animations
would create an impact at a larger scale. This is the
starting pomt that sparks Dr. Wallapa Pimthong to want
to make ammations (Pinhong, 2015).

Dr. Wallapa had invited Asst. Prof Krismant
Whattananarong, one of the committee members that
imvolved with the quality control for the “Genius
classroom™ to sit in the Director chair for this movie and
invited animators whom she used to work with to be part
of the production of this animation. Most of the animators
were from a company called Tar Wang. It just, so,
happened that during the time that Dr. Wallapa started to
produce the animation called The Life of Buddha, Tai
Wang company was on its way of closing down. Many
anmimators who still loved making ammations decided to
come work for Dr. Wallapa. This allowed the creative team
to move on with their work without any obstacles. As for
the story of the animation, there was none other than
what Dr. Wallapa had always had on her mind, only the
story of Lord Buddha due to the fact that she really had
a strong belief in Buddhism.

After the production process gets started, the
biggest obstacle for the production was the budget. No
financial mstitution wanted to give a lean out to this
company due to the fear that that the movie would lose
profit and would not have money to pay back to the
bank. The government themselves also didn’t see the
importance and provide no funding. However, Dr.
Wallapa had to put her house her land and her car in the
bank in order to take out a loan as budget for this Lord
Buddha film.

“The Life of Buddha was created using 2D
production through the drawings on several frames to
show the movement of the characters. Each drawing will
then scanned mto digital files and later, colored using a
computer program. The post process after this point was
all done on computers until it was released as a movie.
After 4 years of dedication and effort, The Life of
Buddha, the animation was shown in movie theatres on
December 5, 2007. It was the third full length ammation of
Thailand with the duration of 98 min.

Nak: Nak was the first and only ammation produced
by Beboydeg Ltd., company, established by Boyd
Kosiyabong a well-khown song writer in Thailand. Apart
from music, animation was another thing that he loved.
Boyd Kosiyabong got to meet with many cartoonists and
set up a team called B-Boyd characters working on two
magazines called Katch and Manga Katch as the two main
projects. Due to financial problems later on, B-Boyd
characters had to be discontinued these magazines.
However, the cartoonist working at the company at the
time still love drawing, Nuttaphong Ratanachoksirikul, the
editor for the two magazines at the time had to struggle to
find some work for his crew. He came up with an idea of
making an ammation as a television show. He mvited his
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friends who used to work on animations from other
countries to come and help trained the team. B-Boyd
character was then changed to Beboydeg Company Ltd.
And continuous produced animation shows for TV.

The team at the time had created a trailer for a
full-length animation with the story of Japanese Super
Hero team. They called this movie “Cyberger”. Eventually,
they got an opportunity to present this trailer to Somsak
Techaratanaprasert the owner of Sahamongkol Film
International which is a big movie production company of
Thailand. After watching the trailer Somsak allowed this
team to comtinue producing the movie, except that it has
to be about “Mae Nalk”, the most famous love story of
Thailand between man and ghost. If the movie isn’t about
Mae Nak, Somsak will not allow the movie to be made.
Beboydeg didn’t hesitate to grab this opportumty to
produce the movie eventhough it wasn’t what they
wanted to do.

After that the team started to write the script by
having Nuttaphong Ratanachoksirikul as the director. In
this animation, they were trying to redefine Mae Nak.
They wanted to tell a story of Mae Nak in the angle that
has never been talked about before. Eventually, the movie
was Just borrowing the character of Mae Nak from the
Thai folklore in a whole new story line which talked about
the love between Mae Nak and her kid, the devotion that
a ghost lke Mae Nak tried to give to human m order to
maintain the peace of humarnty.

This movie took about 6 vears to make. Tt was
released to the theatre on April 3, 2008. Tt was the
4th full-length ammation of Thailand with the duration of
S0 min.

Khan Kluay 2: The first Khan Kluay was released in 2006
and became really successful in both the gross and
the awards. Kantana therefore approved of the second
animation project under the name Khan Kluay 2. In this
sequal, the story was about Khan Kluay after winning the
elephant duel in the first one. Khan Kluay went to live in
the palace with Chabakaew his beloved wife. However,
Khan Kluay needed to go out to war very often that he
didn’t have time to take care of his family. This conflict
between the love of the country and lus family was what
the Khan Kluay 2 was trying to communicate to the
audience.

For Khan Kluay 2 originally, Kantana wanted Kompin
Kemgummnird to take over as the director but Kompin
denied. He proposed Taweelap Stivuthivong to take over
as the director of Khan Kluay 2 instead and Kantana
didn’t oppose to that Kemgumnird. Taweelap wasn’t a
stranger but one of the person who was also nvolved in
the first Khan Kluay movie. Taweelap had been working

as an illustration artist until he got a chance to work as
one of the crew in the first Khan Kluay movie as the Art
Director. The main responsibility for Taweelap was to
control the beauty of each frame and every detail that
would go on screen. Apart from being the art director, he
also contributed many suggestions and ideas to the Khan
Kluay team Srivuthivong. Therefore, the fact that Kompin
proposed Taweelap to take over the project wasn’t a
coincidence but he was confident about Taweelap’s skill
and was certain that he could lead Khan Kluay 2 to the
same success as the first one.

Khan Kluay 2 teok around 3 years to produce and
was released on March 26, 2009. It was the second
animation by Kantana but the 5th full-length animation
film of Thailand.

Echo Planet: This movie was directed by Kompin
Kemgumnird, the director from the first Khan Kluay
movie. Due to the fact that he gave over Khan Kluay 2
project to Taweelap to direct which allowed him to have
a lot of time on his hand to come up with the ideas to tell
the story. After the production Khan Kluay 2, Kompin
came back again with the script of a new amimation
that he lay the plot out himself i which he called “Echo
Planet”.

Echo Planet was an effort by Kompin to present the
picture of Thai rural area and the lives of the long neck
karen people who live far away from the technology and
material world. Two Karen siblings, the main character
saved Sam’s life by accident. Sam was the only son of the
President of Capital State, the most powerful country of
the Wests. In order to repay the debt, Sam decided to
bring the two siblings to Capital City, the capital to Capital
State. It was there that the director showed the clash
between the “Old world” and the “New world” which was
what he mtended to present. At the end of the day what
the movie wanted to show the audience was that the old
way of life which was the way of nature was the best way
to counter global warming and can sustainably heal our
world.

Similar to the two animations released earlier by
Kantana, Echo Planet took around 3 years to produce
and was release on August 2, 2012. This was the 6th
full-length ammation of Thailand and the 3rd for Kantana
with the duration of 90 min.

Yak the Giant King: This movie came from the personal
reference of Prapas Cholsaranont. He was an animation
lover and had dreamed that one day he would direct his
own animation. Currently, Prapas Cholsaranont is working
with Panya Nirunkul and had opened up a company
called Workpoint Entertainment Ltd. and had produced

4965



J. Eng. Applied Sci., 13 (13): 4961-4970, 2018

television shows. Even with his success from his various
worles in the entertainment business, he hasn’t forgotten
about his dream to create his own ammation. One day he
met a man who would later on make his dream a reality;
Chaiporn Panichrutiwong, a young artist from Silpakorn
University who has had experience with the world’s
renowned game company (Piampiyachart, 2012).

After returming to Thailand, Chaiporn went and
worked with Vithita Animation Company Ltd. At the time,
the company had brought “Pang Pond”, a famous
character from “Kai Hua Roh” magazine and turned it mto
an animation through 3D production process that he had
learned while he was abroad which had become a
production base for Vithita Company. Eventually, “Pang
Pond, the Animation™ was created 1n a 3D ammation as a
TV serie in 2002. After the team had created the first 3D
animation for Thailand, Chaiporn moved to work with
Prapas Cholsaranont at Worlpoint and that was the time
that Chaiporn needed to pioneer the first ammation for
Workpomt.

Once he got his right hand man, Prapas moved ahead
with his project. He used a famous Thai novel and turned
it into an ammation. The movie that he picked was
“Ramayana”. It was a story that had been ingrained mto
the minds of the Thai people. But to teel the whole story
of Ramayana, the team felt that it was difficult to just pull
out some of the parts and tell it to the audiences m a
limited amount of time. Especially, if the audiences don’t
have any background knowledge of the story who will
never understand what was going on. With these
limitations, Prapas Cholsaranont came up with the new
idea of bringing Ramayana into a new seting. (The
same kind of concept that was used in “Nak™ by
beboydcg).

For this movie, after starting writing the script in 2004,
the movie took 8 years in production through 3D
production process by using the same software as Khan
Kluay by Kantana. The movie was released on October 4,
2012. It was the 6th full-length ammation of Thailand with
the duration of 100 min.

The Story of Mahajanaka: The Strory of Mahajanaka was
the only animation that came form the government’s
initiative which was the Software Industry Promotion
Agency (Public Organization) or STPA. This department
1s responsible for support and develops digital contents
within Thailand. Therefore and support for the animation
production fell mto the hands of SIPA. However, SIPA
was Just a supporting umt, it doesn’t have enough
manpower to produce the actual content. Therefore,
SIPA needed to find assistants in order to make this
project a succuss. It was considered luck for STPA that

Thailand already had a group of animation firms that came
together called Thar Amimation and Computer Graphids
Association (TACGA). SIPA therefore, contacted
TACGA to spear head the production of “The Story of
Mahajanaka™ by department will be providing the budget
in the production. Eventhough it wasn’t a huge budget,
since, it was the ammation to commomerade King
Rama TX, TACGA was very honored to be part of this
project.

The board of TACGA had a meeting and chose
3 representatives to be the director of this animation.
The 3 directors were Kriengkrai Supornsahusrungsti,
Thananchanok Suban Na Ayudhaya and Nop
Dharmavamch. After TACGA came up with the directors,
they discussed further about which company will be
leading the production. The committee came to the same
conclusion that producing a full-length ammation was too
big for 1 company to handle. This had created a new
phenomenon that had never happened in Thaiand which
was the collaboration of several companies to produce
one animation. TACGA had asked for volunteers within
the associations and had acquired 15 companies. The 3
directors had a meeting to deligate the jobs between the
companies and the deadline for the jobs. They also acted
as advisors providing the feedback and suggestions until
the work came out good.

The Story of Mahajanaka was a 3D amimations and
the 8th full-length amimation of Thailand with the duration
of 110 mun. It was primiered on November 28, 2014. After
that the ammation was shown m all the theatre within the
Major brand on November 29 and December 6, 2014, 2
times per day; 10 am and 3 pm in order for the Thai people
to go see for free. It was also shown on television from
the December 6-8, 2014.

Conclusion and the analysis of the system theory frame:
The information above was the background of all the
8 amimations that was acquired through indepth
wnterviews from the practitioners and the document
research. If we were to analyze the mformation using the
system theory, we would be able to see the big picture of
the history of Thai ammations clearly. According to the
system theory, the analysis will be done mn 4 points: input,

process, output and outcome.

Input: The input within the system theory means that
basic componenets that is required in the production of
the animations. From the analysis of the 8 animations, it
was found that the most important input or what we can
call the “Creating point™ of the Thai ammations consist of
3 mputs: artist, budget and technology.
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Artist: One animation would require tens of lives of
people working in the team or even hundreds in some big
compames. However, all the artist will need to follow the
direction of the big artist called “The director™. Apart from
directing the courase for the movie, the director also has
the power to make all decisive decision in many aspects
of the production process. Therefore, this research had
used the names of the directors as the representatives of
the artist involved in the production of the 8 animations.
There are altogether 10 following directors:

*  Sudsakormmn, Director, Payut, Ngackrachang

+  Khan Kluay, Director, Kompin, Kemgumnird

¢« The Life of Buddha, Director,
Whattananarong

»  Nak, Director, Natthaphong, Ratanachoksirikul

¢ Khan Kluay 2, Director, Taweelap , Srivuthivong

¢ Echo Planet, Director, Kompin, Kemgumnird

*  Yak the Giant King, Director, Prapas

*  Cholsaranont, Chaiporn, Pamchrutiwong

¢ The Story of Mahajanaka, Director, Kriengkrai

Krismant

Supornsahusrungsri
¢  Thananchanck, Suban Na Ayudhaya, Nop,
Dharmavanich

For these 10 artists, at one point graduated from
Silpakorn Umveristy; Some from the Faculty of
Architecture and some from technology study.

Budget: For the budget of each animation, the source of
gross 1s different and can be categorized mto 4 types:
private investor, company investment, central budget and
government’s funding according to the following detail:

Private investors: Are investors who use their own
momney to mvest in the animations and also by depending
on other source of funding more or less. There are 2
people that fits in this category:

* Pol Gen Banthoeng Kampenatsaenyakon, funded
Sudsakorn
¢ Dr. Wallapa Pimthong, funded, The Life of Buddha

Company’s investments: Are the mvestment to the
animations in the name of the companies: using the
budget for all the production process. There are 2
comparues that fit this category:

¢ Kantana Ammation Studio Ltd., Funded, Khan
Kluay, Khan Kluay

* 2 and Echo Planet, Sahamongkolfilm International
Co., Ltd., Funded, Nak

Central budget: Ts through fundraising from close friends.
The money was then put in the central funding and used
for the ammation production. There 1s only one animation
that fits mto this category and that was: Yak the Giant
King. The investors for this movie was the following:
Workpoint Entertaniment Company Ltd., Sahamonglkol
film Intemnational Co., Ltd, Superjeew Company Ltd.,
Chaiporn Panichrutiwong (persenal money) and Prapas
Cholsaranont (personal money).

Government’s funding: Was the funding provided by the
government’s office to create the amimation. The office
was the office responsible for directly supporting creative
worl; That was the Software Industry Promotion Agency
{(Public Organization) or SIPA who support the budget for
The Story of Mahajanaka.

Technology: As for all the 8 animations, the production
tools used in producing the animations were all from other
countries. Therefore, we can briefly conclude that Tha
animations still mainly rely on the technology from other
countries. However, from the information of this research,
it was found that Payut Ngaokrachang was the only
person who didn’t depend the technology from other
countries but relying on the “Borrowed” method from
different sources and endless experimenting until he
found a way to make moving pictures. It can be concluded
that the technology m ammation production can be
categorized into 2 categories: depending on foreign
techonology and the technology that Payut
Ngaokrachang had adapted and created.

The tlree mputs which are aritsts, budget and
technology are the important inputs that help create each
of the ammations. It was admirable that each animation
was all from Thai artists which show that Thai people also
have tlus kind of skill which can be competed with other
countries. Apart from this, many investors in Thailand are
also ready to invest in full-length animations eventhough
1t might require tens of millions of baht. But as for the
techonolgy in the production, Thailand still needs to
depend on the software of from other countries in every
production process.

Production process: After all the three inputs, the artists,
the budget and the technology are all put together, the
next stage is the production process. In all the &
amimations, the production process can be further
categorized mto 2 kinds: 2D ammation production process
and 3D animation production process.

2D animation production process: [s a traditional
amimation process which requires drawings of the
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Fig. 1: The year when each of the animation were released chronologically

character frame by frame continuously in order to create
the movement. There are only 2 animations that fit this
category: Sudsakormn and The Life of Buddha. These 2
movies show only a few minor differences n the
production process.

Sudsakorn was the only animations in Thailand that
truly used the traditional animation process, drawing and
coloring on the transparent sheets and record using
a 35 mm film. The recording is done for each individual
picture and put together to create moving pictures. This
was the same technics that Walt Disney had been using.
As for the life of Buddha, the drawings were also
done for each fram but it was done on study and then
scanned into digital files. The coloring part was done in
the computer as well as other special techmics and the
post production.

3D animation production process: is a new technic for
creating animations. The first animations that used this
kind of technic were Toy story which came out in 1995.
This production process is totally different from the
traditional way. All the process happens in computers.
Each still picture were then put together to create
movements. Each of the frames came from the calculation
of the background, surface and lighting which would be
rendered into 1 still picture. Only the pre-production part
wasn’t done in commputers. All the other process fully
relies on computer works. No pictures were hand drawn.
There are 6 movies altogether that rely on this kind of
production process: Khan Kluay, Nak, Khan Kluay 2,
Echo Planet, Yak the Giant King and The Story of
Mahajanaka.

Qutput: The combination of the 3 inputs: artists, budget
and technology led to the production of amimations.
The production process also took vears before the
ammations were completed at the end of the production
process.

From “Sudsakorn”™, the first full-length animation that
was aired in 1979 until “The Story of Mahajanaka™ m 2014,

Table 1: The gross firom the 8 animations

Movie Year released Estimated gross (Million baht)
Sudsakorn 1979 2

Khan Kluay 2006 79

Khan Kluay 2 2009 77

Echo Planet 2012 19

The Life of Buddha 2007 17

MNak 2008 10

Yak the giant 2012 58

The Story of 2014 Mo admission fee no record of
Mahajanaka gross

Thailand has had altogether 8 following full-length movies
Sudsakorn, Khan Kluay, The Life of Buddha, Nak, Khan
Kluay 2, Echo Planet, Yak the Giant King and The Story of
Mahajanaka. If all the anunations were to be put on a
timeline, it will produce the following timeline (Fig. 1).

OQutcome: The production processes of each of the
ammation were difficult. After the production 1s done and
the animations were already shown in theatre, one
indicator that will determine the success is the gross. And
here are the gross from the 8 animations (Table 1).

Apart form the gross, the awards are also another
outcome from the production of each movie. This research
will only consider the Thailand National Film Association
Awards due to the fact that 1t’s a national award which 1s
the biggest and most formal award in Thailand. Here 1s the
list for the animations:

Khan Kluay was nominated for 6 awards and won in
4 following awards: best music, best recording, bests
screenplay and best picture. Khan Kluay 2 was
monimated for 4 awards but didn’t win in any award.

Echo Planet was nominated for 3 awards and won 2
following awards: best original song and best recording
and sound mixing. The Life of Buddha was nominated for
3 awards and won 1 award: best origmnal score.

Nalk was nominated for 3 awards but didn’t win any
award. Yak the giant king was the movie with the most
nominations similar to Khan Kluay which was 6
nominations but didn’t win any award.
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The Story of Nahajanaka wasn’t nominated for any
award due to the fact that 1t was produced in honor of
King Rama IX and wasn’t seeking any benefit or
award.

In conclusion, if we look at the history of Thai
animations through the system theory lens, since, the first
animation, Sudsakorn i 1979, we would find that Thai
animations was created through only 3 important inputs:
artists, budget and technology. These tlree mputs were
the most basic. If one of the inputs was missing an
ammation can never be made. When all the 3 inputs come
together, it will lead to the production of animations. In
Thailand, ammations were only produced through 2
methods: 2 Dimension (2D) and 3 Dimensions (3D) which
will result in the production of 2 types of animations, the
2D movies consist of Sudsakom (1979) and The Life of
Buddha (2007). There are 6 D animations: Khan Kluay
(2006), Nak (2008), Khan Kluay 2 (2009), Echo Planet
(2012), Yak the Giant King (2012) and The Story of
Mahajanaka (2014). The last part when looking through
the lens of system theory is the outcome. This research
focused on the gross and the awards. Tt was found that
Khan Kluay was the most successful animation both n
the gross and the awards. It made over 76 million baht and
was nominated for 6 awards and won 4 awards which
mclude big awards such as best screenplay and best
picture of 2006.

RESULTS AND DISCUSSION

From the conclusion of the background of Thai
animations, it was found that Thai animation was created
on the 3 important bases: artists, budget and technology.
Without any of the input, the animations will never be
created. However, considering the year that each of the
animation was released, it was found that Sudsakorn
which was released in 1979, the other animations were all
released post 2006. This phenomenon led to the question
of why Thai animations were all created during this period
of time. The basic answer to this question was that, since,
animations were created based on these three inputs, we
can fairly assume that all the three mputs, artists, budget
and technology, all came together during that time. The
next question would be what caused the three input to
come together at that point mn time i Thailand. This
question forced wus to think back to an important
phenomenon in the history of ammation when Toy Story
was created in 1995.

This animation was the first 3D animation of the
world created by Pixar Ammation with John Lasseter as

the director. The released of toy story shook the world
and totally changed the production process from the
original process. Hand drawings and coloring was
ummecessary. These new productions of 3D ammations
are all created by computers. Only the pre-production part
required works on study. This kind of process helps safe
time and men power which also mean that lower cost
of production. Therefore, this 3D production process
became popular in no time within Hollywood and spread
throughout the world soon after. Certainly, Thailand was
one of the countries that were mfluenced by this
phenomenon.

The popularity of Toy Story pushed many company
i America to bring m 3D ammation production
technology into their company and sold the technology
1in a form of softwares that people can buy and nstall in
their computer. Production technology became a primary
nput with easy access. As for the artists who will be
using these technologies, most of the Thai artists have
had experience working in other countries, especially in
America such as Kompin Kemgumnird, the Director of
Khan Kluay who had prior working experience with
Disney). He came back to work in Thailand, since, 1997.
After these artists came back, they also brought back
with them the knowledge and the experience that they
required from therr work abroad. After requiring the
technology and the artists who will be using them,
Thailand was 1n the ready stage, only lacking the budget.
However, that wasn’t the problem, since, this 3D
anmimations requires less funding. Many mvestors in
Thailand were willing to support. When the investors
became involves, that completed the three basic inputs:
artist, technology and budget. Thai animations were
created from these three basic inputs. The first 3D
animation was “Pang pond, the Ammation” produced by
Vithita Animation Ltd. and aired on channel 3 in 2002.
Four years afterwards, “Khan Kluay”, the first full-length
3D animations was released in Thailand i 2006. These
three inputs, artists, budget and technology are not only
the important inputs for Thailand. Even the first 3D
animation mie such a “Toy Story” also needed to rely on
these three inputs.

Pixar was started by a scientist named Ed Catmull.
Catmull and his team at the University of Utah found a
way to create surfaces with computer and were able
create a 3D model. They were also able to fill in the
surface and the lighting to the model. Since, he had
always been a fan of walt disney animation since, he was
a child, Catmull believed that the technology will be able
to lead to creation of amimations. Catmull and his team are
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considered the first basic input to the creation of
animations. Although, Catmull didn’t have any artistic
ability to create an ammation, later on, he met John
Lasseter.

John Lasseter was an animator from walt disney.
He graduated from art school and had a dream to create
animations using 3D production. The combination of
Catmull’s technology and his creativity, he was able to
successfully create a 3D animation. “The Adventure of
Aally and Andre B.” was the first 3D animation by John
Lasseter. This animation was created since, Catmull’ teamn
was still working with George Lucas; and later on with
Steve Jobs and changed the name to Pixar. John created
another short animation called “TLuxo Jr.”. This animation
was very successful and was nominated for best short
amimation at the Oscar. This success was what made
Pixar a Pixar company that everyone knows of
Thechasrisutti.

The beauty and the content of Luxo Jr. made Walt
Disney lower his pride and asked John Lasseter to come
back and work for Disney again. John refused but instead
asked Disney to come and invest with Pixar. After all the
detail was discussed, walt disney decided to work with
Pixar by providing the budget to create 3 full-length
animations with Pixar handling all the production. This
was the point when the firs full-length animation was
created woth John Lasseter as the representative of the
creative artist and Ed Catmull’s team a representative for
the production technology and walt disney as the
representative for the budgeting.

CONCLUSION

The creation of Toy Story showed that the
technology m the hands of Catmull would not be much of
a benefit if there were no creative tools and the ability to
produce and increase the ability by many folds. When the
budget input was added as the last input that completed
the 3 required inputs which are artists, budget and
technology which are the same inpt as the creation of the
Thai animation.
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Abstract: Induction motor 1s the driving tool needed by the mdustry but has the drawback that 13 difficult
speed control for induction motor analysis many experimental methods that can be used to describe the plant
that resulted in the control engineer must choose the right model at the time of open loop, hence, need to be
analyzed on when close loop with hybrid SMC and PID. Based on the simulation shows the Harriot and Smith
method when given the controller does not have a significant difference when reaching the desired setpomt,
the Harriot Model has a faster setling time of 2.864 sec and the Smith Model has the ability to overcome the
more robust interference that is overshoot in the first area of 0.02%, the second 0.03% and third 0.07% without
steady state error. In this case on the control with the Harriot and Smith Models depending on the design of

the controller.

Key words: Induction motors, rotational speed (RPM), SMC hybrid, PID, Harriot and Smith Models, design

INTRODUCTION

Induction motor 1s the most motor found n mdustry
when compared with other motor. This i1s due to the
advantages of induction motor. Among its supremacy is
1ts simple construction part, its mechanical robustness, its
relatively cheap price and does not require complex
maintenance and can also be directly connected to the
Alternating  Current  (AC) (Utoro  and
Pramudijanto, 2014).

But in addition to the advantages of induction motor,

resources

not apart from the weaknesses it has. Among the
disadvantages 1s the difficulty of adjusting the speed of
this motor because the characteristics of the motor
Induction itself 1s not linear, consequently unable to
maintain the speed when the load increases. In order
to get a good performance and in accordance with
the setpoint provided on the motor mduction when
performing the operation required a controller that is able
to make the motor induction becomes more robust against
the disruption given (Nofendra, 2009).

To analyze the behavior of the system is done by
simulation but the plant must be changed mto
mathematical form, one way to get the transfer function is
by experimental method. Many forms of experimental
methods are used to describe actual system behavior but

the weakness of the experimental method has different
accuracy levels for each method in an open loop situation,
s0, 1t 1s necessary to test and get the exact method that
works with the actual plant. In this case each method must
have an equivalent capability in describing a plant
therefore it 1s necessary to analyze on each method used
by providing the right controller and a strong controller
or able to follow the plant and able to overcome
Interference at the time of controlling the speed of three
phase induction motor.

Although, the method for describing the plant is
different at the time of the open loop but needs to be done
close loop analysis by using a sturdy controller. One
of the controllers that is able to overcome the
parameter uncertainty 15 Slidng Mode Control
(SMC). This controller has the advantage that 1s
strong and able to work on non-linear system that is a
system that has
(Nofendra, 2009).

The SMC controller has a disadvantage that lies in
uninterrupted chattering that can lead to overshoots, one

uncertainty model or parameter

controlling handler capable of eliminating overshoot is a
PID controller. In this research the method used latzel and
Smith method with hybrid controller SMC-PID is expected
to overcome the experimental method and the disturbance
given.
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MATERIALS AND METHODS

In this research, there are several stages which writer
do in experimental method analysis at speed of induction
motor by using hybrid SMC and PID controller which is
done using MATLAB R2013a application.

Three fasa induction motor modeling: This induced
induction pad is tested in an open loop and then the
result of the plant response read by the rotary encoder is
displayed on the computer through the data acquisition
process with Mitsubishi PLC (Utoro and Pramudijanto,
2014). Afier that onc sample was applied to an
experimental model based on an international research
paper written by Jean-Jacques and Li (1991). The results
of identification as follows:

The Harriot method (Utoro and Pramudijanto, 2014): In
Fig. 1. known input signal X_ = 1000 rpm and output
response Y, = 999.366548, so that. the value obtained
K=Y /X_=0.991366548. Searchable value Ty, T,;,+T;, On
equals:

173
T T :]_.; ()

Based on Fig. 2-5. we get t73 value. By trial and error
method is 4.8136998s:

_ 4.8136998s

T
HI H2
l.

= 3.702846s (2)

Substituted into the equation and obtained:

| 37028465

i

= 1.851423 (3)

&

So, we get the value of v, from ¢, in Fig. 1 using trial
and error method that is v, = 290 and can be determined
vi/v. = 0.292. Furthermore. from Harriot curve got the
value of the equation Tt,,/7,,+7,, is 0.7199999. And
substituted the value of t,,/1,,+Ty,. so that. the value
obtained t,;, and T,,. so that. the transfer function is
obtained:

0.991366548 4

2.76415201s°+3.702846s+1

G}I ® =

Smith’s method (Utoro and Pramudijanto, 2014):
Given input signal X, = 1000 rpm and output
response Y, = 999.366548. So. we get the value
of K= YJ/X, = 0991366548 which will be included
in Eq. 14. Figure 2 obtained:

1000 e =
900
800
T00
600
500 |
400
300 |'|
200 [/
100
0'; A i 1 i i A L i
0 5 10 15 20 25 30 35 40 45 50

Original response

Values

Fig. 1: Step response of three phase induction motor at
time ti and 173 (Utoro and Pramudijanto. 2014)
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Fig. 2: Harriot curve (Ali, 2004)
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Fig. 3: Response identifies the model approach with
Harriot and Smith methods

L 12 _ o0 )
te 422

In Fig. 6. the Smith curve 1. 0.291 =194 { and got the
value. And in Fig. 7. the Smith curve 1 is obtained: t,,/t =
3.14. sechingga T =4.22/1.23 = 4.43:
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Fig. 6: Comparison of methods in achieving the desired
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6
Ty, = (3.431.94)13 341947 11) = (6)
6.6542+5.70 = 12.3542s
Ty, = T (C,Z'*‘l)
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Ty = (3.431.94+3.34/(1.94° +1) =

6.6542+5.70 = 12.3542s
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Fig. 7. Comparison of models in overcoming control
signal mterference

Table 2: Comparison of model approach method

Methods Mathematical model ISE
Harriot 0.991366548/(2.76415+3.70285+1) 2.253
Smith 0.991366548/(11.73255°+13.3s+1) 7.194
So, the following transfer function is obtained:
0.991366548
G (S) = (8)

(11.73255%+13 35+1)

Table 1 got the identification response model in
Fig. 3.

Design of SMC controller for SMC controllers: Transfer
function at minimal load will be exemplified as fixed
variable to make it easier in designing the controller, so
that, the function of conductor of plant is determined by
the following equation:

Y3) K

R ©
U(s) as“+bs+l

G(S)
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Where:
k=0.991367
a =2.644152
b =3.702846
c=1

The transfer fumction can be presented m the
form of a differential equation, assuming the iutial
value is O:

ay+by+ey = Ku — ay = -by-cy+Ku

Defined:
X, =YX =V=X, (10)
X, =y o¥=%, (11)
and found:
g = -2x,-Cx+Xu (12)
a‘a a

Then the error signal 15 taken as state variable:
X =e—X =e=X, (13)
X, =% =& (14)
The equation on the error signal 1s expressed:

e =1y (15)
And got:
X =e=Ty>=TIX (16)

Because the system is a regulator then obtained:

X=X, =I-y V=% (17)
X=X =y oy =%

Substitute Eq. 17 and 18 1 Eq. 13, so that:

X, = -le-E(Y—XI)JrEu (18)
a a a
%, =-2x Sx +Ky (19)
a " a a

So, we get satate-space equation:

% 0 1 < 0

{- 1:| ) © b { 1:|+ k (20)
X, = =X, =
d a a

Defined a glide surface:

6,=0
S(%,+%,) =0

Then, we can find equivalence control signal with
assumption Un = O:

Xﬁ[-bxz—cxﬁrkUj—O

a a a
b k
_EX1+[1__jX2__Ueq =0 20
a a a
_-cx, t(a-b)x,
"k

Having found the equivalent control signal can be
searched natural control signal:

G, = Xﬁ(-bxz-cxﬁkU}

d d d
b k
Gs _X2+[__X2_EX1+_(ch+Un)} (22)
d d d
GS = -EUH
a

Based on the stability requirements lyapunov in Eq. 19
then selected:
C-TS = _EUH
a

-n. sign(g) = —EUn (23)
a

U, = En.sat (o)
X

where, 10 (constant positive). Thus, Eq. 18 and 20 are
conwverted to block simulink as follows. InFig. 4, it1s
the result of modeling design on SMC control using
Simulink MATLAB R2013a.

Design of PID controller: Once designed the SMC
controller 1s then designed PID controller which will be
combined. Based on the general form of PID controller in
the following Eq. 5:

u(t) =K e(t)+K; j'e(t)dtﬂ( . % (24)

Then the block diagram of the PID controller is
shown in Fig. 5. InFig. 5, it is a common form of modeling
in PID control that is in Eq. 21 which is converted into
blocks using Simulink MATLAB R2013a.
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RESULTS AND DISCUSSION

Results and analyzes were based on response time
(Ogata, 1996).

Comparison of models in achieving setpoints using
hybrid SMC and PID: After getting the model response in
the state of the open loop then do the control in a close
loop on Harriot and Smith Models. On the issue of tuning
control parameters are given with different values on each
model. The response result with hybrid controller SMC
and PID 1s shown in Fig. 6.

InFig. 6, the response analysis shows the Harriot and
Smith models are able to reach the desired setpoint
quickly and have no significant difference when reaching
the setpoint in a close loop state or when given a hybrid
controller SMC and PID with the timing setling of Harriot
2.864 sec and steady state error 0% while on the Smith
Model has a set tume of 2.89 sec and a steady state error
0%.

Comparison of models with interference: After Harriot
and Smith Models were tested using SMC and PID
hybrid controllers, each model was then given a
disturbance of control signals in the first region
at 13-15 sec with one reinforcement, the second at
20-22 sec with twice the reinforcement and a third area at
35-37 sec with three reinforcements. The simulation
results shown in Fig. 7.

Based on Fig. 7, when disturbed in the first and
second areas the Harriot Model has an overshoot on the
first region of 0.11%, both 0.34% and the third 0.56% while
in the Smith Model having overshoot on the first 0.02%,
the second 0.03% and the third 0.07% without steady
state error.

CONCLUSION

Based on tune response analysis obtamed: m the
simulation results show the Harriot and Smith methods
when given the hybrid SMC and PID controllers have no
signmficant difference when reaching the desired setpoint.
At the time of simulation Harriot Model have faster time
that is time of 2.864 sec setting and 0% steady state error
but Smith Model is more solid in overcoming overshoot
interference at first area 0.02%, second 0.03% and third
0.07% without steady error state.

Overall experimental method with Harriot and Smith
Model can be used in describmg a plant well in
controlling the speed of the induction motor, in this case
on the control of Harmmot and Smith’s three phase
induction motors depends on the design of the
controller.
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Abstract: This study aims to explain the nfluence of leadership on employee job satisfaction. The analysis was
performed using Structural Equation Modeling (SEM) with alpha 5% to test the significance of research
variables. Data obtained from permanent employees of PT KIMA are determined as samples based on cluster

random sampling techmique. Data collection also uses questionnaires (as the mam instrument), interviews,

observations and documentation. The result of analysis (at the 5% level of significance) shows that leadership
has a significant effect on job satisfaction in PT KIMA Sul sel.
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questionnaires

INTRODUCTION

Growth and development of a work orgamzation
leadershup of the

satisfaction and

separated from the
in  maintaining the

cannot be
organization
performance of employees to remain loyal. The aspects of
leadership, satisfaction and performance are imderstood
by the management that the three are closely related in
determining the achievement of organizational goals.
According to Alimuddin (2002), Miftah (2007) and
Hadari and Martini (2004) an orgamzation needs effective
leaders who have the ability to influence the performance
of subordinates to achieve organizational goals. The
existence of influence between leadership and job
satisfaction 1s evidenced by Seno efr al (2011),
Fatima ef al. (2011) and Ghafoor et al. (2011) when their
research proving that leadership has a strong influence on
job satisfaction. Meanwhile, the influence of leadership
on employee performance, Totok (2013) and Gary (2007)
states that if the leader 1s able to apply the nght
leadership, the employee then will satisfied and ultimately
affect its performance goes better.

Leadership style 1s the norm of behavior used by a
person when he trying to influence the behavior of others
(Suranta, 2002). Leadership style is a leader who able to
improve employee performance and appropriate to the
situation and condition of the company, flexible to adapt
the environment of his subordiates. Therefore, when the

employees satisfied with the leadership style of the
company where they worl, the employee’s performance
will increase. The attitude and leadership behavior are
very influence on employee performance i the company.
Hence, the purpose of this study is to test and analyze the
influence of leadership variables on employee’s job
satisfaction of KIMA Company m Sul-sel. The results of
this research are expected to give consideration for the
company’s management in its policy, decision and
business development program.

Theoretical framework
Job satisfaction: Job satisfaction is an individual
orientation that affects the role in work. Job satisfaction
15 the judgment, feelings or attitudes of a person or
employee towards s work and relationslups with the
worl environment, type of work, compensation, social
relations at work and others. Job satisfaction is the
fulfillment of some wants and needs through work or
work activities. Each individual has a different level
of job satisfaction in accordance with the wvalue
system that applies to them. Job satisfaction is a
pleasant emotional attitude and job devotion. There
are five determinants of job satisfaction or called
Tob Descriptive Index (JDI) according to Luthans and
Spector in Robbins, such as the job itself, salary,
promotion opportunity, supervisor and co-workers. While
according to Mangkunegara (2000) some of the variables

Corresponding Author: Bayu Taufig Possuma,Universiti Malaysia Terengganu, Terengganu, Malaysia
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Fig. 1: The structural equation model

related to job satisfaction are: turnover, absenteeism
(absenteeism) level, age, job level and orgamzation
size.

Leadership style: Leadership 1s a process of nfluencing
others to achieve certain goals (Hughes et al., 2002). In
the business framework a manager 1s a leader when he
able to mfluence subordinates, co-workers or even their
bosses to manage their efforts toward the achievement
of organizational goals. The process of motivating,
influencing and directing subordinates is not an easy task
for leaders. Not easy, smce, each subordmate has
different characteristics. Thus, m order a leader can be
easy to motivate, influence and direct subordinates,
the leaders in applying leadership style must first
understand who subordmmates, understand the strengths
and weaknesses of subordinates and understand how to
harness the power of subordinate to compensate for the
their weakness. The right leadership style will cause a
person’s motivation to perform. According to Hadari
(2008), the style of leadership defined as the behavior or
manner chosen and used by the leader in influencing
the thoughts, feelings, attitudes and behavior of members
or subordinates of the orgamization. Refer to the
situation leadership style according to Sondang (2002)
there are five types: the autocratic leader, militaristic
type, paternalistic leader, a charismatic leader and the
democratic leaders. While according to Stephen (2008) the
leadership styles are charismatic style, transactional style,
transformational style and visionary style. To achieve
company goals a leader must have the ability to motivate,
influence and direct his employees. The leader must have
a leadership style that is appropriate to the situation and
condition of the company in managing its employees and
will encourage employees to work more eager in carrying
out duties and obligations. The better the leadership style
of a leader, the better employee performance will ncrease.
Hence, the theoretical framework of thus research 1s shown
mFig 1.

MATERIALS AND METHODS

Data analysis method: This study aims to examine the
influence of leadership on job satisfaction by using a
quantitative approach. The data needed to perform

hypothesis testing analysis is obtained from the field
survey at the research site. The data collected by
using questionnaires and nterview mstruments to the
respondents. Respondent perception data then assessed
by using Likert scale, therefore, the perception can be
analyzed quantitatively. The techmcal data analysis
using Structural Equation Model (SEM) which will be
connected between exogenous and endogenous
variables. To ensure the model is made correctly and the
results are valid, a testing process is required. The
structural equation model for exogenous and endogeneus
seen as in Fig. 2.

Validity and reliability tests are also performed to
ensure that each question is classified on each of the
predefined variables. Questionnaires that have been
compiled, tested by giving a question to a group of
respondents with the aim to know the extent to which the
measuring mstrument has the validity and reliability. Valid
and reliable instruments are the main requirement to
obtain valid and reliable results. The validity of a
measurement scale can be defined as “the extent to which
the difference between the observed scale scores shows
the actual difference between the object/respondent on
the measured characteristics and not because of a
systematic or random error”. The validity of an item can
be determined by comparing the correlation index of
product moment with its probability value if the items are
not correlated significantly at 5% significant level, then
the mstrument 1s declared failed. To test the validity, then
correlation formula of product moment 1s used.

Leadership has a direct sigmficant positive effect on
job satisfaction with p = 0.000<0.10 with coefficient value
of 0.359. This positive coefficient sign indicates that the
existence of good leadership will make employees
satisfied with his work. Employees who work in the
Industrial Area of Makassar Sul-sel feel fit with the
leadership because the leaders have good communication
and provide nstructions in accordance with what 1s
desired by the leader. The employees feel happy to follow
the wishes of leadership. Since, the leaders continually
provide improvement suggestions in wise manner, the
employees feel satisfied over the leadership behavior.
Instead leaders feel happy to employees because they
remain obedient to the wishes of leadership. The value of
regression coefficients between leadership style variables
and job satisfaction as endogenous variables gives the
highest result compared to other relationships, reinforces
the finding that leadership style in KIMA company has
succeeded in creating job satisfaction although the type
of leadership style applied 1s based on the result
orientation style.
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Fig. 2: The measuring mstrument
RESULTS AND DISCUSSION

The result of SEM analysis presented m Table 1
above also produces coefficient of direct influence of
leadership variable on employee work satisfaction ecual
to 0.359. The coefficient of direct mfluence i1s marked
positive which means that the applied leadership model
will have a positive effect on employee job satisfaction.
To answer the problem formulation and hypothesis can be
observed from the results of path goal analysis in
Table 1. The table shows that leadershup (X1) has a
positive and significant effect on job satisfaction (Y1).
This result is proved by the value of t count (critical ratio)
is less than the table (4.700>1.96) and the probability
value or p = 0.000 value 1s smaller than 0.10. The results of
this study remforced by the theory of Miller et al. showed
that leadershup style has a positive relationship to
employee job satisfaction. The dominant indicators in
leadership style variables are directive behaviors with
leader statement items always provide specific guidance
to worker to coordinate work, mstruct worker to set time
and to follow the rules mn their work procedures. The
dominant indicator m job satisfaction is the opportumty
to move forward with the statement item, the company will
give promotion to the successful employees.

0.36
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Table 1: Loading factor correlation between job satisfaction and leadership
Correlation between variables Est SE CR p-value Ket
Job satisfaction Y1 <-- Leadeship X1 0.370 0.079 4.700 ##* Sig.

Tob satisfaction of KIMA employees is achieved
because the leaders have competence in performing their
leadership duties, have the ability to make good planning
and decision making and consequently in applying the
applicable worlk regulations indicated by giving sanction
for employees who violate the discipline/regulation
applicable. Conditions based on personal qualities and
administrative actions by the employer lead to employee
job satisfaction and employees feel that supervision
and assessment of employees has been done fairly,
assignments by the leadershup have been made on the
basis of the competence of each employee as well as the
policies and regulations Enacted firmly and fairly by the
leadership of KIMA company. Conditions m which the
leadership emphasizes the importance of togetherness in
completing the task and always create a harmonious
relationship with its employees also has created employee
job satisfaction on team work management in the working
group of KIMA company. These findings support the
results of research by Gary (2005) and Pierce and
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Newstrom (2006) which suggest that the behavior of a
leader can influence satisfaction from employees and
support the leadership theory which can generate job
satisfaction outcomes and also support the research
results by Challagalla and Shervani (2006) which states
that leadership has a significant effect on employee job
satisfaction.

These findings also reinforce the research finding by
Gruenberg which shows that the close and mutual
relationship between colleagues and supervisors is very
mnportant and have a strong correlation with job
satisfaction and type of work. One of the factors causing
job dissatisfaction is the nature of the supervisor who is
unwilling to hear the workers complaints and not willing
to help if necessary. This 13 evidenced by Blakely in
which workers who receive awards from supervisors are
more satisfied than those assessed by themselves, but
overly restrictive supervision will lead to lower
satisfaction levels.

Basically, the finding of this study 1s accordance with
the theory forwarded by Siagian, Miftah (2007) and
Robbins. Moreover, Stonner and Freeman unveiled a
leadership approach as developed by Hersey and
Blanchard which 1s outlining how leaders should adjust
their leadership style in response to a desire to succeed in
their work, the experience, abilities and willing of
employees.

From descriptive statistics side the analysis also
indicate that the role of leadership participation style is
still a dominant indicator to form leadership variables as
seen from high mean values compared with other
indicators. This mdication proves that the role of leader
who can be a role model is expected to improve work
performance because the employee will always supports
the policy of leader and this will be better because it is
supported by situation where employees are involved and
feel appreciated, until arises sense of ownership where
employees willing to work with sincerity and maximum.

Based on the results of mterviews on some
employees and the facts n the area of research indicate
that employees who work in the Industrial Area of
Makassar (KIMA company) feel that with listening
leadership style, rely on improvements in performance and
leadership that always gives trust to his employee 15 a
type of leadership that can bring job satisfaction
employees. This fact confirms that although, theoretically,
Path Goal's leadership theory which developed by Evan
and House 1s believed by the researcher to be fully
applicable to Makassar Industrial Zone, it is only the
principle of achievement oriented that is adopted
perfectly in this study. Empirical facts in this study that
employees do not like dictated by managers because they

feel that leadership participation model is more effective
and employees are eager to be involved in decision
making. With achievement orientation leadership model,
employees will feel more happy and can lead to the
realization of job satisfaction.

The findings of this study are as well as in line with
the research conducted by Mine Sancar which states that
leadership behaviors of school principals mn relation to
teacher job satisfaction in North Cyprus, procedia social
behavioral sciences (leadershup behavior toward the
principle of school relations with teacher’s satisfaction
i North Cyprus). Factors studied were school
principals, leadership, behaviors, consideration, initation
of structures and job satisfaction with the number of
respondents 599 from population amounted to 2200
people. The method used 1s multiple regression and the
most influential variable is job satisfaction.

The differences of research findings cccurred due to
several factors including the different research area, where
Brahmasari and Suprayetno conduct research on PT . Pei
Hai Internanational Wiratama Indonesia with a population
of 1737 employees and 325 samples of people with various
and different the character of respondents and indicator
variables. The same leadership style indicator was used,
where the indicator of satisfaction variables is the
compensation, working conditions, administrative system
and policy in opportunity to develop. In other side, this
research 135 done on manufacturing busmess 1 Makassar
Industrial area with the population of 10.319 and 450
respondents. The mdicators of leadership style used the
same but the indicators of satisfaction used are the job
description, job actualization, supervision, opportunity to
advance level, salary and compensation

CONCLUSION

The finding of thuis research shows that leadership
style has positive and significant effect to employee job
satisfaction, means that the result of the implementation
of managerial activity of leadership 1s positive in
organization because the higher implementation of
leadership managerial activity will affect the continuous
improvement of employee performance. The development
theory model as reflected in this research is the answer to
the problem formulation. Leadership and human resource
development are relevant to the 1ssues on how to unprove
job satisfaction and employee performance. Thus, the
relationship of influence between research variables 1s a
simplification model of the complexity of phenomenon
of job satisfaction and employee performance. Hence,
this research model can be regarded as one of problem
solving models in a management or human resources
research.

4979



J. Eng. Applied Sci., 13 (13): 4976-4980, 2018

REFERENCES

Alimuddin, 2002. [Effect of leadership style on
performance of employees of regional supervisory
board of Makassar city]. Master Thesis, Gadjah
Mada University, Yogyakarta, Indonesia. (In
Indonesian)

Challagalla, N.G. and A.T. Shervani, 2006. Dimensional
and type of supervisory control: Effect on
sallesperson performance and satisfaction. T
Marketing, 60: 89-105.

Fatima, B., U. Ahmad and N. Asvir, 2011. Effect of
transformational leadership on employees’ job
satisfaction and organizational commitment in
banking sector of Lahore (Pakistan). Intl. J. Bus.
Social Sci., 2: 261-267.

Gary, Y., 2007. [Leadership in Organizations]. 5th
Edn.,, PT. Gramedia, Jakarta, Indonesia, (In
Indonesian).

Ghatoor, A., TM. Qureshi, M.A. Khan and 3.T. Hyjaz,
2011.  Transformational  leadership, employee
engagement and performance: Mediating effect of
psychological ownership. Afr. J. Bus. Manage., 5:
7301-7403.

Hadari, N. and H.M. Martini, 2004. [Effective Leadership].
Universitas Gadjah Mada, Yogyalarta, Indonesia, (In
Indonesian).

Hadari, N., 2008. [Human Resource Plammmng for a
Competitive Profit Organization]. UGM Press,
Yogyakarta, Indonesia, (In Indonesian).

Hughes, RIL., R.C. Ginnett and G.J. Curphy, 2002.
Leadership: Enhancing the Tessons of Hxperience.
MeGraw-Hill, New York, USA., ISBN:9780071123600,
Pages: 604.

Mangkunegara, 2000. [Human Resource Management
Company]. PT. Ghalia Indonesia Printing, Bogor,
Indonesia, (In Indonesia).

Miftah, T., 2007. [Organizational Performance: Basic
Concepts and their Applications]. Rajawali Press,
Takarta, Indonesia, (Tn Tndonesian).

Pierce, L. and I W. Newstrom, 2006. Leaders and the
Leadership Process: Readings, Self Assessments and
Applications. McGraw-Hill, New York, USA...

Seno, A, A.T. Eka, Idrus and Djumahir, 2011. The
influence of leadership style, orgamzational culture,
motivation, program of traiming on performance and
job satisfaction of employees at PT. Telkom TBK
Pekanbaru. J. Appl. Manage., 9: 1-1.

Sondang, P.3., 2002. [Human Resource Management].
Bumi Aksara, Jakarta, Indonesia, (In Indonesian).
Stephen, P.R., 2008. [Organizational Behavior]. 10th Edn.,
PT Indeks Publisher, Klaten, Indonesia, (In

Indonesian).

Suranta, 5., 2002. [The mnpact of employee motivation on
the relation between leadership style with employee
performance of business companies]. Empirical, 15:
116-138.

Totok, 3., 2013. [Effect of leadership style on employee
performance at KPRI Bima Jaya Pasuruan (In
Indonesian)]. I. Appl. Manage., Vol. 7.

4980



Tournal of Engineering and Applied Sciences 13 (13): 4981-4986, 2018

ISSN: 1816-949%
© Medwell Journals, 2018

Intelligent Parking System using Circle Hough Transform

'Ajay Kamath and °R. Swarnalatha
"Department of EIE,
"Department of EEE, BITS-Pilani, Dubai Campus, Dubai, UAE

Abstract: Tmage processing is the science of extracting vital information from an image like edges, color
distribution, ete. This information can be used as for analysis and also as a feedback to control many processes.
This study gives an insight of how mmage processing can be used to control crowding of vehicles in a parking
lot and compares this system to current smart systems already in place in terms of efficiency and feasibility. A
new method to achieve the aforementioned goals involves a slight alteration to the appearance of parking
spaces, thus, streamlining the algorithm for a faster detection without a heavy load on computing power. The
different algonthms that are the focal point for this study are: canmy edge detection and circle hough transform.

Key words: Image processing, manipulation, hough transform, circle, parking system, computing

INTRODUCTION

Let us begin with comparing the application at hand
as an analogy of a control system with a feedbacl. This
study starts with this basic idea as a foundation and then
builds up on this idea to solve a practical challenge.
(Davies, 2000).

The basic elements of process control involves a
desired set point, a controller to correct errors in result
and a feedback loop that provides the current output to
the controller. The feedback is for comparison of the
current output with the desired set point. The controller
then gives the control signal to an actuator, so as to
mfluence the output and correct the error (Davies, 2000
Arora et al., 2008).

Image processing 1s the science of mampulation of
digital pictures and analysis of these digital pictures to
obtain numeric results for further computations. Image
processing is a field with vast number of applications
ranging from artificial intelligence, robotics to security
systems.

A feedback loop comprises of a sensor to sense the
variable in question and a transducer converts it to a
usable signal which is understandable by the controller.
These sensors are usually designed with a specific goal
i mind and often their use cannot be expanded to other
purposes. This is where image processing comes into the
picture. Modern day digital cameras are equipments
designed to capture digital images which are an array of
numeric data. This data can be processed to provide
information for vital feedbacks. Here, cameras are acting
as a sensor for the required feedback with the added
advantage of expansion to other purposes.

Literature review

Data and information from images: An image mitially
begins as a capture of an amray of data from the
environment. Digital images a two
dimensional array of data. Each element of the array is
called pixel. Displaying these pixels mn the mtended two
dimensional order is what gives us a final image we
can see and understand. The size of the aforementioned
array 1s what gives the size of the mmage. For
example, an image with a resolution of 1920x1080 1s
basically a two dimensional array of pixels with 1920 rows
and 1080 columns (Lew, 2001).

Now this image that has been captured, doesn’t have
any information that the computer can understand. Thus,
this mnage undergoes umage processing and then the
algorithms return values that can be used by the computer
for further calculations. These values returned that can be
used 1s termed as the information extracted from the array
of data (Lew, 2001). This is the basic theory that comes in
handy for cameras being used for artificial intelligence and
automation.

are stored as

Edge detection algorithms: Edge detection is a major
section of innovation in the field of image processing.
As the name suggests, edge detection involves detection
of the boundaries mn an image, so as to distinguish
and analyze the objects that can be seen in an image.
These algorithms work on the principle of marking
discontimuties in the colors and output levels of the
image while the algorithm does an overall scan of the
image (Kaur and Kaur, 2016).

Edge detection is widely used to feed information
extracted from processed mmages to neural networks
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engines to help develop artificial intelligence and to
develop an artificial understanding of the world
around us to computers. It works by marking the
areas of discontinmties of in brightness and colors in the
image.

The most common edge detection algorithm in
use 18 carmy edge detection (Kaur and Kaur, 2016). It
15 a multi-stage algorithm which involves the followimng
steps.

Application of a Gaussian filter: This step serves two
purposes. Firstly, it reduces the overall noise present in
the image. Edge detection algorithms are very sensitive to
noise in the image. There is a possibility that the small
specks that appear as noise can be detected as tiny
objects resulting in erroneous edge detection. Secondly,
it gives the sharp object edges a gradient fading towards
the background which is the basic principle on which
cammy detection works (Cope and Rockett, 2000).

Finding intensity gradient of the image: This step
passes the image through a sobel kernel which is a
preliminary detection of the edges. The basic logic
behind this 1s that the gradients caused by the gaussian
filter 1s always literally perpendicular to the edge of the
object.

Non-maximum suppression: This stage removes the
unwanted pixels that may have a gradient and was marked
as an object.

Hysteresis thresholding: This passes the image through
two threshold values that gives sharper edges resulting
in a high clarity result.

Hough transform: Hough transform 1s a process for
extracting features which 15 used in digital image
processing and image analysis. This process is used to
find instances of objects within a specific class of shapes
using a voting procedure (Wang and Chen, 2009).

The classical hough transform was used to mark and
position lines in the image. But now it is being used to
mark shapes like circles and ellipses. This brings us to
Circle Hough Transform (CHT). CHT 1s a variation of
hough transform used to detect circular objects
within a digital image. The circles are detected by the
aforementioned “Voting” procedure in hough parameter
space and then picking out the local maxima m an
accumulator matrix. On a cartesian plane, a circle 1s
represented by the following equation:

(ea)+(y-b) = 1

@ (b)

Fig. 1: Example of hough transform beng performed on
an image: a) Original and b) Hough parameter
space

Where:
%,y = Pomts on the cartesian plane
a, b = Coordinates of the center of the circle

3]

r’ = The radius of the circle

The concept of circle hough transform revolves
around the above mentioned equation. An additional
feature used in circle hough transform is edge detection
(Chai et al., 2014).

Take a sample mmage with a circle m Fig. 1a. Consider
4 pomts, marked on the circle m white as shown on the
circle. Note that the radius of the circle is assumed to be
known for this example. For each of the marked
points (%, v) on the shown circle, define another circle with
the marked pomts as the centers and radius r. This forms
the hough parameter space as Fig. 1b.

This is where the accumulator matrix comes into play.
The accumulator matrix 1s used to track all the peoints in
the Hough parameter space where an intersection occurs.
From here, the local maxima point can be found (marked in
red) in the Hough parameter space. The position (a, b) of
this marked mexima 15 the center of the ongmal circle
(Chai et al., 2014).

This algorithm can then be extrapolated and used to
find multiple circles within a radius range. This
extrapolation of hough transform 13 what will be used in
the application of image processing to control crowding
in a parking lot.

MATERIALS AND METHODS

Overview: One everyday example of automation where
image processing can be applied is to control crowding of
vehicles in a parking lot (Banerjee ef al., 2011).
Currently, every mall m Dubai and many around the
world have systematic parking monitoring systems in
place. These systems help the motorists entering those
respective parkings to be able to find parking spots for
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their vehicles with ease. Tt helps them to avoid areas
if the system returns that the area has no current free
spaces.

In more advanced systems such as the ones n place
in the city center malls and also in Dubai Mall, an
ultrasonic sensor above each parking space which detects
the presence of a sizable object in that respective space,
i this case, a car. Now 1n the event of a car already
present, it will signify this using an LED which turns from
green (when empty) to red (when occupied). Before
entering the row of parkings, a motorists can take a quick
scan of the row and try to spot a green light before
advancing into said row. An added feature is that the
simple boolean data from all sensors are sent to a central
system for monitoring and thus that will display the
number of parkings open 1n that parking lot, thus, giving
an overall density of the crowd in the lot (Sun et al,
2015).

The disadvantages of the above-mentioned system
15 that there 1s a large amount of complexities in the
installation of such a system. Considering the capacities
of a large mall like Dubai Mall with over thousands of
parking spaces, installing a sensor over each parking
space 1s a huge and time intensive process.

The solution for this disadvantage 1s to use image
processing and cameras to monitor the parking lot. This
reduces the complexity of installation as one camera can
serve to monitor a whole area of the parking lot. The
salient feature here being that most parking lots of
commercial complexes have cameras in place for security
and surveillance. Tt will be just a matter of calibrating
these cameras, acquiring these images and posting them
to the program which will process the image and return
the number of spots available to incoming motorists.

The advantage of this system is that it serves 2 purposes:
one, as a convenience for incoming motorists to find
parking spots easily and also, it doubles as a security
system for swveillance. Both of which are necessary for
any commercial complex i todays day and age.

The solution to the above mentioned drawback 1s the
usage of cameras mounted and calibrated in a way to
recognize the difference between empty and occupied
parking spaces (Banerjee et al., 2011).

Setup and calibration: A rig of a parking lot is prepared as
shown in Fig. 2. A green circle is placed within the central
area in a way such that a vehicle occupying the spot in
mention will eclipse the circle from the view of the camera
monitoring the lot (Tung, 2014). The green circle thus, acts
as a marker as to whether the spot is occupied or vacant.
The parking lot rig that has been designed has a total of

Fig. 2: A mimature rig of a parking lot

6 parking space as shown in Fig. 2. Now, once it passes
through the circle hough transform algorithm, the output
image marlks all the green circles visible, counts the
number of green circles, thus, returming the number of
parkings available. This is where circle hough transform
comes into the picture.

Currently, for the algorithm to work at full potential,
the camera has to be placed at an almost vertical, 1.e., 90°
with respect to the plane of the parking lot. This
vertical angle helps in easy detection of the circle. At an
oblique point of view for the camera, the circle will appear
as an ellipse which may cause the algorithm to not
be able to detect the green marker circles on the parking
spaces.

A further extension of this algorithm could be to
expand the circle hough transform algorithm to detect
ellipses to allow for an easier calibration of the camera as
a sensor in this enviromment.

Application of circle hough transform: The green circle
acts as a marker as to whether the spot 1s occupied or
vacant. Simply enough, if a parking space is occupied, the
green circle is not visible.

The parking lot n mention has a total of 6 parking
spaces. Now, once it passes through the algorithm, the
output image marks all the green circles visible, counts the
number of green circles, thus, returning the number of
parkings available.
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This code marks the green circles and stores a matrix
of the respective circle center coordinates in the variable
‘Centers’. Also it stores their respective radu m the
variable ‘radi’. Figure 3 shows the code window in
MATLAB.

@
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Fig. 3: a) The initial image of empty parking lot; b) The
image with a higher contrast and ¢) The green
circles marked in red

RESULTS AND DISCUSSION

Completely empty parking lot: This uses an inage with
a completely empty parking lot and passed to the
algorithm. This step was used as a calibration step, so
that, given a certain camera distance from the surface and
camera angle, we can find the correct radius range for
which the algorithm can find the green circle markers.

Note: The image contrast had to be drastically increased,
so that, when the image is converted to grayscale, the
background tarmac 1s darker than the bright green circle.
This causes a sharper edge for the circle which can be
detected faster and more accurately. Figure 3 shows the
different phases of the image being processed (Fig. 4).

Partially occupied parking lot: This iteration simulates a
situation wherein 3 out of the & parking spaces are
occupied. Once the image of the parking lot 13 passed to
the algorithm, it returmns an image where the green markers
1n the available spots are marked in red and also retums
the correct number of parking spaces available to parls in.
Figure 5 shows the image of the partially occupied parking
lot being processed to show a successful end result
(Fig. 6).

Both the iterations of the experiment have shown
successful results. This proves to be a novel idea with a
mimmum amount of software mamntenance to control
crowding 1n a parking lot.

In the first iteration, “Completely empty parking lot™:
The rig was made with 6 parking slots and none of
them occupied. The script returned an accurate result of
6 parking spaces being empty as seen in the following
image of the command window.

In the iteration, “Parially occupied
parking lot™ 3 spaces out of the 6 on the rig were

second

occupied by vehicles. The seript once again returned the
accurate no. of spaces being empty, i.e., 3 parking spaces

empty.

Improvisation of the algorithm: During the initial few
tests and trials of the experiment. The process would be
to capture the image and directly run it through the

307.7546 602.0011
563.8481 619.5232
188.6184 261,1935
164.4759 616.0548

6 Empty parking spaces
Jy > |

Fig. 4: MATLAB command window showing the number of parking spaces available i the empty parking lot
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(b)

Fig. 5: a) The iutial image; b) The image with a lngher contrast and ¢) The green circles on the empty spaces are marked

inred

Command Window
ircle find
338.1246 513.9701
548.9673 922.0206
132.9968 923.5628

3 Empty parking spaces
fx >>

Fig. 6 MATLAB command window showing the correct number of parking spaces available in a partially occupied

parking lot

algorithm. The problem with those trials was that m a
grayscale image, there wasn’t a clear distinction
between the circular marker and the grey tarmac.
This  yielded whose accuracy was very
dependent on the ambient light. In the event of any
error in angle of light and/or intensity of light the
accuracy of the edge detection would be lowered
sigrificantly.

As you have observed in Fig. 3 and 5, in stage b of
both images, the image goes through a high contrast
filter, so as to give a sigmficant distinction between the
marker and the tarmac once the image is passed on from
the RGB to grayscale domain for the circle hough
transform algorithm. This produced very accurate
results as observed in the iterations of the experiment
and these results were mdependent of the ambient
light as the high contrast filter created a distinction in
itself and brought only bright circular objects into
focus.

results

CONCLUSION

The most optimum method for controlling crowding
in a parking lot is with circle hough transform. This is
where the parking lot 1s designed with a bright green circle
marker on each parking space which gets covered by a
vehicle in that respective parking space. Circle hough
transform method is the most optimum method because
the logic 1s easy to parse and it 1s the least complex to

implement. There i1s a much thinmer margin of error with
this method because of the fact that the algorithm is very
modular.

For further development of this system, it can be
extended to a system where multiple cameras can monitor
multiple areas of a larger parking lot and the data from all
these cameras can be consolidated at one central
computing system. This computing system can then
deploy mumeric results to LED displays at parking lot
entrances to help incoming motorists to find parking
spaces faster. From a practical aspect, the cameras
capturing images should be placed at an angle inside
indoor parking lots which do not provide much vertical
space for a camera to be completely vertical above the
plane of the parking lot. In such a scenario, from the view
point of the camera, the circular marker will appear as an
ellipse. Thus, circle hough transform can be modified to
detect these ellipses.
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Abstract: This study s part of the qualitative dissertation using the data from documentation research,
observations and interviews. The content of this study is a presentation on the current status of Luktung
Mohlum which 1s one of the important terms within this research. The result of the study shows that Luktung
Mohlum n its current status 1s going through an era of adjustment due to moedern commumicating technologies
which 1s the main factor to its broadcast on today’s online society. This had caused the music creators to
manage their broadcast channels, distribution channel and channels to collect royalties. Currently, the direction
of Luktung Mohlum music is the development on the creativity of the music, presenting a more up-to-date
content in responding to the need of the society while considering the values that the consumers hold to
ensure the survival of the music itself. However, one important aspect that 1s still ingrained in Luktung Mohlum
music is that it is still rooted in Tsaan culture using Tsaan dialect in the lyrics and the “waad” (conversational
style of singing) and the use of Tsaan traditional music instruments along with contemporary musical
mstruments which is considered a legacy in the cultural wisdom, poetry, music and had created a beauty in arts
and culture.

Key words: Luktung Mohlum song, current status, Tsaan culture, Tsaan music, arts and culture, dissertation,

communicating

INTRODUCTION

Background and importance of the research: Mohlum is
local art that 1s the most popular and most outstanding of
Isaan, since, the past to the present. The music has
evolved itself until it became Luktung Mohlum. “Rum
Tone™ 1s one component that got integrated into
the Mohlum performance. Historically, during the
Second World War (1938-1944) under General Por
Phibunsonglkhram as the prime minister, Western
Nationalism ideology was supported as a way to make
sure the 1s safe by supporting Rum Tone. It has become
a national policy. Rum Tone was turned into a record and
reach its popularity. Later on, Rum Tone was rearranged
into a new form, incorporating Isaan language as a
lyric and evolved itself mto Luktung Isaan music
(Plangwan and Plangwan, 2014). “Waad” was added to
the TLuktung music and eventually became Luktung
Mohlum music.

Different era for Luktung Mohlum: Luktung Mohlum
music started during the year 1967-1982. The factors that

caused the changes in [saan culture started from the basic
structure in communication and transportation. Because
of this reason, Mohlum Klon artists came into existence
(Suwannawong, 2010). Soon after, Luktung Mohlum
became popular due to the radio stations. This era was the
opening era for the Luktung Mohlum. The Luktung
Mohlum artists during this period were Angkhana
Khunchar singing “Isaan Lum Plern”, Chabaphai Namwai
singing “Lum Plem Chem Yim”, Supap Daoden singing
“Lum Plern Salab Toey”, Phaililn Pornphiboon singing
Lum Klom Toong” and Hongthong Dao-Udon singing
“Hongthong Khanong Lum”.

Flourish era for Luktung Mohlum music was during
1983-1997. An important business was created in the
Luktung Mohlum industry. From producing records going
into a commercial music industry in a capitalist system.
There were competition between this type of music
against the other types such as contemporary Thai music
which has stronger base than Luktung Mohlum. This had
forced the Luktung Mohlum business to have to adjust
itself by becoming more modem (Rachburi, 1994). During
this era, many Lulctung Mohlum artist became well-known
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such as Pornsak Songsaeng singin “Teoy Sao Jun Kung
Kobe”, Chalermphol Malakham singing “Tam Jai Teud
Nong”, Satit Thongchan singing “Pak Grod Jai Kidteung”,
Pimpa Pomsin singing “Namta Mia Sa-UJ", Duenphen
Amnuaypom singing “Sac Na Kaad Rak”, and Siriporn
Amphaiphong singing “Bow Rak See Dum”.

The regressing era for the Luktung Mohlum music
(1998-2007). This 18 the era of music copyrights were
violated which had caused many music company to shut
down. This had brought about many changes due to the
changes in the mformation aspect. It was the internet
communication though social network that had taken over
the audience society. Smartphones (Anonymous, 2007)
which had incorporate the capacities found in computers
cause the regression for the Luktung Mohlum musie. It
was a crisis which required struggle to be able to survive.
The artist who were able to survive were the ones who
were popular and whom the company can launch a full
album for. For new artists, they were required to make
“smgle”. Full album wasn’t an option which had reduce
their opportunity of making a living.

Modern technology, new kind of communications,
and the changes m the economy, social and political
system had created a new form of society and these
processes had also created small broken pieces of the
culture. This includes the changes in the experience
concerning space and tine and new kind of experience,
identity and culture. These conditions had defined the
social and economy base as well as the cultural roots off
Tsaan. The economic system shifted from producing for
self-reliance to producing for the selling. The tradition and
culture as well as the worldview of the audiences ahd
changed. The status and the role of Luktung Mohlum in
the midst of social changes caused Mohlum artists who,
originally were supposed to be passing on the local
knowledge and traditional culture to have to adjust
themselves. From Mohlum Pheun and Mohlum Klon to
Mohlum Pleun, Mohlum Sing and eventually Luktung
Mohlum (Chanthabut and Chuntalu, 2004).

The new society after the Industrial revolution that
connects the world through technology or so-called the
digital age, had created stales, benefits and other things
in the arts and cultural aspects, economy and politics. All
these changes came from the reasons that globalization
affect all of today’s aspect which includes the music
industry. There is a need to study the current status of
Luktung Mohlum with the hope that one day, Luktung
Mohlum will come back with the music adjusted for
survival.

Research objectives: To study the current status of
Luktung Mohlum.

MATERIALS AND METHODS

The goal of this research was to study the current
status of Luktung Mohlum music using secondary source
of data from the related documents and research and the
primary source of data from the population selected for
this research and field visit within Thailand.

This study was conducted with a population of
14 people who have the knowledge, understanding and
are related to the Luktung Mohlum music which mcludes.
The 5 experts governmental experts who are directly
related to the study of Luktung Mohlum music such as
academics, local wise men and leading people in the
Mohlum performances industry. The 6 practitioners which
include the president of the music company, artists, song
writers, chorus editors, musicians and producers.

The 3 related people who are in in direct contact with
the Muhlum music which are producers and music
company CEOs. The tools used for collecting the data are
surveys, observations and interviews.

RESULTS AND DISCUSSION

The current status of Luktung Mohlum music from
2008-2016 is in its adjusting era. In this current status, the
business needs to adjust reduce their mvestments from
when compared with the past. This change affect people
within the industry starting from the artists, the creators,
or the people working behind the scene. Today, Luktung
Mohlum music also needs to adjust its market strategies
at the same time. Apart from the fact that every company
1s focusing on digital downloading, they also make profits
from the copyrights. Additionally, they also bring back
the Luktung Mohlum artists who already have their fan
base which makes it easier than bwlding up a new artist
since they already have fans and are still considered
popular artists. Former Luktung Mohlum artists also
remake their own music. These phenomenon can be
concluded as follows:

The characteristics of current Luktung Mohlum artist:
These are the characteristics of the current Luktung
Mohlum artists:

Older Luktung Mohlum artists were brought back
with the remake of their music and new music that sn’t
necessary Luktung Mohlum in order to create the novelty
amongst the audiences. This kind of things are well
accepted such as the song “Mua Rai Ja Poh™ by
Duenphen Amnuayporn.

Taking the current popular artist to sing old popular
songs or making a remake of the songs by different
artists. This proved to be rather popular such as an album
called “Tam Hoy Isaan™.
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Different kind of music artists such as rock singers
singing a song together with older Luktung Mohlum
singer, singing together in a contemporary music style
with unique composition and chorus and created a sense
of features and exotic for the audiences. This proves to
boost the popularity really rapidly such as the song “Kid
Hod” by Siriporn Amphaiphong and Bodyslam.

Taking old popular songs and recreate the song for
the original Luktung singer to feature with older Luktung
Mohlum smger by adjusting some part of the lyrics and
add additional “klon”. The chorus were al rearranged to
show the assimilation of the loca Isaan music and
contemporary music which increases the song popularity
such as the song “Cha Ting Nong Noi” by Chai
Muangsing and Jintara Poonlarp.

The current characteristics of the song composition:
Today, the music and lyrics are composed n the followimng
manners. Remake of the original music and lyrics sung by
new artists such as “Tam Hoi Isaan” by Grammy Gold
music company, under Grammy. The composition of the
music and lyrics through the integration of different types
of music such as rock music integrated with Lulktung
Mohlum music in order to create a featuring and the
feeling of exotic for the audiences such as the song “Kid
Hod” by Siripom Amphaiphong and Bodyslam.

The melody or “waad” from “lum pleun”, “teuy”,
“lumpaen”, “lulm deun kalasin” and “waad lum deun khon
kaen” are integrated into Luktung music. Some parts of
the music and lyrics were changed and newly composed
“klon™ added to the song such as “Cha Ting Nong Noi”
by Chai Muangsing and Jintara Poonlarp.

Cwrrently, many new blood music composers had
emerged due to the fact that it is the era of change, a
technology and digital age and the age of commumication
which led business of musical mdustty to commercial
song downloading system. This forced the song writers
to have to improve their musical form and lyrics to be
more up-to-date and improve the technology in the music
production to respond to the need of society.

Chorus arrangement in the current Luktung Mohlum
music: The current status of the chorus arrangement in
the Luktung Mohlum music consist of the integration
between rock music and the old Luktung Mohlum music
which resulted in a comtemporary kind of music creating
the featuring and the feeling of exotic to for the audiences
while rapidly mcreasing the popularity such as the song
“Kid Hod” which is an empirical example.

The current status of the Luktung Mohlum music: Tt was
found that m terms of the recording of the current
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songs, a local instruments such as “kan”, “saw”, “pin”,

“ponglang”, “wote” or other contemporary musical
instruments such as saxophone, organ and guitar, were
used i the solo. Some of the instruments were inserted to
as a counter point to the vocals where the musician can
improvise. Many synthetic sounds were also added to
make the music more modern. Most music composers
today have at least the basic knowledge in how to use
computers since many need to have home studio to make
records, make music scores, music demo and using the
computer to fi the bad pomts before the real recording
process happen in the studio.

The current characteristics of the Luktung Mohlum
music production: The cwrent process of music
production needs to consider the creativity of the music
1n order to mcrease its value. There needs to be at least 5
components as follows:

+  Music creation

»  Production

»  Manufacturing

»  Distribution and application management
+  Consumption

Every component, ever group, every relationship,
every connection, all the way to the educational system
that helped polish the skills through orgamzations and
other art supported institutions. The evaluation within
those institution needs to happen to determine the next
round of budget. There needs to be lawyers taking care of
the copyrights, accountants to take care of the income
and expenses, marketing team to analyze and plan. There
needs to be IT people to take care of the computer
systems to manage the information of concerning the
music and other aspect of the company. The point 13 to
create a database to prepare for future recording. The
characteristics of the Luktung Mohlum production is in its
adjusting era. The company had brought back the famous
Luktung Mohlum artists that already have a fan base
which will make 1t easier for the music to be sold
comparing to building up new artist. These famous artists
were brought back to do a remake of their music. These
king of phenomenon can be observed as follows. The
phenomenon of the Luktung Mohluk artist name
“Duenphen Amnuaypom”™ who already have her own fan
base who was brought back to have her music reproduced
as well as making new music. She also sing new style of
songs to create the feeling of exotic for the audience. One
of her popular case is a song called “Mua Rai JTa Por”.

The phenomenon of Luktung Mohlum singer
“Siriporn Amphaiphong” who was brought back to sing
the songs that was made popular in the past by the
original singers such as the song “Tam Hoi Isaan” which
became quite popular.
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The phenomenon of the Luktung Mohlum artist
“Siriporn AMphaiphong Featuring Body Slam” in a song
called “Kid Hod”. This method of bringing artists from
different kind of music style such as Luktung Mohlum
artist and a rock artist is the first phenomenon for Thai
music industry. Bringing artists Siriporn
Amphaiphong who 1s a successful artist with lots of fan
and Bodyslam which 15 a well-known band together was
very successful because of the music composition style
and the chorus arrangement in a contemporary music
style and created a sense of erotic for the listeners. It was
also an integration of local Isaan music culture and a
modern music culture that caused this attempt to be
successful.

The phenomenon of Luktung Mohlum like “Jintara
Phoonlab featuring with an actor/Luktung music
composer Chai Muangsing” in a song “Cha-Ting-Nong-
Noi” after being adapted and some parts of the lyrics
change as well as adding the “klon™ mnto the song which
makes 1t unique and exotic. The chorus was also
rearranged in the Luktung Mohlum song which is an
integration of local culture and a
modern music culture that caused this attempt to be
successful.

Currently, there is a quick advance in technology.
Things that used to be difficult became easy things for
the consumers. The things that used to provide income
for the music company became expenses due to the music
player equipment of the people in this digital age that
plays digital files. CDs that used to be produced
disappeared from the market. Consumers developed that
behavior in consuming free media from smartphones and
computers. Neither the audio nor video files are
generating mcome for the music companies who needs to
find ways to survive by focusing on the big producer
markets for support such as selling tickets for a concert
that consist of multiple artists using the artists to promote
a product or performing concerts. The companies also
make money from collecting copyrights fee from karaoke
bars, pubs, restaurants, TVs, radios and any other ways
that allows them to make income. Although, consumers
are still demanding good quality of music but they
purchase the music less and less. From this phenomenon,
the way to survive for the mid well-known Luktung
Mohlum artists is launching a single to maintain their
reputation while gaining continuous work. Many music
companies and song writers shifted themselves to do
other things. The Luktung Mohlum industry today 1s still
in the adjusting period due to the time that keeps
changing. Many artists and music companies still have
the determination to produce continuous good quality
music by holding on to the hope that the music ndustry

such as

Isaan music

will get better after the adjustment period and the
changing behavior of the consumers. The producers need
to find ways to develop the Luktung Mohlum music to
merease 1its value which can be listed out as the
followings.

Improvement of the artists the CEO and the
producers needs to find and select the screeming and
artist development department as their first priority. They
need to have an screen department that will help improve
the quality of the artists both in the vocal department and
the uniqueness of the artist’s vocal for the performance
and the Mohlum. They need to create their uniqueness in
their costumes, dance, their determination, their patience,
and their pride as Luktung Mohlum artists.

The direction on development n composing Luktung
Mohlum song to create the umqueness for the listeners
needs both the CEO and the producers to setup an screen
department for the song writers in order to get the songs
that meet the needs of the companies as well as increasing
the value. Therefore, the songs composed need to
address the characters of the artists. The songs have to
be composed in the right direction that can create the
uniqueness for the characters. In addition, the content of
the songs need to have the correct prosody, the “waad”
part needs to be correctly composed and the concept of
the songs need to be different and based on the positive
perspective that kept up with the world meidents.

The chorus amrangement of the Luktung Mohlum
song to achieve an outstanding characteristics and the
feeling of exotics for the listeners requires the CEQ and
the producers to setup the screening department for the
arrangers, since, the arrangement of the chorus is the
adjustment of the music and the vocal of the artists to go
in harmony. People who can arrange the chorus need to
have good knowledge in music. Moreover, they have to
have the knowledge in the melody and the “waad” as well
as understanding the nature of every musical instruments
chosen for the songs in order to bring each quality of the
sounds and mix them together in a harmomnious way. The
most important thing 1s that chorus arrangers today need
to have a home studio to prepare the music score or
record a music demo in order to find the bad points in the
songs before the actual recording.

The direcion m developing the musicians for
Luktung Mohlum music ipn order to achieve the
exoticness for the listeners requires the CEQ and the
producers to setup a screening depaertment as the first
step. Since, the recording and the creation of music needs
one main instrument for the solo by using a local
instrument integrated with the contemporary musical
instrument. Therefore, the musicians need to communicate
their emotion to the listeners very clearly. There are many
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technics in the performing as well as the knowledge in the
melody or local music patterns. Producers needs to have
a project to setup a workshop for using computers to
compose music in order to provide the basic knowledge
in the recording,.

Therefore, the current production needs to consider
the creativity for the music in order to create the value
requires 5 components and related people, since, every
component, every group and ever relationship needs to
be connected in order to achieve the success.

CONCLUSION

The current situation of Luktung Mohlum musie, from
2008-2016 was the era of adjustment due to the fact that
the communication technology of social media system
has been playing more roles in the consumption of
information as well as song listening in today. The fact
that humean society commumnicate faster through different
technologies such as the mtemnet, phone and smart
phones, the behavior of the consumers had also changed
a lot compared to the past. This created new forms of
entertainment which changes people’s behavior in
listening to music by listeming to more mp3 songs or
through the internet in stead of buying CDs or cassette
tapes. This had caused the sale of both cassette tapes
and CDs to reduce. Because of this many entrepreneur
began to develop an mterest i digital music more and
more. This source of income had replaced the sales of
cassette tapes and CDs. To maintain the customer base
and their own market share which had caused the
music industry to continue expanding in this digital age
while causing the overall picture of the music industry
smaller.

Once the music industry gets smaller, the budget for
the production also gets smaller which initiate the trend of
artists shifting to different companies. This is also the
same with the people who are working on the background
who weren’t prepared for the changes. These factors
directly affect the people who are working in the music
industry since the producers need to screen for the artists
that the listeners want to hear while the income is no
longer from the sales. The music industry also adjust their
own mvestment to be smaller than the past and when
this change happens, it also affect the people who are
working both front and back stage, the ever changing
Luktung Mohlum artists and the Luktung Mohlum songs
themselves which need to adjust ther marketing
strategies at the same time.

The producers today will need to consider the
creativity of the music to create the added value of the
music which will need 5 components and related people

which are the people involving in the music creation,
production, manufacturing, distribution and application
management and consumption.

Luktung Mohlum music today 1s going through the
era of adjustment due to the communication technology
of social media which plays more role in the consumption
of information as well as the way people are listening to
music today. The fact that human society now have faster
communication through all the technological system and
caused the behavior of the consumers to change
compared to the past. We need to create and develop the
songs in order to aclieve the success by using the
knowledge, the education, the creativity and the
intellectual property to connect with the root of Isaan
traditional culture while using the technology and new
mnovation to develop the Luktung Mohlum music to
create the value. The word “value” here can be
categorized into 2 aspects) the concrete aspect such as
literature language, the melody, the arrangement, the
chorus, the vocal and the performing) the abstract aspect;
the beauty that comes from the lyrics, from the singing,
the performing, the chorus arrangement, the expression of
emotion and the value which means the value in Isaan
culture, legacy of the cultural wisdom which ensure the
income and the survival of the Luktung Mohlum artists.

RECOMMENDATIONS

The modern technology, the new kind of
communication and the changes in the economic, social,
and political system are creating a new kind of society.
These processes are breaking the culture into smaller
cultures which includes the free space and time and also
new characteristics of experience, identity and culture.
These conditions gave a new base to the socio-economy
and culture which goes along with the research by
Chanthabut and Chuntalu (2004) who studied the status
and role of Mohlum amidst the trend of social change: A
case study of Mohlum m Ubonratchathani Province and
provide the explanation that from the production system
that aimed at household consumption to the production
system aimed at selling Tsaan traditions and culture along
with the changing world view of the listeners. Mohlum
artists who used to be people who pass on the local
wisdom and culture now have to adjust themselves in
order to survive from Mohlum Peun to Mohlum Plern to
Mohlum Sing and eventually Luktung Mohlum.

The music industry 1s adjusting in developing their
music for survival which goes along with the structural
functional theory that states that all societies have
different functions and systems for survival. The parts
and the subsystems within the society will work in
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accordance to reach the final goal which is to swvive.
This also includes the ability to adapt or change under
different circumstances to fit n with certain period of time
according to the theory by Radcliffe and Radcliffe (1971).

SUGGESTIONS
The suggestion for further research 1s to study the
development of the T.uktung Mohlum music industry in an
ASEAN level.
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Abstract: Wireless Sensor Network Deployment (WSND) 1s an active research topic. Different approaches have
been effectively developed for WSND. Multi-Objective Evolutionary Algorithms (MOEAs) are regarded as
powerful deployment methods because of thewr adaptive flexibility in effectively searching and providing
mumerous deployment options for the user. In this study, a computationally effective and practically aware
Pareto-based multi-objective evolutionary approach was developed for WSND. On the one hand, the
initialization of the population and crossover operation were modified to obtain solutions that meet the
connectivity constramts and improve the computational aspect for producing the solutions. On the other hand,
a constraint of the dead zone was added to make the deployment practically aware in presence of restricted
areas 1n the Region of Interest (ROI). The approach of the current study was compared with that of Khalesian
and Delavar by generating the values of the lifetime and coverage as the conflicting objectives of the
deployment. Results showed that the developed approach outperforms the previous approach with respect to
these objectives.

Key words: Deployment, Pareto optimization, multi-objective, restricted area, dead zone, lifetime evaluation,
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INTRODUCTION

Wireless Sensor Network (WSN) 18 a technology
developed to address the growing need for the
observation and control of environments. Origmally, the
growth of WSN applications is conducted by military
applications. WSN are currently used in various fields,
such as medicine, environmental risk momnitoring, traffic
control, disaster momtoring and industrial process control
(Debnath et al., 2016) . The various types of sensors as
well as the liunited need for infrastructure, make WSNs
capable of providing continuous measurements in a wide
range of environments for a large variety of applications
(Juul et al., 2015).

A sensor 1s a device capable of sensing objects i an
environment and transforming the data gathered by the
network for processing. Each sensor has a low processing
unit, small data storage, limited battery and limited
coverage and communication ranges (Njova ef af., 2016).
Sensor nodes are distributed in different places and work
together to communicate mformation gathered from a
Region of Interest (ROT) through links that connect them
wirelessly and send this information using multi-hop

commumnication to the base station called sink which
sends the data to the user or to other networks
{Abdollahzadeh and Navimipour, 2016).

WSN deployment is a major step in WSN design and
1s considered a solution for reducing the effects of sensor
limitations (Yick et al., 2008). Efficient deployment of the
sensors is very important in improving coverage area
and prolong lifetime of the network (Juul et al, 2015;
Tsai et al., 2015). Connectivity 1s another critical 1ssue in
designing a sensor network for proper functioning
regardless of diverse situations (Debnath et al., 2016).
One of the major challenges in sensor deployment is
finding a trade-off among the conflicting objectives of the
network, coverage and lifetime under certain connectivity
constraints.

Multi-objective optimization has been used as an
effective mathematical tool for addressing this type of
optimization (Debnath et «l., 2016). Multi-objective
considers several conflicting objectives
simultaneously. In such a case, a set of alternatives with
different trade-offs, called Pareto optimal selutions or
non-dominated solutions generated instead of single
optimal solution.
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In a practical environment, restricted areas such as
rivers, lakes and unsafe areas can block the connectivity
of sensor nodes. Connectivity blocking i1s an important
challenge in WSND (Wahab et al., 2016a, b).

Most of the existing studies on WSN assume that
homogeneous sensors can be deployed anywhere (not
regarding “restricted areas” that exist in practical
situations). Khalesian and Delavar (2016) proposed the
Constrained Pareto-based Multi-objective Evolutionary
Approach (CPMEA) to maximize coverage and mimmize
energy consumption. They also designed a genetic-based
operator which involves crossover and mutation for
ensuring an effective search for optimal solutions.
However, their work not aware for some areas in practical
environments that are not suitable for sensor deployment.
Another criticized aspect of the work by Khalesian and
Delavar (2016) is their design of crossover operation from
the perspective of computational complexity. In this
study, we improve the CPMEA with the followmg
objectives:

+ Make CPMEA a Computationally Effective and
Practically Aware Pareto-based Multi-objective
Evolutionary Approach (CE-PA-PMEA)

¢ Evaluate CE-PA-PMEA and compare it with CPMEA

Literature review: Many researchers have proposed
approaches to enhanced the sensor deployment problem
for monitoring and swveillance in many environments
and to improving networks and their functionalities
(Syarif et al., 2014).

The existence of restricted areas or obstacles in an
ROI may degrade W SN functicnality and these obstacles
may cause loss of comnectivity links between sensor
nodes, thereby causing the network to break down. Wang
and Ssu (2013), proposed a scheme for detecting
obstacles in the ROI by identifying the size and location
of these obstacles using radio umits fitted in each sensor.
The scheme recognizes the obstacles by marking the
sensor nodes around the obstacle boundaries. Jourdan
and de Weck (2004), proposed a multi-objective algorithm
that 13 based on the genetic approach to optiumize W3SN
deployment by providing Pareto-optimal (non-dommated)
solutions to maximize the coverage and lifetime of the
network. Jameii et al. (2015), proposed an algorithm that
15 based on Non-dominated Sorting Genetic Algorithm
(NSGA-2) to optimize coverage, number of active nodes
and energy consumption by putting some sensor nodes
in sleep state. Liu and He (2014), proposed an approach
that 1s based on ant colony optimization with a greedy
mechanism to solve the problem of grid-based coverage

with low cost and connectivity maintenance. This
approach can dynamically adjust the sensing and
commumication range to reduce energy consumption,
thereby prolonging network lifetime. Zorlu and Sahingoz
(2016}, proposed a Genetic algorithm for sensor
deployment optimization to maximize WSN coverage
with the minimum number of homogeneous sensors.
Syarif et al. (2014a, b), used a multi-objective approach for
WSN deployment with some fixed obstacles. This
approach which is based on NSGA-2, aims to optimize
coverage and connectivity for WSN deployment by
dividing the ROT into grid cells to identify the obstacles.
They also proposed fitness and ranking functions for
defining the best solution from Pareto Fronts (PFs).
Sengupta et al. (2013), provided a method that depends
on a multi-objective evolutionary algorithm and uses a
decomposition approach to convert the problem of PF
approximation mto several single-objective optimization
problems.

The deployment problem: In this study, the deployment
problem is defined and the related objectives are
introduced with mathematical formulations.

Problem definition: This research considers a two-
dimensional rectangular environment ROI where K
homogeneous sensors are deployed. This environment 1s
subject to some restricted areas. The sensors have a
pre-defined coverage zone for the sensing and a
communication zone for cormecting with one another. The
sensors send data directly or wvia. multi-hop
communication to the single sink node (unlimited energy
node), assuming that the sink 1s located at the center of
the ROL. No movement 1s mvolved as the sensors are
assumed stationary.

Problem formulation: The formulation of the wireless
deployment problem as a multi-objective optimization 1s as
follows:

F(x) = [fl(x),f?(x)] —Max

»  The first objective f1 represents the coverage
»  The second objective {2 represents the lifetime

Decision variable x:

s xi, yi: represents the location of sensor node;

o x=x1,vyl,x2,¥2 .., xk yk represents the location of
the sensor nodes as the decision variable

where, x represents the feasible solutions with problem
constraints.
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Fig. 1: The Pareto front of multi-objective problem MOP

A solution x* dominates the other solution x” (if (x*)=
fE)Vie {1,2, ., M} and filx*i=fi(x") Jie {1,2, .. M}
is denoted as F (x*)>F (x”) where M is the number of the
objectives in the problem.

The solution that i3 not dominated by any
other solution in the objective space is an optimal
(non-dominated) solution. The set of these optimal
solutions 1s the Pareto Front (PF).

Figure la illustrates a PF with two objectives: the
Pareto optimal solutions in the PF (marked with an
asterisk) provide better values for the objective functions
than any other solution in the objective space. The
rectangle represents the 1deal solution which provides the
mimmum objective values and is often considered
unreachable. The solid circles represent the solutions that
are dommated by at least one solution in the PF. In
Fig. 1b, the bold curve mndicates the PF. The solid circles

are the feasible solutions in the feasible region and the
remaining solutions outside the feasible region (marked
with a triangle) are considered infeasible (Jamen ef af.,
2015). The conflicting objectives, we considered in WSN
are as follows:

Coverage: The total coverage of the ROI 1s the ratio of the
areas covered by all the sensors to the total area of the
ROT:

)EROIg(XG’YG)
N

Cover = Sl e

G

)- 13e{l, . k) JAxG7 <

0 otherwise,

And:

g(x,. ye

where, Ax; = X,-X; Ays = Vi-¥a, Ng 18 the total number of
grids mn the ROI and R, would be the sensing range of a
sensor node if the ROI were divided mto grid pomts
where each pont 1s covered by at least one node.

Lifetime: The lifetime 1s the ratio of time taken until one of
the sensor nodes runs out of energy (failure) to the
maximum network lifetime:

falure, 1

T

max

min{T,,,. }i=L ..k

Life =

where, min {Tg,,.} is the minimum value of the failure time
of the sensor nodes and represents the maximum number
of sensing cycles before the energy runs out and T, is
the maximum possible number of sensing cycles and
represents the maximum lifetime of the network.

MATERIALS AND METHODS

The proposed approach: This study proposes the
CE-PA-PMEA for wireless sensor deployment as well as
the operators designed and used for this purpose.

The WSN is modeled as a graph G(k) = (Ver, Lnk)
where Ver is the set of vertices (sensor nodes), Lnk is the
set of links connecting the vertices and K is the number
of sensor nodes. A link may exist between any two sensor
nodes if the Buclidean distance between them 1s less than
the commumnication range Re. Theorem 1 of Khalesian and
Delavar (2016) of graph theory 15 used for checking the
comectivity of the produced graphs to ensure the
required cormectivity of the designed WSN. The general
steps of the proposed algorithm are illustrated by a
flowchart of Fig. 2.
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Fig. 2: The CE-PA-PMEA general steps

Theorem 1: Let G be the adjacency matrix of a
connected graph and let Y = [yijli, j = 1, ..., k be the

matrix y = GH+G, .., +G". Then & is comnected
if and only ift y; # O for all distinct 1, j = 1,
2.k

5 veen

Tnitialization: The proposed initialization process aims to
produce an mitial graph with one node which 13 the sink
node. The first node is randomly generated in the
environment while maintaining the avoidance constraint
of the restricted areas in ROI by not generating nodes
within the boundaries of this areas. Then, the next sensor
1s also randomly generated but with two constramts: the
avoidance constraint of the restricted areas and being
in the union of the communication zone of at least
one of the preceding sensors until a graph with k nodes
and k-1 edges is obtained. With this process, we do not
need to check the comnectivity of the graph and only
need k adding operation thus, the time needed for
mitialization operation is less than that in the previous
approach. This process 1s clarified by the flowchart
in Fig. 3.

/ N = Number of sensors /
v

Initialize a graph with a sink |

node H number of nodes =0

umber o
nodes<N

Yes

Choose random node from the
praph node 1

Add a new node to the graph |
node 2

Add an edge between
node 1 and 2 y

Fig. 3: The initialization steps

Evaluation of the population: After the initialization
process, we choose promising solutions from the current
population as parents for the next generation.

The values of the objectives should be calculated for
the whole population and then the old Pareto solutions
are combined with the population. Then, the Pareto set is
determimed and the two best solutions are selected in
terms of Pareto dominance. The coverage and lifetime
objectives are computed in study 2. Algorithm 1 shows
the evaluation of the lifetime objective which calculated as
(Khalesian and Delavar, 2016).

Algorithm 1; Lifetime evaluation:

Input: Number of sensor nodes (k), initial energy of each sensor (E=0), path
loss exponent (ze [2, 6]), transmission quality parameter (3), power
amplifier energy consumption (amp) and minimum distance between nodes
(i)

Output: Lifetime

Step 1: SetE (O)=Eforalli=1,2,...k

Step 2: Calculate the minimum transmit energy via. Puy = duin
Step 3: Calculate the maximum possible number of sensing cy cles via:

Tmax =

min'

Step4: FORI=1,2, ..k do

Step 4.1: Calculate the shortest path from the sensor node to the sink

Step 4.2: Calculate the traffic load for the sensor node according to node
level with the sink

Step 4.3: Calculate the distance from the sensor node to the next node

Step 4.4: Calculate the transmit energy Py =3 di*

Step 5: Calculate T failure

. E
Ty = Min
e 2]

e T,
Lifetime= B

MAX

Step 6: Set
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Determining the pareto solutions: For finding the Pareto
set in the multi-objective optimization, we calculate the
value of the objectives for whole population and
combined with previous Pareto solutions. we follow who
proposed an approach to determimng the non-demmated
solutions. This approach is summarized as follows:

. Sort all the solutions in decreasing order of their
first objective function and create a list (O)

. Initialize a set S, and add the first element of list O
to 3,

. For every solution O, (other than the first

solution) of list O, compare selution O, with the
solutions of S,

. If any element of set S, dominates O, delete O1
from the list
. If O; dominates any seclution of set S, delete

that solution from S,
. If O; is non-dominated by the elements in set
3,, then update set 3, = S, U O,
¢ The Pareto solutions are in the resulting non-
dominated set 3,

Selection operation: The well-known Pairwise
Tournament (PT) and Roulette Wheel (RW) selection
operators are used. We also use a selection operator
equal to 0.5. If the random number generated 1s greater
than 0.5, then the selection will depend on the coverage
fitness values; otherwise, the selection will depend on the
lifetime fitness values. Selecting parents by PT is
explamed by Algorithm 2 and selecting parents using RW
is explained by Algorithm 3.

Algorithm 2; PT selection:
Tnput: The values of the objectives of the Pareto solutions and the number
of tournament solutions k
Output: The selection of the best solution as a parent
Step 1: FOR each Pareto solution
x(hje
{1, ..., number of pareto solutions}
fi G0, Wie{l, 2, ..., M}, M is the number of objective fimctions
IF r and > 0.5 Then
objective Value () =fi(x), ..., (Coverage objective)
ELSE
objective Value (j) = f3(x) ... (Lifetime objective)
END IF
END FOR
Step 2: Select k random individuals fiom the input
Step 3: Select the best individual of k with the highest objective value as a
parent

Algorithm 3; RW selection:

Tnput: The values of the objectives of the Pareto solutions
Output: The selection of the best solution as a parent
Step 1: FOR each Pareto solution x (), j={l, ...
solutions}

, number of Pareto

fi(x). vie {1, 2, .., M}, M is the number of objective functions
IF r and > 0.5 THEN
objective Value (j) =1, (%), ..., (Coverage objective)

ELSE
objective Value () =1, (x), ...., (Lifetime objective)
END IF
END FOR
Step 2. FOR each Pareto solution x (), j € {1, ..., number of Pareto
solutions}
Objecti alue ( j
Probability ObjectiveValue(j) = M
Sum (0b_| ective value)
END FOR

Step 3: Calculate the cumulative sum of the probability objective value
Step 4: Choose the first member of the curnulative surmn where:
curnulativeSum=rand where rand ¢ [0, 1]

Crossover operators: The crossover aims to produce new
solutions for the next generation by selecting two
solutions from the population; these solutions are called
parents and exchange their information with each other
with a rate probability (crossover rate) to generate new
solutions called children (offsprings). The crossover
operation 1s different from the previous approach. In the
proposed approach, we perform the crossover in a light
way. Two parents are combined to generate a new W3N
with a graph of 2k-2 edges after that a new graph with sink
node is initialized and then a random node with its
assoclated edges 1s selected from the combmation and
communicated to the new graph with respect to the
connectivity constraint of the combined parents graph.
we repeatedly select random nodes until a new graph with
k-1 edges and k nodes which inherited the positions and
therr comnections from their parents. The crossover
process is applied to generate the two children shown in
the flowchart in Fig. 4.

Mutation: The purpose of the mutation is to maintain
diversity in the population by modified the location of
some nodes accordingly to the connectivity constraints
with some probability rate (mutation probability). The
mutation implemented as (Khalesian and Delavar,
2016).

Termination criterion: When the maximum Number of
Generations (N,) reached, the pareto front returned as
optimum solutions in the search space.

Practical awareness for dead zone areas: The previous
approach does not process the problem of presence of
restricted areas or geographical areas where sensors
should not be localized. The network may be negatively
affected if the sensors are placed mn these areas, thereby
causing the sensor nodes to fail and the networl to break
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Fig. 4: Flowchart of crossover process
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Fig. 5: The several states of crossing between the dead zone and the communicating zone

down. Thus, inside the environment, we assume the

presence of a square-shaped area with specific
boundaries we called it dead zone in which the sink node
should not be placed. During the geometric solution of
the 1mtialization and crossover operation, the potential
positions of the sensor nodes is tested.

states  of founded

between the dead zome and the commumnicating zone

Several Crossing  are

because the position of the sensor nodes (xi, yi)
should be generating inside a communication area (Fig. 5).
These states are redefimng  the
communication area boundaries after exclusion of the
dead  zone  area that defined
constraints: xi=xrl; xi>x12; yi<yrl;

processed by

as mequality
yvizyr2 where, xrl,
x12, yrl, yr2 denoted as the boundaries of the

dead zone.
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RESULTS AND DISCUSSION Table 1: Parameter settings
Parameter No. of No. of Crossover
. . setting No.  generations _individuals rate Mutation rate
The efficiency and effectiveness of the proposed  py 230 200 ol ol
evolutionary approach are evaluated by mvestigating its P2 100 200 1.0 0.1

results and comparing them with those of CPMEA
(Khalesian and Delavar, 2016).

We present the evaluation measures of the
developed approach with its two selection operations, PT
and RW, for both developments CE (Computationally
Effective) and PA (Practically Aware) and the Comparison
with the Previous Approach (CPMEA) is applied.

Two main scenarios (areas with and without a dead
zone) are considered to validate the practical awareness
of the developed approach. Moreover, the objectives of
the networle coverage and lifetime are calculated. The
parameters settings considered during the operation of
these approaches shown in Table 1.

No dead zones in the ROT: First, we compare the previous
and our proposed approaches m the ROI without a
restricted area.

CPMEA-PT vs. CPMEA-RW: The performances of the
previous approach with PT and with RW are compared.

The PFs for the two approaches are generated for the
evaluation. Figure 6a shows the PFs for the parameter P1.
The PF generated by PT dominates that generated by RW
for the both objectives. Figure 7a shows the Pfs for
the parameter P2. The PF generated by PT
dominates that generated by RW with respect to the
lifetime.

CPMEA-PT vs. CE-PMEA-PT: The previous approach
and our computationally efficient approach, both with PT
are compared. The PFs for the two approaches are
generated. Figure 6b shows the PFs for P1. The solution
locations are optimal for the coverage with respect to
CE-PMEA-PT and optimal for the lifetime with respect to
CPMEA-PT. While Fig. 7b shows the CE-PMEA-PT 1s
optimal for the two objectives for P2.

CPMEA-RW vs. CE-PMEA-RW: The previous approach
and our computationally efficient approach, both with RW
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Fig. 7: a-d) PFs of the comparisons between the approaches without dead zone for P2

are compared. The PFs for the two approaches have been
generated. Figure 6-¢ shows the Pfs for P1 and
Fig. 7-¢c shows the Pfs for P2. Both of them shows
that CE-PMEA-RW 13 more optimal for the lifetime and the
coverage with respect to the previous approach.

CE-PMEA-PT vs. CE-PMEA-RW: We compare the
performances of our computationally efficient approach
with PT and with RW for checking which of theme is
superior on another. Figure 6d shows the PFs for P1. The
PF generated by PT 1s more optimal for the lifetime than
for the coverage. By contrast, the PF generated by RW 1s
more optimal with respect to the coverage than to the
lifetime. In Fig. 7d, the PF generated by PT is more optimal
for the coverage than lifetime and there 1s no superiority
of one of them over another.

Dead zones in ROT: This set of comparisons is conducted
with the assumption of a retracted area intersects with the
commurication area that lead to the dead zones n ROL

CPMEA-RW vs. CPMEA-PT: We implement the previous
approach in the ROI with a dead zone in which the sensor
nodes cannot be placed. The PFs for the two approaches

have been generated. Figure 8a shows the PFs for P1. PFs
show that the previous approach fails to provide feasible
solutions because of its lack of the practical awareness
achieved by incorporating the constraints of preventing
the dead zone. Figure 9-a shows the PFs for deferent
parameter settings.

CPMEA-PT vs. CE-PA-PMEA-PT: The previous
approach and owr practically aware approach CE-PA-
PMEA, both with PT are compared. Figure 8b shows the
PFs for P1. We can see that the PF of the previous
approach does not appear in this case, thereby mdicating
that the previous approach fails to provide a solution
when a dead zone exists in ROI. Figure 8b show that the
PF of CE-PA-PMEA-PT outperform the CPMEA-PT for
the two objectives in with respect to P2.

CPMEA-RW vs. CE-PA-PMEA-RW: The previous
approach and CE-PA-PMEA,, both with RW are compared.
The PFs of CPMEA-RW and CE-PA-PMEA-RW are seen
in Fig. 8¢. The PF for our approach dominates that of the
previous approach for the lifetime and the coverage.
Figure 9¢ also shows that CE-PA PMEA-RW outperform
the CPMEA-RW for the two objectives.
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CE-PA-PMEA-PT vs. CE-PA-PMEA-RW: Finally, we
compare the performances of our approach CE-PA-PMEA
with PT and with RW. Figure 8-d shows that PT has a
better achievement with respect to lifetime and coverage
than RW for P1. Also, Fig. 9d shows that with respect for
P2.

Computational time comparisons: A comparison
regarding the computational time of the imtialization
operation and the crossover operation for both previous
and proposed approaches was implemented to check the
computational complexity, Fig. 10 shows that execution
time for the proposed approach outperform that of the
previous approach, this prove that the proposed
approach 1s computationally effective.

CONCLUSION

In this study, an wnprovement of the CPMEA by
Khalesian and Delavar has been proposed to maximize
coverage and mimmize energy consumption that lead to
prolong the lifetime of the network. The improvement is
concentrated on two aspects: computational performance
and practical awareness of the dead zone. The former has
been implemented by modifying the imtialization and
crossover operations and the latter has been implemented
by meorporating an additional constraint in the algorithm.
Results show the superiority of our developed algorithm
over CPMEA with respect to the PF and the two
objectives of deployment, lifetime and coverage.
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Abstract: The purpose of this research was to develop a model of a portfolio selection optimization problem
mvolving transaction lot and transaction cost in accordance with conditions mn the Indonesia Stock Exchange.
In the development of this model, the rank dependent expected utility theory was used. From the simulation
result using the daily data of stock price, it was found that the behaviour of the objective function G(w)

decreases, if parameter value a and b increase.

Key words: Portfolio selection, RDEU theory, quadratic utility function, transaction lot, transaction cost,

decreases

INTRODUCTION

A lot represents a standard quantity of financial
instruments established by a financial institution or stock
exchange. In Indonesia, the institution that sets the lot of
transaction 1s set by the Indonesia Stock Exchange. In
stock trading, the transaction lot specifies the minimum
number of shares that can be traded. So, when investors
buy stock mstruments, the umt of transaction used 15 the
lot.

On the other hand, transaction cost is these that
investors must pay when they buy or sell equity.
Institutions that charge this transaction fee are brokers or
financial intermediaries appointed by the government. The
transaction cost will weigh on the mvestors, so, it will
reduce their profits.

Mansinmi et al. (2015) divided the transaction cost
structure in several types or models, namely fixed
transaction cost, proportional transaction cost, convex
piecewise linear cost, concave piecewise linear cost and
linear cost with mimmum charge. In addition, other
researchers used different types of transaction costs,
for example concave transaction cost (Xue et al., 2006;
Gao et al, 2009). In the calculation of transaction costs,
the use of these types of transaction costs gives a
different mnpact on the magnitude of the profits of
investors in investing.

Nowadays, the development of the model of portfolio
selection problem has been done by many researchers.
However, they are still rarely mvolving transaction lot
or/and transaction cost in their models. Tn general, a

mean-variance model 1s widely used in the development
of ther models, for example (Xue et al., 2006; Lin et al.,
2003).

This study aimed to build a model of portfolio
selection optimization problem mvolving transaction lot
and proportional transaction cost. The proportional
transaction cost is involved in the model because it has
been used on practical issues in Indonesia. The theory
used in the development of this model 13 the theory of
Rank-Dependent Expected Utility (RDEU) developed by
Quiggin (1982, 1993). Thus, the main contribution of this
study is the finding of a portfolio selection optimization
model mvolving transaction lot and transaction cost that
can be beneficial to m their portfolio
diversification.

mvestors

MATERIALS AND METHODS

In this research, the development of model of
portfolio selection problem using the RDEU theory
proposed by Quiggin (1982, 1993). This model uses three
types of functions namely, utility function, cumulative
distribution function and probability weight function.
There are many types of utility functions that have been
used by previous researchers to analyze the portfolio
selection including: limear utility function (Cenci and
Fillipine, 2006; Gao et al., 2010), quadratic utility function
(Rahadi et al., 2015; Adam and Gubuy, 2017; Koo et al,
2016), 1soelastic form utility function (Bahaji and Casta,
2016; Suns, 2015) and logarithmic utility function
(Xuan and Yue, 2011; Barrachina et al., 2012).

Corresponding Author: Pasrun Adam, Department of Mathematics, Kampus Bumi Tridharma Anduonohu,
Universitas Halu Oleo, 93232 Kendari, Indonesia
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Suppose that financial markets have uncertain
events in the probability space (€, f, p) where, Q is the
set of umversal events, f 1s a field or set collection of
events and P iz a probability measure defined in
subcollections of the set of events E of f such that
O<p(E)<1. Assume that X is a random variable defined
in the probability space (Q, f, p). This random variable
has a cumulative distribution function Fi(x) = pr(x<x),
x€(-e0, +o0). The function Fy{(x) is an increasing function
such that Fy(-=) = 0and Fy(+=)=1.

Furthermore, the RDEU theory according to
Quiggin (1982, 1993) and had been referenced by
Adam and Gubu (2017) 1s as follows. Suppose that the
random variable X has the values x;(i=1,2, .., n) with
X<X,<, ..., X,< and has a probability measure p,, p,, ..., P
The formulation of discrete form of the RDEU theory is:

RDEU(X) = >, U(x) (X p )2 (X itp,) | D

where, T (0, o) = (~o0, +o0) i3 a utility function of investor
preferences m the portfolio selection. The function
Ux) is an increasing function with T(0) = 0. The function
g [0, 1]-[0, 1] is called the probability weight function.
This function 1s an mcreasing function with g(0) = 0 and
g(1) = 1. Equation 1 can be expressed in the form of
Lebesque-Stieltjes mtegral:

RDEU(X) =, U(x)dg(F, {x)) (2)

If the cumulative distribution function Fy(x) has a
derivative f{x) = Fy(x) and the functions U(x) and g(x) are
contitmous, then Eq. 2 can be expressed in the form of
Riemann integral:

RDEU(X) =7 U(x)g'(E (x))f (x)dx )

The function f(x) is a density function of the random
variable X. Next, let>be a relation of investor preference
to select an asset or a portfolio. Suppose that there are
two random variables X and Y with their cumulative
distribution functions are Fy and Fy. Then X>Y 1if and only
if RDEU (X)>REDU(Y). In this case, the investor will
choose X, if the RDEU(X) value 1s greater than the
RDEU(Y) value or the investor can choose either X or Y
f RDEU(X) = RDEU(Y).

Adam and Gubu (2017) developed the RDEU
Model in which the utility function is a quadratic
function:

U(x) = x—ax2,05x<zi,0<a<1
o

And the probability weight function g(x) is:

bx, if 0<x<Pr(X<v)

glx)= i b>c>0
cx+d, if PriX<v)<x <1

The function g(x) 1s a concave peacewise linear
function and continuous on [0, 1]. Further, it 1s assumed

that the random variable X is normally distributed with the
probability function:

20

f(x)= - 127'5 exp[—(x_m )} X € (0, +o0)

where, m = E(x) is the mean and o is standard deviation of
X. With this assumption and the monotonic, concavity
and continuity properties of the function g(x), it 1s
obtained O<c=<1<b=2. If the value of a is close to O,
Adam and Gubu (2017) had shown that the approximate
value of RDEU(x) 1s:

RDEU(X) = -agz+w+(m_amz) (4)

Van

The investor portfolio has a weight vector w =
(W, Wy, .., w,) with 3= w =1. Furthermore, the returns of
equity R, 1, (1 =1, 2, ..., n) are mutually independent and
normally distributed. Then, the random variable return of
the portfolio R, =3 wr, is normally distributed which
has the expected return E(R =3[ ,wE(R) and the
standard deviation:

1
—13
_ n 2Yg
O *(meleﬁij)

Cenci and Filippini (2006) provided a formula for risk
based on the RDEU theory, namely ¢ (X) = U(E (X))-
RDEU(X). By using this formula for X = R, and Eq. 4, then
the portfolio standard risk approximation value (Adam and
Gubu, 2017) of the investor is:

(2b-2){120E(R, ))o, (s)

N

9(R,) = oo+

where, O<a<] and 1< b<2. In the results study, Hq. 5 is
used to develop a model of objective function of the
nwvolving
and transaction cost and its

portfolio  selection optimization problem
transaction  lot
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constraints. Furthermore, a simulation is performed to
evaluate the behaviour of the objective function. The
stock price data used in this simulation 1s daily stock price
data from ten compames where the ten stocks of the
companies are in the 1.Q45 stock group in the Indonesia
Stock Exchange. The daily stock price data was selected
from the closing price that spans from June, 20, 2016-June,
16,2017,

RESULTS AND DISCUSSION

Suppose that M(M;<M<M,) represents the amount
of money invested in the securities of the stock and let Ig
is a number of shares of the securities I(i =1, 2, ..., n).
Thus, the investors have a portfolio. Suppose that n, 1s
a minimum lot of transaction purchased by the mvestor
for securities 1, then K| is a multiple of n(i =1, 2, ..., n).
Next, let also o; is a number of shares per lot for securities
(1=1,2, ..,n) Thus, we obtaink, =no_ (1 =1,2, ..., n). If
P 1s a price of each share, then the total purchase price of
each securities i is:

M; =kp, =nop,.(i=12,..n) (6)

Based on Eq. 6, the total purchase price of n type of
securities (or amount of initial wealth) of the investor is:

M:E?:1M1 = 2?:1 kip1 :Ein: lni01pi (7)

where, M <M<M,, M, is a lower bound of investment and
M, 13 an upper bound of mvestment. Further, let «
(0<ix=<1) 1s the proportional transaction cost or fee to be
paid by the investor to the broker for the purchase of the
security. The amount of commission received by the
broker 1s:

oM = E:‘:l ok;p; :2?=1omloipi (®)

The random variable of return of the securities 11s R,
with the expected return (R), (1 = 1, 2, ..., n). If the weight
of each securities in the portfolio W is w;, = kp/M =
nop/M(i=1, 2, . n)and R} is the return of portfolio W
which involves the transaction lot and proportional
transaction cost, then from Eg. 7 and & the expected
return of portfolio W with weight vector w = (w,, w,, ...,
W, ) 18:

B(RT) =3¢ le(Rl)-L'n?ini:

i=1

9

n nlol 1
21=1 TPE(Ri )-o

In accordance with investment theory and
practical review, the investors usually want the return
from their investment to be maximum, so, the value of
E(R7*) in Eq. 9 1s maximum. The problem of portfolio
selection optimization is the combination of Eq. 5 and 9 as

follows:

(2b-2)(1-20E(R, ))o

2 1(10)
NE

Min(p(Rp) = Min| ao; +

Maks E(R}") = Maks(Zf_lni;RE(Rl)—a} (11

M, <M<M, (12)
n 1 ni01p1
1:1W1 :EI:I M :1 (13)
w, <0,(i=12, ...,n) (14)

By using the concept of a multiobjective function,
then the portfolio selection objective function which
involves transaction lot and transaction cost is:

(2b-2)(1-24E(R, ))o, .

Vo as)
(0] T P o

G{w)=-p ao,+

where, O<g<1,1<b<2 and 0<p<1. The value of the
objective function G(w) at Eq. 11 must be maximum with
constraints (Bq. 12-14). Variance o) endexpected retum E(R )
at Eq. 11 are:

E(R,) :Z;%E(RJ

And:

no.p, n.op,

2 _ 1 1 2

ap_§1:1§]:1111 lllcij
M M

The objective function 1 Eq. 11 has the
assumption that the investors only make one purchase.
The behaviour of the objective function G(w) 1s evaluated
by selecting the wvalues of a and b for a wvector
weighted portfolio w = (w,, w,, ..., w,) through a
simulation. Tn this simulation the data used is daily
stock price data from ten compames where the ten
stock companies are listed in the Indonesia Stock
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Table 1: The company names, stock code, purchase price and expected

return

Purchase price in Expected
Cormpany name Stock code  rupiah currency (p)  retaim E(R)
Astra Agro lestari Tbk AALL 16000 -0.001050
Adhi Karya (Persero) Thk ~ ADHI 16000 0.000879
Adaro Energy Tbk ADRO 1750 -0.000729
AKR Corporindo Tbk AKRA 6650 -0.000382
Aneka Tambang ANTM 810 -0.001016
(Persero) Thk
Astra International Tbk ASI 8050 0.001009
Alam Sutera Realty Tbk ASRI 386 -0.001942
Bank Central Asia Tbk BBCA 15425 0.001685
BRank Negara Indonesia BBRNI 5950 0.001098
(Persero) Tbk
Bank Rakyat Indonesia BBRI 11950 0.002381
(Persero) Thk
Table 2: The values of portfolio selection objective function
Values Variables Gi(w)
a=0.1 b=11 0.005324
a=0.3 b=13 0.005319
a=0.5 b=1.5 0.005314
a=0.7 b=1.7 0.005309
a=09 b=1.9 0.005304

Exchange. These stocks are included in the 1.Q45 stock
group. The stock code, the purchase price and the stock
return and the names of the ten companies are shown in
Table 1.

The Indonesia Stock Exchange has determined the
mumber of shares per lot in a transaction, namely 100
shares per lot, son,=n, = = n,, =100. Transaction cost
of purchase 18 0.2%, so, & = 0.0002. Suppose that the
initial investment is IDR 10,000,000, so, M = 10,000,000.
The result of data processing is shown in Table 2.

The objective function values G(w) for some values
a and b as shown m Table 2, it seems that the value of
G(w) 18 decreased if the values of a and b are greater
towards its the upper bound. This 1s due to the
declining value of -(R_).

The decreasing value of -@(R,) in Eq. 11 1s due to the
rise in the value of - ¢(R,) in Eq. 5 if values a and b rise
(Adam and Gubu, 2017). Furthermore, the results of this
study differ from those of Lin ef al. (2005) and Gao et al.
(2009). These differences are due to the fact that in the
model built by them, the lot is used as a unit of portfolio
vector elements. Meanwhile, in this study, the units of
portfolio vector elements used are the number of shares.

CONCLUSION

This study aimed to develop a model of optimization
problem of portfolio selection using the RDEU theory
invelving transaction lot and transaction cost. In the
development of this model, it is assumed that the investor
only makes one purchase. The transaction cost to be paid
by the mvestor only at the time of purchase. The

simulation result shows that the bigger the value of a and
b, the smaller the expected retun value of the investor.

RECOMMENDATIONS

This study does not consider the cost of sale
transaction n the model. In the next study, the model
development can consider the cost of sale transaction.
Because in fact, the investors can buy shares more than
once in a certain time period, so in the next study, the
payment of transaction cost more than once can also be
considered in the development of the model.
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Abstract: In real world digital image processing, Content Based Image Retrieval (CBIR) is an emerging concept,
1t 18 an image retrieval framework based on some visual semantic features like color, texture and shape to search
relevant images from multiple image sources. CBIR consist single query or multiple queries to semantic data or
same object for multiple class labels with reference to multi query images. In retrieval of query image comparison
from multiple image sources may cause optimization problem in image retrieval because of ambiguity in image
search. To solve optimization problem for efficient query image retrieval from multiple image archives, in this
study, we propose and develop hybrid content based image retrieval system. This system consist pareto
optimized method (for removing non-dominated features) and Genetic Algorithm (GA) for effective content
based image retrieval. Tntegration of contourlet features with color, texture and shape is considered to build
exhaustive feature set for all images. Tn our approach Pareto optimal scolution consist multi-objective selection
funetions to process image retrieval from multiple image sources for individual feature selection procedure with
query image evaluation for image retrieval. This approach gives better performance than traditional approaches
in query image retrieval from multiple image archives. Our experimental results show effectiveness of the
proposed method m retrieving all images from image sources with improvement sorting the mdividual images
in gsearching Pareto solutions in multi-objective optimization problem. Furthermore, this approach gives better
accuracy with respect to precision, recall and time efficiency in image retrieval from multiple image sources
based on extensive visual features.

Key words: Content based image retrieval, Genetic algorithm, Pareto solution, multi-objective selection

functions, squared euclidean distance and visual features, better, image

INTRODUCTION

In earliest days, CBIR has been aggressive concept
in machine learming and information or image retrieval
applications. Several image retrieval approaches for multi
query image selection have been introduced in previous
literature. In most of the systems, image picture is
correspond to same semantic umage with same concept
but the background is multiple for multiple sources but
contimiously have multiple image background with
multiple objects in image with altemative angles between
same class with multiple objects. The thought is that by
using numerous questions of a similar protest, the
execution of smgle-inquiry recovery can be made
strides. Various query image retrieval techniques are
sorted based on numerous single query processes
(Hsiao0 et al,, 2015). A considerable lot of the strategies for
single-semantic-various inquiry recovery include joining

the low-level elements from the query pictures to create a
solitary arrived at the midpoint of inquiry. Tn this study,
we consider the all the more difficult issue of discovering
pictures that are applicable to various inquiries that speak
to various picture semantics (Ramamurthy and Chandran,
2011). For this situation, the objective is to discover
pictures contaimng applicable components from each
furthermore, every query. Since, the mnquiries relate to
various semantics, alluring pictures will contain highlights
from a few particular pictures, and won’t really be firmly
identified with any mdividual query. This makes the 1ssue
on a very basic level not quite the same as single query
retriveal and from single-semantic numerous inguiry
recoveries. For this situation, the mquiry pictures won’t
have comparable low-level components and shaping an
arrived at the midpomt of query 1s not as valuable. Since,
pertinent pictures don’t really have includes firmly lined
up with a specific inquiry, a significant number of the

Corresponding Author: Baddeti Syam, Department of Instrumentation Technology, AU College of Engineering,

Andhra University, AP, India
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standard recovery procedures are not valuable in this
unique situation. For instance, pack of-words sort
approaches which may appear to be normal for this issue,
require the objective picture to be firmly identified with a
few of the inquiries. Another basic method 15 to include
each inquiry each one mn turn and normal the subsequent
likenesses. This tends to deliver pictures firmly identified
with one of the inquiries, however once in a while
identified with at the same time. Numerous other multiple
mnquiry recovery calculations are plammed particularly for
the semantic single query problem to identify related
umages with just a single or a couple of the inquiries.

Various query recovery is identified with the meta
search issue in software engineering. In meta search, the
issue is to join indexed lists for a similar incquiry
over multiple web search tools. This 1s like the
single-semantic-multiple query issue as in each web index
1s 1ssuing a similar inquiry (or semantic). Consequently,
meta search calculations are not reasonable with regards
to multiple query recovery with a few particular semantics.

So, in this study, we propose to develop a novel
approach, 1e., hybrid content based umage retrieval
systemn which combines Pareto Optimization Algorithm
(POA) and Genetic algorithm. In this approach, POA
retrieve each image and rank them individually with their
discriminative to the input query. Some of the techniques
like SIFT and HoG has been proposed in different
computer vision oriented applications can be utilized to
define image dissimilarities. These dissiumilarities explore
query retrieval in image achieves, we utilize a quick
positioning calculation called Manifold Efficient Ranking
(MER) to calculate the ranking without consider total
presented samples sets. MER can productively find the
basic dimension of given image database and find the
evaluation time of the conventional ranking system. MER
effectively defines single query image retrieval to define
various retrieval query issue.

The next stage in our hybrid approach is to utilize the
positioning delivered by MER to make Pareto focuses,

13

which compare to non-similarities between a specimen
and each inquiry. Pareto optimal points are called Pareto
fronts to define non-dominated events Pareto front mainly
focuses on non-dominated focuses and it 1s called origin
in group image databases. The second Pareto front
(profundity two) 1s acquired by expelling the principal
Pareto front and finding the non-overwhelmed focuses
among the rest of the Pareto front algorithm contains
specimens for each wuser and those samples are
exhausted. Pareto front sort the non-dominated class
references.

Key distribution of Pareto front for query image
from multiple image databases shown in Fig. 1 to
recovery query images based on forest and mountain
keywords. In that image are listed based on their
positioning with front and comnection from tail to
other present in image retrieval.

However, as seen m Fig. 1, images (images 10, 11, 12)
in center of front optimization contain related functions
for both queries suitable for multi image retrieval problem.
Our proposed approach is an well known approach to
provide symmetric calculation with respect to query image
retrieval from multiple image class retrieval We also
applicable our approach to automatic image annotation of
large databases. The main contribution of our proposed
approach is as follows: Propose the hybrid CBIR for query
image retrieval from multiple image archives based on
visual features of query image. Discuss about Pareto
Optimization Method (POM) for image annotation in
multiple image retrieval. For effective similarity measure
between query image and data base image with extensive
feature presentation is explained using genetic algorithm
for query image retrieval from multiple image archives.

Literature review: Quick object retrieval using direct
spatial matching paper (Syam and Rao, 2010) appears
for the substantial scale question recovery Bag of
visual-Words (BOW) demonstrates is prevalent however
there is a disadvantage it disregards spatial data. Direct

Fig. 1: Images located based on Pareto front method with middle of semantic query images
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Spatial Matching (DSM) way to deal with discover the
scale variety utilizing district sizes in which all component
matches for evaluating geometric transformation. DSM is
significantly snappier than RANSAC-based techniques
and thorough specification approaches. Alogarithmic term
recurrence converse archive recurrence welghting plan is
acquainted with increase the execution of the base
framework. The disadvantage is a high cost because of
high recovery exactness. Non-overwhelmed arranging
(Syam and Srinivasa Rao, 2012; Syam et af, 2013
Arandjelovic and Zisserman, 2012; Binitha and Sathya,
2012; Martens et al., 2011) 1s a critical 1ssue in multi-target
advancement. They have discovered that in the extensive
specimen estimate constrain, the non-commanded fronts
merge most likely to the level arrangement of a capacity
that fulfills Hamilton-Jacobi Partial Differential Equations
(PDE). To plan for a quick, possibly sub straight, surmised
non-ruled arranging calculation PDE 1s utilized and the
aftereffects of applying the calculation to genuine
information (Rashedi et al., 2013). They likewise give a
quick numerical plan for tackling the PDE and utilize it to
build up a quick, possibly sub straight, estimated
non-ruled arranging calculation. This calculation 1s
connected to genuine information from an oddity location
issue and amazing exactness is accomplished by this
calculation while fundamentally decreasing the
computational multifaceted nature of non-dominated
arranging. For huge information gushing issues, this
calculation 18 utilized which mclude steady re
arranging of substantial datasets upon the landing of
new examples. For the straight arrangement of
highlights, it is reasonable.

The expansive scale particular question picture
recovery frameworks are to discover pictures that contain
the inquiry protest in the picture database. For instance
media, generation groups are keen on seeking pictures or
video film to go with news reports and daily paper articles
from the database. Get different pictures of the questioned
protest utilizing Google picture seek. Demonstrate that
various questions altogether enhance the framework to
discover testing events of the questioned protest. The
point 1s to recover all pictures contaiung a particular
protest in a picture informational collection. This is an
issue that has seen much improvement and
accomplishment in the course of the most recent decade,
the begirming stage of the inquiry has been a solitary
question picture of the particular protest of intrigue. In
this work two changes to the standard approach: to begin
with, beginning stage the protest is content, as they are
keen on testing informational indexes to discover known
questions and second the informational index utilizing
numerous picture nguiries and join the outcomes mto a
solitary positioned list. Tending to this issue has been
one of the principle mquire about subjects in particular
protest recovery look into with advancements in include

encoding to lighten Vector Quantization (VQ) misfortunes
and in growth of the sack of visual word (BOW)
portrayal to mitigate locator and descriptor drop out
(and in addition, once more, VQ losses). All time the
change of printed is unpractical for every one of the
pictures. In this way, tree-based lists are not attractive for
high-dimensional pursuit issues. Another sort of ANN
look calculation depends on the vector quantization for
example, k-implies .SH (Martens et af., 2011) and product
quantization (AB) (Rashedi et al, 2013). In AB, by
1solating every datum mto a few sub spaces and
communicating information as far as repeating parts, the
illustrative limit of AB, becomes forceful in the quantity of
sub spaces. In these strategies, every datum pomnt is
spoken to by an element vector and the inquiry procedure
15 performed. Subsequently, the hunting procedure is
tedious. As of late, the hashing based technique has been
generally utilized for closeness seek and comparative
applications as it permits the steady time look. A
considerable measure of hashing techniques has been
proposed these can be isolated into two fundamental
classifications: mformation free strategies (Syam and Rao,
2010, Quellec ef al., 2010) and mformation subordinate
strategies. Hypothetically, it 15 ensured that the first
separations are asymptotically spared in the Hamming
space inside wrinkling code length; thus, L.SH related
strategies more often than not require long codes to
accomplish great exactness. In any case, long codes result
1n the impact likelihood of comparable focuses mapped to
close codes diminishes as the code length increments.
Subsequently, the .SH-related techniques, for the most
part, build multi-tables to guarantee a sensible likelihood
that an inquiry will crash into its close neighbors in no
less than one table which prompts long question time and
expands the memory occupation. As of late, numerous
information subordinate techniques which concentrate on
taking in hash capacities from the informational index,
have been produced to take in more minimized codes.

The area connections between sub-locales and the
relative vicinities between neighbors of every sub region
are both basic (Ruiz-Vanoye et al, 2012) for viable
measurement decrease. Many hashing strategies have
been created for neighborhood-protecting (Syam and
Srinivasa Rao, 2012) or separation saving (Mahant ef al.,
2012). The previous one sign or the area rankings and
later to help and a complex with unbending steel pillar
(Ruiz-Vanoye et al, 2012) while as a rule, the ideal
serting of a complex needs some adaptability: some
sub-areas ought to be privately extended or contracted to
install the min to alow-dimensional space where the
topology can be very much saved. In this manner, these
hashing strategies can’t safeguard the mformational
index topology well.

In complex leaming region, the reality of the matter is
that a complex can be totally described by giving the
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relative or similar vicinities (Ruiz-Vanoye et al., 2012), e.g.,
a first area is near a moment one yet a long way from a
third one. Near in arrangement between separations, as in
correspondences or rankings, get the job done to describe
a complex for any embeddings. In addition, for some
comparability seel issues, the relative rankings of results
are more vital than their genuine similitude’s to a
question. In light of the above presentation, we can infer
that more powerful Hamming installing’s can be learned
by consolidating the informational index topology with
the learming procedure. Assist more, if the nearby
topology 1s all around protected in Hamming space, the
vagueness caused by positioning with Hamming
separation can be better all mitigated.

Syam et al. (2013) proposes similarity measure in
genetic algorithm for efficient image retrieval with
exhaustive feature presentation in image retrieval
conditions based on query image processing
(Shivakumar and Amudha, 2012; Rao ef al., 2010). In this
scenario when the query image 1s taken from image
database and then Genetic Algorithm (GA) similarity
measure is performed in between query image retrieval
and database 1mage retrieval. It 1s also performed different
query image retrieval for medical image.

Basic utilization of Pareto front
aggressively  (Subotic,  2011;  Boonrong  and
Kaewkamnerdpong, 2011; Sudhir and Baboo, 2011) in the
machine learming group. Complex multi-target
advancement issues are illuminated by this strategy,
where finding the main Pareto front is testing. A few
productive calculations have been created for finding the
skyline strategy. In ouwr POA calculation, efficient and
quick skyline calculations or quick non-commanded
arranging can be utilized to discover every Pareto front.

calculation

MATERIALS AND METHODS

Image query retrieval from multiple image archives:
For effective 1mage retrieval, images are extracted and
pre-processed based on low dimensional feature
representation instead of pixel values in directing the
image indexing and image retrieval (Rao et al, 2010;
Hashni and Amudha, 2012; Padmaa and Bincona, 2016,
Binoonal and Padmaa, 201 6; Singla and Garg, 2014). Some
of the feature extraction and similarity extraction
techniques has been proposed on various computer
vision and image processing oriented applications to
define best query matching with different images. In this
scenario ambiguity may appear in image query retrieval
from multiple image archives, we present and use manifold
ranking procedure, POA and GA for effective CBIR in
(Velmurugan and Baboo, 2011; Syam and Srinivasa Rao,

Pareto aptimal front mefhod )

Similarity meamme with feature selection

H
v
Image annotation with different feature selection  peee=
i
e--—=

Similarity meassure with filness
evaluation in query image retreival

&
SME/ ™

Multi query itmge retreival

Fig. 2: Proposed implementation for multi query optimized
image retrieval with Genetic algorithm

2012). Procedure of the Tmage query retrieval from multiple
image archives using hybrid image retrieval systems may
show in Fig. 2 with extensible feature presentation in
image retrieval.

As discussed previous paragraph to obtain effective
CBIR and verify sample query pair in image retrieval for
image positiomng in data base based on query image
with respect to visual features (Zhong et al., 2015;
Calder et al., 2014). Procedure for ranking mamfold for
image positioning with different frames as follows:

Manifold ranking procedure (MER): Let R = {3, 3{, ..,
K cT™to be feasible set of Pareto points and d: R=xR-be
a metric on N such that call as squared euclidean
distance define sequential attribute processing with
following ¥ = {y,, V5, ..., Vut in which yv; = 1, if X is the
query v, = 0 otherwise. Let 1 ¥~R is the ranking function
to assign with image position score 11 to each pomt X,
The entirely allocated a position of 1 and all other
examples will be allocated more compact positions with
range to the keyword along with image information. To
create a graph on X, first sort the for all ranges
between different examples i ascending order to link
related Graph G is designed to explore image retrieval.
Based on this procedure in manifold ranking approach
assoclated with ranking vector r processed for iumage
ranking 1s as follows:
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where, D 1s the diagonal matrix with o,=3 1w, and p=0
1s sequential regularization parameter. The first phrase in
the cost function is a level of smoothness phrase that
causes close by factors have similar position ratings
(Calder et ai., 2014, Christoudias ef al., 2012). The second
phrase is a regularization term which causes the question
to have a position near to 1 and all other examples to have
positions as near to O as possible. Based on thus
procedure efficient manifold calculation is measured with
different formation in final ranking 1s computed as follows:

= (I -HT(HHT—é I,)'Hy (2)

where, H = ZD' and D is the diagonal matrix, notice
construction of the anchor graph structure with matrix
mversion to present non-ambiguity based sample image
retrieval conditions with perspective measure of fast
umage retrieval.

Retrieval of query image from multiple classes of
archives: Based on previous knowledge regarding
relevance of keyword for efficient calculation with
selection of starting image from multiple image archives in
(Gonen and Alpaydin, 2011; Calder et af., 2014) query
image retrieval from multiple archuves efficient manifold
ranking to each data based image with query image. Main
contribution of this study shows Pareto method for
standard image retrieval. To retumn relevant tests to the
client, we return tests as indicated by their Pareto front
number, i.e., we retumn focuses on F, to begin with, at that
point F,, et cetera, until the point that adequately many
pictures have been recovered. Inside a similar front, we
return focuses m a specific request, e.g., for T = 2, from
the center first (Calder ef al., 2015). With regards to this
study, the center piece of each front will contain tests
identified with all mquiries. Relevant input plans can
likewise be utilized in our calculation to upgrade recovery
execution. For efficient CBIR in query image retrieval from
multiple archives apply Pareto optimal algorithm and GA
in image retrieval after ranking the images with different
visual semantic features.

Hybrid approach implementation for multiple query
image: In this study, we deal with an application of hybrid
approach based on multi objective process. Hybrid
comsists both Pareto optimization method and Genetic
algorithm to obtain multi-objective image retrieval, for
different set of datasets, single query measurement 1s not
worked properly to efficient image retrieval. Moreover, a

combination of different actions is very challenging,
because of the method for the combination may be not
possible and sometimes those actions may be unsuitable.
In this study, we propose Pareto optimal method to check
optimization which helps to find the related objectives in
information applications. We incorporate
optimization approach with 1 GA  algorithm
implementation to extract multi query access from different
data sets.

retrieval

Pareto optimal method: Pareto optimality is an effective
concept and applied in different domams like, Economic
Sciences, Computer Sciences and Social Sciences. Here,
we give brief review about Pareto optimality and define
Pareto front. In general setting of a discrete multi-target
enhancement 1ssue, we have a limited set S of achievable
arrangements and T criteria f,, f;, ..., {;for assessing the
plausible arrangements. One conceivable objective is to
discover x 2 S limiting all criteria at the same tume. In many
settings, this i1s an inconceivable errand. Many ways to
deal with the multi-target streamlining issue diminish to
joining all T criteria into one. At the point when this is
finished with a direct mix, it 1s typically called linear
scalarization. Selection of different weights in the straight
mix yield distinctive minimizes. Without earlier learning of
the relative significance of every foundation, one must
utilize a matrix look over every single conceivable weight
to distinguish an  arrangement of  achievable
arrangements. To find optimal solution is a robust
approach involves finding the optimality. XeS be the
Pareto optimal solution defines ranking for objective
selection of query inage from different sources. More
precisely, we say that x strictly dominates y if any f; (x)<f
{(y) for all 1 and £ {(x)<f (y) for some 1 with different
objects. A product x€8 is Pareto-optimal if it i not strictly
dommated by another product. Pareto optimal feasible
alternatives are well known solutions to define
scalability for straight formation with different front
sides like F, and F, by eliminating wrelevant images
based on manifold ranking procedure to amrange
different images. More usually, the ith Pareto front
side is determined by:

i-1
FE = ParetoOptimal Set / S\( Fl} (3)

j=1

If xeF,, we say that x is the Pareto depth of k, then we
say that a Pareto front I'i is deeper than I, if 1=].

Information retrieval using Pareto optimal: We present
the Pareto front side means for the multiple-query
information recovery issue. Believe that a dataset
vu= X, ..., Xy} of data samples are available in data set.
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Given a question ¢, the potential of recovery is to come
back samples that are associated with the question. When
several concerns are present, owr strategy problems each
question independently and then combines their results
mto one partly requested list of Pareto equvalent
recovered items at subsequent Pareto absolute depths.
For T=1 which denotes T-records of queries by {q,, ¢z, ...,
gr; and the dissimilarity between g, and jth in image
database X, by d, {j). For efficient consistence, define d;
€R." as a similarity vector between query q with all the
samples m database. For example, given T queries, we
define Pareto optimal point is as follows:

P =[d,(j), d,(j), ., (e RTjEfL2, . Ny ()

Each Pareto optimal point P; comrespond to the sample
X, from data point in data set ;. For convenience with set
of all points with Pareto points by p, based on these
criteria Pareto pomt P, effectively dominates another
pomnt P, if d, (1)<d, §) forallle{l, ... T} and d, (1)<d, (j) for
some 1. One can without much of a stretch see that if P,
overwhelms P, then X 1s nearer to each inquiry than X;.
Accordingly, the framework should return X, before X,
The key thought of our approach is to return tests
comparing to which Pareto front they lie on, i1e., we
restore the focuses from F1 to start with and after that F,,
et cetera until the point when an adequate number of
plctures have been retrieved. After apply Pareto optimal
point in image data sets, for multiple objective image
query evaluation, we apply GA procedure to elaborate
multi-objective optimization with image retrieval from
different image sources.

Multi-objective optimization with (POA and GA): For
efficient CBIR from different image sources based on
benchmark utilization from above equation can be write as
follows:

G_{aeR ‘l<a<uy V—l,...,m} )
b,(a) >0, V=1..q
Where:
m = The number of objectives
G = The searchable space process, a = {a,, a,, a, a,, a,
..., 8.t 1s the set of m dimensions
R = The set of real numbers

R* = m-dimensional hyper plane space with each label |,
and u, are lower and upper limits of i* decision
variable

Hybrid CBIR technique simultaneously advances
the all capacity and creates Pareto optimal
arrangements. Pareto front 1s an arrangement of
Pareto ideal (non-commanded) arrangements, being

can be enhanced
other target.

viewed as ideal if no goal

without giving up a less than one

Hybrid CBIR for feature extraction: This study discuss
about different feature extractions in multiple query
objective optimization using our proposed approach. For
efficient CBIR, we use four types of features like
contourlet transform, color, texture and shape based on
their properties required in image retrieval.

Finding multi-objective solution with GA procedure
Fitness function: The traditional way to deal with tackle
a multi-target advancement issue is to appoint a weight
W, to each standardized objective work Z ,s0, the issue
is changed over to a solitary target issue with a scalar
target work as follows: G(8). Therefore, different
arrangements can be at the same time looked in a solitary
run. What’s more, weight vectors can be acclimated to
advance assorted variety of the population.

Crossover and mutation: Among the diverse sorts of
hybrids, we utilize the two point hybrid at a hybrid rate of
Cp. In two pomt hybrid, two focuses, Cl1 and C2 are
chosen in the parent chromosomes. At that point, Ny/2
children chromosomes are acquired by exchanging
the genes n the middle of the two focuses Cl
and C2 between the two parent chromosomes. Based
on above consideration cross over points Cl and C2
calculated as follows:

. oY ©)
oY )

From that pomt forward, the Pareto arrangement of
the child chromosomes are put away independently and
the new lists comparing to AP are put away as A_Y . In
this manner change is performed on the chromosomes
acquired after hybrid utilizing above Eq. 6 and 7. The
transformation procedure replaces Ny, number of genes
from each chromosome with the new genes. The Ny,
quantities of cuality are only genes that have greatest
estimation of Pareto arrangement (as decided from the
Eq. 6 and 7. The supplanted genes are the haphazardly
created genes with no reiteration inside the chromosome.
At that pont, chromosomes which are chosen for hybrid
operation and the chromosomes which are acquired from
the change are joined, thus the populace pool is topped
off with the N, chromoscmes. At that peint, the procedure
is rehashed iteratively until the point that it achieves a
greatest cycle of X After gene extraction performed in
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cross over and mutation to satisfy maximum Pareto
solution in chromosomes with best fitness value, best
chromosomes are the gene properties of best fitness
value. Our proposed multi-objective calculation procedure
as shown in Algorithm 1.

Algorithm 1; Procedure of the proposed approach:
Input: Image Database
Output: Effective Multi objective Tmage Retrieval
Paramneters

DB = Database

NxA =N- row size and A - column size

F =fitness

DM = distance matrix

7 = Instance,

o = Size of population

[ =Rate of elitism

y =Rate of mutation

& =Number of iterations

Population size: 100 individuals (10x10)

Step 1: For each image database DB, I = {i, i, 1, ..., I, } with M*N matrix
to store images

Step 2: Apply Pareto optimal method to generate x feasible solutions
randomly for each For T =1 to & do and then select best optimal solutions
Step 3: To check feature extraction for image

retrieval in multi objective optimization apply

GA. GA consists

Cross-Over: For each for T=1 to N do select random two solutions Xa and
Xb to parent elements Xc; save these solutions for further use in calculation
of fitness value

Mutation: For each for J = 1 to N do select solution from stored image
source X c, then mutate each inner bit formation of Xc and then generate new
solution Xc¢” store with feasible solutions

Step 4: Update each solution as per image retrieval, end each for loop for
better solution

Step 5: Retumn Better optimal query image

results

After evaluating optimal solution of the query unage,
the precision, recall and F-measure values are generated
for performance evaluation:

Precision — No. of relevan.tlmages retrlelved ()
Total No. of images retreived
Recall - No. of relevant images retreived (9)

Total No. of relevant images in database

Precision * Recall (10)

Fscore =2——
Precision + Recall

These measures are the important factors to guage
the performance of the methods. Perfection 1s the portion
of the appropriate pictures which has been recovered,
assessments the completeness of the criteria.
Remember is the portion of the appropriate pictures which
has been recovered, assessments the precision of the

algorithm.

RESULTS AND DISCUSSION

Implementation: Now we present experimental study to
compare our proposed hybrid CBIR approach with several
existing CBIR methods to multiple query image retrieval.
Since, owr proposed approach was created for the
situation where each mquury relates to an alternate
semantic, we utilize multi-mark datasets in our tests. By
multi-name, we imply that many pictures in the dataset
have a place with more than one class. This enables us to
gauge precise our calculation’s capacity to discover
pictures that are similar to all queries. Our proposed
approach implemented in working platform of MATLAB,
and our approach accumulated with different type image
datasets. We use a unity evaluate for unique processing
the level of unity to the Pareto maximum and evaluate the
remedy with other methods. Since, the test problem is
regarded as the recovered, assessments the precision of
images. The recommended technique 1s examined on the
five different purpose picture data source of 500 varying
pictures includes 5 groups as some different types of
seeing stars and blossoms with 200 pictures for each
dataset. The precision, recall, efficiency are measured for
the example question pictures for each classification using
above equations (Fig. 3-6).

Fig. 3: Query image with resultant images based on color
feature
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Fig. 5. Query image retrieval with respect to texture
feature

Performance results: Performance results are calculated
based on different features with query image checking
i 1image databases. Testing results with different
features as follows:

B Hybrid approach BSeries 3 existing CBI
0.9 4 BExisting CBIR OExisting CBIR
(Syam and Rao, 2010) (Syam et al., 2013)
0.8 1

0.7 4
0.6 1
0.5

0.4 4

Accuracy (%)

0.3 1

0.2

0.1

1 2 3 4 5
Image database

Fig. 6: Accuracy values with respect to different image
databases

Table 1: Accuracy values comparison formation with different datasets

Accuracy
Existing
Existing previous CBIR  Existingprevious

Databases previous CBIR  (Syam and CBIR image
Tmage  Hybrid (Syarm and Srinivasa Rao, (Syam et al.,
class approach  Rao, 2010) 2012) 2013)
1 0.840 0.712 0.689 0.696
2 0.736 0.510 0.708 0.562
3 0.746 0.764 0.576 0.415
4 0.832 0.604 0.484 0.423
5 0.832 0.470 0.508 0.371

Table 2: Precision presentation values for different image databases.
Precision

Existing Existing sy stem Existing sy stem
Tmage  Hybrid system (Syam  (Syamand Srinivasa  (Syam et af.,
achieves approach and Rao, 2013) Rao, 2012) 2013)
Class 1 0.560 0.342 0.4245 0.352
Class 2 0.420 0.301 0.4150 0.401
Class 3 0472 0.399 0.2800 0.338
Class 4 0.445 0.444 0.3920 0.345
Class 5 0472 0.333 0.3350 0.345

Result related to different features

Results related to different measures: Table 1shows our
proposed accuracy values with respect to existing
techniques with different value formats as follows:

Figure 6 shows the accuracy presentation of
proposed approach with different image
databases.Table 2 follows precision representative values
with different images in optinization of image query
retrieval.

Figure 7 shows precision results of proposed
approach with different representation values. Table 3
shows recall effective image retrieval formation with
relevant and wurelevant images from different image
datasets.
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Fig. 7: Precision values with comparison of different
image datasets.
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Fig. 8:Image retrieval results of proposed approach

(Recall)
Table 3: Recall values with different image databases

Recall

Existing
Existing previous CBIR  Existing previous

Databases previous CBIR  (Syam and CBIR image
image  Hybrid (Syam and Srinivasa Rao, (Syam et al.,
archive approach Rao, 2010) 2012) 2013)
1 0.610 0.412 0.501 0.427
2 0.552 0.346 0.496 0.468
3 0.598 0.486 0.346 0.367
4 0.610 0.462 0.454 0.329
5 0.610 0.376 0.396 0.356

Figure 8 shows effective image retrieval formations
with different query images from different image datasets.
In the all five different dataset recovery were done by
querying five different pictures and for every dataset, we
get perfection, remember and F-measure principles is

identified. The perfection and remember value evaluation
between the suggested comprehensive methods
functions removal centered on multi-objective marketing
techmques demonstrates the efficiency of the suggested
system is best over that of the current systems.

CONCLUSION

We have provided novel criteria for content-based
query picture recovery from multiple image archives where
the concerns all correspond to different picture semantics
and the objective 1s to find images relevant to all
concerns. This criterion can retrieve samples which are
not quickly recovered by other multiple-query retrieval
methods and any straight line scalarization technique.
We have provided theoretical outcomes on asymptotic
non-convexity of Pareto methodologies that show that the
Pareto strategy 1s better than using straight line mixtures
of position outcomes. Experimental studies on real-world
datasets demonstrate the benefits of the suggested Pareto
front side method.
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Abstract: In real world digital image processing, Content Based Image Retrieval (CBIR) is an emerging concept,
1t 18 an image retrieval framework based on some visual semantic features like color, texture and shape to search
relevant images from multiple image sources. CBIR consist single query or multiple queries to semantic data or
same object for multiple class labels with reference to multi query images. In retrieval of query image comparison
from multiple image sources may cause optimization problem in image retrieval because of ambiguity in image
search. To solve optimization problem for efficient query image retrieval from multiple image archives, in this
study, we propose and develop hybrid content based image retrieval system. This system consist pareto
optimized method (for removing non-dominated features) and Genetic Algorithm (GA) for effective content
based image retrieval. Tntegration of contourlet features with color, texture and shape is considered to build
exhaustive feature set for all images. Tn our approach Pareto optimal scolution consist multi-objective selection
funetions to process image retrieval from multiple image sources for individual feature selection procedure with
query image evaluation for image retrieval. This approach gives better performance than traditional approaches
in query image retrieval from multiple image archives. Our experimental results show effectiveness of the
proposed method m retrieving all images from image sources with improvement sorting the mdividual images
in gsearching Pareto solutions in multi-objective optimization problem. Furthermore, this approach gives better
accuracy with respect to precision, recall and time efficiency in image retrieval from multiple image sources
based on extensive visual features.

Key words: Content based image retrieval, Genetic algorithm, Pareto solution, multi-objective selection

functions, squared euclidean distance and visual features, better, image

INTRODUCTION

In earliest days, CBIR has been aggressive concept
in machine learming and information or image retrieval
applications. Several image retrieval approaches for multi
query image selection have been introduced in previous
literature. In most of the systems, image picture is
correspond to same semantic umage with same concept
but the background is multiple for multiple sources but
contimiously have multiple image background with
multiple objects in image with altemative angles between
same class with multiple objects. The thought is that by
using numerous questions of a similar protest, the
execution of smgle-inquiry recovery can be made
strides. Various query image retrieval techniques are
sorted based on numerous single query processes
(Hsiao0 et al,, 2015). A considerable lot of the strategies for
single-semantic-various inquiry recovery include joining

the low-level elements from the query pictures to create a
solitary arrived at the midpoint of inquiry. Tn this study,
we consider the all the more difficult issue of discovering
pictures that are applicable to various inquiries that speak
to various picture semantics (Ramamurthy and Chandran,
2011). For this situation, the objective is to discover
pictures contaimng applicable components from each
furthermore, every query. Since, the mnquiries relate to
various semantics, alluring pictures will contain highlights
from a few particular pictures, and won’t really be firmly
identified with any mdividual query. This makes the 1ssue
on a very basic level not quite the same as single query
retriveal and from single-semantic numerous inguiry
recoveries. For this situation, the mquiry pictures won’t
have comparable low-level components and shaping an
arrived at the midpomt of query 1s not as valuable. Since,
pertinent pictures don’t really have includes firmly lined
up with a specific inquiry, a significant number of the
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standard recovery procedures are not valuable in this
unique situation. For instance, pack of-words sort
approaches which may appear to be normal for this issue,
require the objective picture to be firmly identified with a
few of the inquiries. Another basic method 15 to include
each inquiry each one mn turn and normal the subsequent
likenesses. This tends to deliver pictures firmly identified
with one of the inquiries, however once in a while
identified with at the same time. Numerous other multiple
mnquiry recovery calculations are plammed particularly for
the semantic single query problem to identify related
umages with just a single or a couple of the inquiries.

Various query recovery is identified with the meta
search issue in software engineering. In meta search, the
issue is to join indexed lists for a similar incquiry
over multiple web search tools. This 1s like the
single-semantic-multiple query issue as in each web index
1s 1ssuing a similar inquiry (or semantic). Consequently,
meta search calculations are not reasonable with regards
to multiple query recovery with a few particular semantics.

So, in this study, we propose to develop a novel
approach, 1e., hybrid content based umage retrieval
systemn which combines Pareto Optimization Algorithm
(POA) and Genetic algorithm. In this approach, POA
retrieve each image and rank them individually with their
discriminative to the input query. Some of the techniques
like SIFT and HoG has been proposed in different
computer vision oriented applications can be utilized to
define image dissimilarities. These dissiumilarities explore
query retrieval in image achieves, we utilize a quick
positioning calculation called Manifold Efficient Ranking
(MER) to calculate the ranking without consider total
presented samples sets. MER can productively find the
basic dimension of given image database and find the
evaluation time of the conventional ranking system. MER
effectively defines single query image retrieval to define
various retrieval query issue.

The next stage in our hybrid approach is to utilize the
positioning delivered by MER to make Pareto focuses,

13

which compare to non-similarities between a specimen
and each inquiry. Pareto optimal points are called Pareto
fronts to define non-dominated events Pareto front mainly
focuses on non-dominated focuses and it 1s called origin
in group image databases. The second Pareto front
(profundity two) 1s acquired by expelling the principal
Pareto front and finding the non-overwhelmed focuses
among the rest of the Pareto front algorithm contains
specimens for each wuser and those samples are
exhausted. Pareto front sort the non-dominated class
references.

Key distribution of Pareto front for query image
from multiple image databases shown in Fig. 1 to
recovery query images based on forest and mountain
keywords. In that image are listed based on their
positioning with front and comnection from tail to
other present in image retrieval.

However, as seen m Fig. 1, images (images 10, 11, 12)
in center of front optimization contain related functions
for both queries suitable for multi image retrieval problem.
Our proposed approach is an well known approach to
provide symmetric calculation with respect to query image
retrieval from multiple image class retrieval We also
applicable our approach to automatic image annotation of
large databases. The main contribution of our proposed
approach is as follows: Propose the hybrid CBIR for query
image retrieval from multiple image archives based on
visual features of query image. Discuss about Pareto
Optimization Method (POM) for image annotation in
multiple image retrieval. For effective similarity measure
between query image and data base image with extensive
feature presentation is explained using genetic algorithm
for query image retrieval from multiple image archives.

Literature review: Quick object retrieval using direct
spatial matching paper (Syam and Rao, 2010) appears
for the substantial scale question recovery Bag of
visual-Words (BOW) demonstrates is prevalent however
there is a disadvantage it disregards spatial data. Direct

Fig. 1: Images located based on Pareto front method with middle of semantic query images
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Spatial Matching (DSM) way to deal with discover the
scale variety utilizing district sizes in which all component
matches for evaluating geometric transformation. DSM is
significantly snappier than RANSAC-based techniques
and thorough specification approaches. Alogarithmic term
recurrence converse archive recurrence welghting plan is
acquainted with increase the execution of the base
framework. The disadvantage is a high cost because of
high recovery exactness. Non-overwhelmed arranging
(Syam and Srinivasa Rao, 2012; Syam et af, 2013
Arandjelovic and Zisserman, 2012; Binitha and Sathya,
2012; Martens et al., 2011) 1s a critical 1ssue in multi-target
advancement. They have discovered that in the extensive
specimen estimate constrain, the non-commanded fronts
merge most likely to the level arrangement of a capacity
that fulfills Hamilton-Jacobi Partial Differential Equations
(PDE). To plan for a quick, possibly sub straight, surmised
non-ruled arranging calculation PDE 1s utilized and the
aftereffects of applying the calculation to genuine
information (Rashedi et al., 2013). They likewise give a
quick numerical plan for tackling the PDE and utilize it to
build up a quick, possibly sub straight, estimated
non-ruled arranging calculation. This calculation 1s
connected to genuine information from an oddity location
issue and amazing exactness is accomplished by this
calculation while fundamentally decreasing the
computational multifaceted nature of non-dominated
arranging. For huge information gushing issues, this
calculation 18 utilized which mclude steady re
arranging of substantial datasets upon the landing of
new examples. For the straight arrangement of
highlights, it is reasonable.

The expansive scale particular question picture
recovery frameworks are to discover pictures that contain
the inquiry protest in the picture database. For instance
media, generation groups are keen on seeking pictures or
video film to go with news reports and daily paper articles
from the database. Get different pictures of the questioned
protest utilizing Google picture seek. Demonstrate that
various questions altogether enhance the framework to
discover testing events of the questioned protest. The
point 1s to recover all pictures contaiung a particular
protest in a picture informational collection. This is an
issue that has seen much improvement and
accomplishment in the course of the most recent decade,
the begirming stage of the inquiry has been a solitary
question picture of the particular protest of intrigue. In
this work two changes to the standard approach: to begin
with, beginning stage the protest is content, as they are
keen on testing informational indexes to discover known
questions and second the informational index utilizing
numerous picture nguiries and join the outcomes mto a
solitary positioned list. Tending to this issue has been
one of the principle mquire about subjects in particular
protest recovery look into with advancements in include

encoding to lighten Vector Quantization (VQ) misfortunes
and in growth of the sack of visual word (BOW)
portrayal to mitigate locator and descriptor drop out
(and in addition, once more, VQ losses). All time the
change of printed is unpractical for every one of the
pictures. In this way, tree-based lists are not attractive for
high-dimensional pursuit issues. Another sort of ANN
look calculation depends on the vector quantization for
example, k-implies .SH (Martens et af., 2011) and product
quantization (AB) (Rashedi et al, 2013). In AB, by
1solating every datum mto a few sub spaces and
communicating information as far as repeating parts, the
illustrative limit of AB, becomes forceful in the quantity of
sub spaces. In these strategies, every datum pomnt is
spoken to by an element vector and the inquiry procedure
15 performed. Subsequently, the hunting procedure is
tedious. As of late, the hashing based technique has been
generally utilized for closeness seek and comparative
applications as it permits the steady time look. A
considerable measure of hashing techniques has been
proposed these can be isolated into two fundamental
classifications: mformation free strategies (Syam and Rao,
2010, Quellec ef al., 2010) and mformation subordinate
strategies. Hypothetically, it 15 ensured that the first
separations are asymptotically spared in the Hamming
space inside wrinkling code length; thus, L.SH related
strategies more often than not require long codes to
accomplish great exactness. In any case, long codes result
1n the impact likelihood of comparable focuses mapped to
close codes diminishes as the code length increments.
Subsequently, the .SH-related techniques, for the most
part, build multi-tables to guarantee a sensible likelihood
that an inquiry will crash into its close neighbors in no
less than one table which prompts long question time and
expands the memory occupation. As of late, numerous
information subordinate techniques which concentrate on
taking in hash capacities from the informational index,
have been produced to take in more minimized codes.

The area connections between sub-locales and the
relative vicinities between neighbors of every sub region
are both basic (Ruiz-Vanoye et al, 2012) for viable
measurement decrease. Many hashing strategies have
been created for neighborhood-protecting (Syam and
Srinivasa Rao, 2012) or separation saving (Mahant ef al.,
2012). The previous one sign or the area rankings and
later to help and a complex with unbending steel pillar
(Ruiz-Vanoye et al, 2012) while as a rule, the ideal
serting of a complex needs some adaptability: some
sub-areas ought to be privately extended or contracted to
install the min to alow-dimensional space where the
topology can be very much saved. In this manner, these
hashing strategies can’t safeguard the mformational
index topology well.

In complex leaming region, the reality of the matter is
that a complex can be totally described by giving the
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relative or similar vicinities (Ruiz-Vanoye et al., 2012), e.g.,
a first area is near a moment one yet a long way from a
third one. Near in arrangement between separations, as in
correspondences or rankings, get the job done to describe
a complex for any embeddings. In addition, for some
comparability seel issues, the relative rankings of results
are more vital than their genuine similitude’s to a
question. In light of the above presentation, we can infer
that more powerful Hamming installing’s can be learned
by consolidating the informational index topology with
the learming procedure. Assist more, if the nearby
topology 1s all around protected in Hamming space, the
vagueness caused by positioning with Hamming
separation can be better all mitigated.

Syam et al. (2013) proposes similarity measure in
genetic algorithm for efficient image retrieval with
exhaustive feature presentation in image retrieval
conditions based on query image processing
(Shivakumar and Amudha, 2012; Rao ef al., 2010). In this
scenario when the query image 1s taken from image
database and then Genetic Algorithm (GA) similarity
measure is performed in between query image retrieval
and database 1mage retrieval. It 1s also performed different
query image retrieval for medical image.

Basic utilization of Pareto front
aggressively  (Subotic,  2011;  Boonrong  and
Kaewkamnerdpong, 2011; Sudhir and Baboo, 2011) in the
machine learming group. Complex multi-target
advancement issues are illuminated by this strategy,
where finding the main Pareto front is testing. A few
productive calculations have been created for finding the
skyline strategy. In ouwr POA calculation, efficient and
quick skyline calculations or quick non-commanded
arranging can be utilized to discover every Pareto front.

calculation

MATERIALS AND METHODS

Image query retrieval from multiple image archives:
For effective 1mage retrieval, images are extracted and
pre-processed based on low dimensional feature
representation instead of pixel values in directing the
image indexing and image retrieval (Rao et al, 2010;
Hashni and Amudha, 2012; Padmaa and Bincona, 2016,
Binoonal and Padmaa, 201 6; Singla and Garg, 2014). Some
of the feature extraction and similarity extraction
techniques has been proposed on various computer
vision and image processing oriented applications to
define best query matching with different images. In this
scenario ambiguity may appear in image query retrieval
from multiple image archives, we present and use manifold
ranking procedure, POA and GA for effective CBIR in
(Velmurugan and Baboo, 2011; Syam and Srinivasa Rao,

Pareto aptimal front mefhod )

Similarity meamme with feature selection

H
v
Image annotation with different feature selection  peee=
i
e--—=

Similarity meassure with filness
evaluation in query image retreival

&
SME/ ™

Multi query itmge retreival

Fig. 2: Proposed implementation for multi query optimized
image retrieval with Genetic algorithm

2012). Procedure of the Tmage query retrieval from multiple
image archives using hybrid image retrieval systems may
show in Fig. 2 with extensible feature presentation in
image retrieval.

As discussed previous paragraph to obtain effective
CBIR and verify sample query pair in image retrieval for
image positiomng in data base based on query image
with respect to visual features (Zhong et al., 2015;
Calder et al., 2014). Procedure for ranking mamfold for
image positioning with different frames as follows:

Manifold ranking procedure (MER): Let R = {3, 3{, ..,
K cT™to be feasible set of Pareto points and d: R=xR-be
a metric on N such that call as squared euclidean
distance define sequential attribute processing with
following ¥ = {y,, V5, ..., Vut in which yv; = 1, if X is the
query v, = 0 otherwise. Let 1 ¥~R is the ranking function
to assign with image position score 11 to each pomt X,
The entirely allocated a position of 1 and all other
examples will be allocated more compact positions with
range to the keyword along with image information. To
create a graph on X, first sort the for all ranges
between different examples i ascending order to link
related Graph G is designed to explore image retrieval.
Based on this procedure in manifold ranking approach
assoclated with ranking vector r processed for iumage
ranking 1s as follows:
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where, D 1s the diagonal matrix with o,=3 1w, and p=0
1s sequential regularization parameter. The first phrase in
the cost function is a level of smoothness phrase that
causes close by factors have similar position ratings
(Calder et ai., 2014, Christoudias ef al., 2012). The second
phrase is a regularization term which causes the question
to have a position near to 1 and all other examples to have
positions as near to O as possible. Based on thus
procedure efficient manifold calculation is measured with
different formation in final ranking 1s computed as follows:

= (I -HT(HHT—é I,)'Hy (2)

where, H = ZD' and D is the diagonal matrix, notice
construction of the anchor graph structure with matrix
mversion to present non-ambiguity based sample image
retrieval conditions with perspective measure of fast
umage retrieval.

Retrieval of query image from multiple classes of
archives: Based on previous knowledge regarding
relevance of keyword for efficient calculation with
selection of starting image from multiple image archives in
(Gonen and Alpaydin, 2011; Calder et af., 2014) query
image retrieval from multiple archuves efficient manifold
ranking to each data based image with query image. Main
contribution of this study shows Pareto method for
standard image retrieval. To retumn relevant tests to the
client, we return tests as indicated by their Pareto front
number, i.e., we retumn focuses on F, to begin with, at that
point F,, et cetera, until the point that adequately many
pictures have been recovered. Inside a similar front, we
return focuses m a specific request, e.g., for T = 2, from
the center first (Calder ef al., 2015). With regards to this
study, the center piece of each front will contain tests
identified with all mquiries. Relevant input plans can
likewise be utilized in our calculation to upgrade recovery
execution. For efficient CBIR in query image retrieval from
multiple archives apply Pareto optimal algorithm and GA
in image retrieval after ranking the images with different
visual semantic features.

Hybrid approach implementation for multiple query
image: In this study, we deal with an application of hybrid
approach based on multi objective process. Hybrid
comsists both Pareto optimization method and Genetic
algorithm to obtain multi-objective image retrieval, for
different set of datasets, single query measurement 1s not
worked properly to efficient image retrieval. Moreover, a

combination of different actions is very challenging,
because of the method for the combination may be not
possible and sometimes those actions may be unsuitable.
In this study, we propose Pareto optimal method to check
optimization which helps to find the related objectives in
information applications. We incorporate
optimization approach with 1 GA  algorithm
implementation to extract multi query access from different
data sets.

retrieval

Pareto optimal method: Pareto optimality is an effective
concept and applied in different domams like, Economic
Sciences, Computer Sciences and Social Sciences. Here,
we give brief review about Pareto optimality and define
Pareto front. In general setting of a discrete multi-target
enhancement 1ssue, we have a limited set S of achievable
arrangements and T criteria f,, f;, ..., {;for assessing the
plausible arrangements. One conceivable objective is to
discover x 2 S limiting all criteria at the same tume. In many
settings, this i1s an inconceivable errand. Many ways to
deal with the multi-target streamlining issue diminish to
joining all T criteria into one. At the point when this is
finished with a direct mix, it 1s typically called linear
scalarization. Selection of different weights in the straight
mix yield distinctive minimizes. Without earlier learning of
the relative significance of every foundation, one must
utilize a matrix look over every single conceivable weight
to distinguish an  arrangement of  achievable
arrangements. To find optimal solution is a robust
approach involves finding the optimality. XeS be the
Pareto optimal solution defines ranking for objective
selection of query inage from different sources. More
precisely, we say that x strictly dominates y if any f; (x)<f
{(y) for all 1 and £ {(x)<f (y) for some 1 with different
objects. A product x€8 is Pareto-optimal if it i not strictly
dommated by another product. Pareto optimal feasible
alternatives are well known solutions to define
scalability for straight formation with different front
sides like F, and F, by eliminating wrelevant images
based on manifold ranking procedure to amrange
different images. More usually, the ith Pareto front
side is determined by:

i-1
FE = ParetoOptimal Set / S\( Fl} (3)

j=1

If xeF,, we say that x is the Pareto depth of k, then we
say that a Pareto front I'i is deeper than I, if 1=].

Information retrieval using Pareto optimal: We present
the Pareto front side means for the multiple-query
information recovery issue. Believe that a dataset
vu= X, ..., Xy} of data samples are available in data set.
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Given a question ¢, the potential of recovery is to come
back samples that are associated with the question. When
several concerns are present, owr strategy problems each
question independently and then combines their results
mto one partly requested list of Pareto equvalent
recovered items at subsequent Pareto absolute depths.
For T=1 which denotes T-records of queries by {q,, ¢z, ...,
gr; and the dissimilarity between g, and jth in image
database X, by d, {j). For efficient consistence, define d;
€R." as a similarity vector between query q with all the
samples m database. For example, given T queries, we
define Pareto optimal point is as follows:

P =[d,(j), d,(j), ., (e RTjEfL2, . Ny ()

Each Pareto optimal point P; comrespond to the sample
X, from data point in data set ;. For convenience with set
of all points with Pareto points by p, based on these
criteria Pareto pomt P, effectively dominates another
pomnt P, if d, (1)<d, §) forallle{l, ... T} and d, (1)<d, (j) for
some 1. One can without much of a stretch see that if P,
overwhelms P, then X 1s nearer to each inquiry than X;.
Accordingly, the framework should return X, before X,
The key thought of our approach is to return tests
comparing to which Pareto front they lie on, i1e., we
restore the focuses from F1 to start with and after that F,,
et cetera until the point when an adequate number of
plctures have been retrieved. After apply Pareto optimal
point in image data sets, for multiple objective image
query evaluation, we apply GA procedure to elaborate
multi-objective optimization with image retrieval from
different image sources.

Multi-objective optimization with (POA and GA): For
efficient CBIR from different image sources based on
benchmark utilization from above equation can be write as
follows:

G_{aeR ‘l<a<uy V—l,...,m} )
b,(a) >0, V=1..q
Where:
m = The number of objectives
G = The searchable space process, a = {a,, a,, a, a,, a,
..., 8.t 1s the set of m dimensions
R = The set of real numbers

R* = m-dimensional hyper plane space with each label |,
and u, are lower and upper limits of i* decision
variable

Hybrid CBIR technique simultaneously advances
the all capacity and creates Pareto optimal
arrangements. Pareto front 1s an arrangement of
Pareto ideal (non-commanded) arrangements, being

can be enhanced
other target.

viewed as ideal if no goal

without giving up a less than one

Hybrid CBIR for feature extraction: This study discuss
about different feature extractions in multiple query
objective optimization using our proposed approach. For
efficient CBIR, we use four types of features like
contourlet transform, color, texture and shape based on
their properties required in image retrieval.

Finding multi-objective solution with GA procedure
Fitness function: The traditional way to deal with tackle
a multi-target advancement issue is to appoint a weight
W, to each standardized objective work Z ,s0, the issue
is changed over to a solitary target issue with a scalar
target work as follows: G(8). Therefore, different
arrangements can be at the same time looked in a solitary
run. What’s more, weight vectors can be acclimated to
advance assorted variety of the population.

Crossover and mutation: Among the diverse sorts of
hybrids, we utilize the two point hybrid at a hybrid rate of
Cp. In two pomt hybrid, two focuses, Cl1 and C2 are
chosen in the parent chromosomes. At that point, Ny/2
children chromosomes are acquired by exchanging
the genes n the middle of the two focuses Cl
and C2 between the two parent chromosomes. Based
on above consideration cross over points Cl and C2
calculated as follows:

. oY ©)
oY )

From that pomt forward, the Pareto arrangement of
the child chromosomes are put away independently and
the new lists comparing to AP are put away as A_Y . In
this manner change is performed on the chromosomes
acquired after hybrid utilizing above Eq. 6 and 7. The
transformation procedure replaces Ny, number of genes
from each chromosome with the new genes. The Ny,
quantities of cuality are only genes that have greatest
estimation of Pareto arrangement (as decided from the
Eq. 6 and 7. The supplanted genes are the haphazardly
created genes with no reiteration inside the chromosome.
At that pont, chromosomes which are chosen for hybrid
operation and the chromosomes which are acquired from
the change are joined, thus the populace pool is topped
off with the N, chromoscmes. At that peint, the procedure
is rehashed iteratively until the point that it achieves a
greatest cycle of X After gene extraction performed in
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cross over and mutation to satisfy maximum Pareto
solution in chromosomes with best fitness value, best
chromosomes are the gene properties of best fitness
value. Our proposed multi-objective calculation procedure
as shown in Algorithm 1.

Algorithm 1; Procedure of the proposed approach:
Input: Image Database
Output: Effective Multi objective Tmage Retrieval
Paramneters

DB = Database

NxA =N- row size and A - column size

F =fitness

DM = distance matrix

7 = Instance,

o = Size of population

[ =Rate of elitism

y =Rate of mutation

& =Number of iterations

Population size: 100 individuals (10x10)

Step 1: For each image database DB, I = {i, i, 1, ..., I, } with M*N matrix
to store images

Step 2: Apply Pareto optimal method to generate x feasible solutions
randomly for each For T =1 to & do and then select best optimal solutions
Step 3: To check feature extraction for image

retrieval in multi objective optimization apply

GA. GA consists

Cross-Over: For each for T=1 to N do select random two solutions Xa and
Xb to parent elements Xc; save these solutions for further use in calculation
of fitness value

Mutation: For each for J = 1 to N do select solution from stored image
source X c, then mutate each inner bit formation of Xc and then generate new
solution Xc¢” store with feasible solutions

Step 4: Update each solution as per image retrieval, end each for loop for
better solution

Step 5: Retumn Better optimal query image

results

After evaluating optimal solution of the query unage,
the precision, recall and F-measure values are generated
for performance evaluation:

Precision — No. of relevan.tlmages retrlelved ()
Total No. of images retreived
Recall - No. of relevant images retreived (9)

Total No. of relevant images in database

Precision * Recall (10)

Fscore =2——
Precision + Recall

These measures are the important factors to guage
the performance of the methods. Perfection 1s the portion
of the appropriate pictures which has been recovered,
assessments the completeness of the criteria.
Remember is the portion of the appropriate pictures which
has been recovered, assessments the precision of the

algorithm.

RESULTS AND DISCUSSION

Implementation: Now we present experimental study to
compare our proposed hybrid CBIR approach with several
existing CBIR methods to multiple query image retrieval.
Since, owr proposed approach was created for the
situation where each mquury relates to an alternate
semantic, we utilize multi-mark datasets in our tests. By
multi-name, we imply that many pictures in the dataset
have a place with more than one class. This enables us to
gauge precise our calculation’s capacity to discover
pictures that are similar to all queries. Our proposed
approach implemented in working platform of MATLAB,
and our approach accumulated with different type image
datasets. We use a unity evaluate for unique processing
the level of unity to the Pareto maximum and evaluate the
remedy with other methods. Since, the test problem is
regarded as the recovered, assessments the precision of
images. The recommended technique 1s examined on the
five different purpose picture data source of 500 varying
pictures includes 5 groups as some different types of
seeing stars and blossoms with 200 pictures for each
dataset. The precision, recall, efficiency are measured for
the example question pictures for each classification using
above equations (Fig. 3-6).

Fig. 3: Query image with resultant images based on color
feature
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Fig. 5. Query image retrieval with respect to texture
feature

Performance results: Performance results are calculated
based on different features with query image checking
i 1image databases. Testing results with different
features as follows:

B Hybrid approach BSeries 3 existing CBI
0.9 4 BExisting CBIR OExisting CBIR
(Syam and Rao, 2010) (Syam et al., 2013)
0.8 1

0.7 4
0.6 1
0.5

0.4 4

Accuracy (%)

0.3 1

0.2

0.1

1 2 3 4 5
Image database

Fig. 6: Accuracy values with respect to different image
databases

Table 1: Accuracy values comparison formation with different datasets

Accuracy
Existing
Existing previous CBIR  Existingprevious

Databases previous CBIR  (Syam and CBIR image
Tmage  Hybrid (Syarm and Srinivasa Rao, (Syam et al.,
class approach  Rao, 2010) 2012) 2013)
1 0.840 0.712 0.689 0.696
2 0.736 0.510 0.708 0.562
3 0.746 0.764 0.576 0.415
4 0.832 0.604 0.484 0.423
5 0.832 0.470 0.508 0.371

Table 2: Precision presentation values for different image databases.
Precision

Existing Existing sy stem Existing sy stem
Tmage  Hybrid system (Syam  (Syamand Srinivasa  (Syam et af.,
achieves approach and Rao, 2013) Rao, 2012) 2013)
Class 1 0.560 0.342 0.4245 0.352
Class 2 0.420 0.301 0.4150 0.401
Class 3 0472 0.399 0.2800 0.338
Class 4 0.445 0.444 0.3920 0.345
Class 5 0472 0.333 0.3350 0.345

Result related to different features

Results related to different measures: Table 1shows our
proposed accuracy values with respect to existing
techniques with different value formats as follows:

Figure 6 shows the accuracy presentation of
proposed approach with different image
databases.Table 2 follows precision representative values
with different images in optinization of image query
retrieval.

Figure 7 shows precision results of proposed
approach with different representation values. Table 3
shows recall effective image retrieval formation with
relevant and wurelevant images from different image
datasets.
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Fig. 7: Precision values with comparison of different
image datasets.
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Fig. 8:Image retrieval results of proposed approach

(Recall)
Table 3: Recall values with different image databases

Recall

Existing
Existing previous CBIR  Existing previous

Databases previous CBIR  (Syam and CBIR image
image  Hybrid (Syam and Srinivasa Rao, (Syam et al.,
archive approach Rao, 2010) 2012) 2013)
1 0.610 0.412 0.501 0.427
2 0.552 0.346 0.496 0.468
3 0.598 0.486 0.346 0.367
4 0.610 0.462 0.454 0.329
5 0.610 0.376 0.396 0.356

Figure 8 shows effective image retrieval formations
with different query images from different image datasets.
In the all five different dataset recovery were done by
querying five different pictures and for every dataset, we
get perfection, remember and F-measure principles is

identified. The perfection and remember value evaluation
between the suggested comprehensive methods
functions removal centered on multi-objective marketing
techmques demonstrates the efficiency of the suggested
system is best over that of the current systems.

CONCLUSION

We have provided novel criteria for content-based
query picture recovery from multiple image archives where
the concerns all correspond to different picture semantics
and the objective 1s to find images relevant to all
concerns. This criterion can retrieve samples which are
not quickly recovered by other multiple-query retrieval
methods and any straight line scalarization technique.
We have provided theoretical outcomes on asymptotic
non-convexity of Pareto methodologies that show that the
Pareto strategy 1s better than using straight line mixtures
of position outcomes. Experimental studies on real-world
datasets demonstrate the benefits of the suggested Pareto
front side method.
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Abstract: Executing dispersed figuring empowers different routes for web-based organization offerings to
address varying issues. Regardless, the data protection and assurance has transformed into a fundamental
concern which limits numerous cloud submissions. One of the critical stresses in safety and assurance occurs
by which that cloud executives have the possibility to accomplish and change the fragile data. This stress
definitely extends customer’s concern and abatements the acceptance of circulated processing in numerous
fields, for mstance, the money related business and regulatory associations. This study mamly concentrates
on this problem and suggests an astute cryptographic techmque where the cloud advantage admin can’t
particularly accomplish fragile data and meta cloud data storage Architecture for securing big data in cloud
computing environment. The suggested approach partitions the record and freely inserts available dataset in
the passed on cloud storage servers. An option 1s suggested to choose if the data groups require a split
remembering the true objective to curtail the operation time. The suggested contrive Protection-Aware Efficient
Distributed Storage (SA-EDS) illustrate which is essentially sustained by our suggested Secure Efficient Data
Distributions (SED2) calculation. Our trial assessments have evaluated both safety and viability displays and
the trial occurs represent that our approach can enough shield crucial dangers from fogs and requires with an

suitable calculation instance.

Key words: Protection, cloud computing, delicate information, big data, distributed storage, calculation

INTRODUCTION

Dispersed figuring can portrayed as five properties,
for instance, massive scalability, multi-inhabitance
(shared resources), flexibility, pay only for used and
self-provisioning of benefits (Purushothaman and
Abburu, 2012; Schwarz and Miller, 2006). Dispersed
registering enables customer to get to the remote servers
encouraged on the web to store and process the data.
Orgamzation reproductions of cloud is orchestrated mto
3 sorts (Wang et al., 2009a, b, 2012) for instance, SaaS,
PaaS, IaaS and particular sending sculpts are requested
mto private, public and hybrid. On account of the
elevated openness of the cloud to all customers,
appropriated figuring goes up against more noteworthy
protection challenges (Murugesan and Sudheendran,
2013). These question are accumulated into two general
classes as confronted by cloud
suppliers 1ssues  confronted by
customers.

assurance 1ssues
and protection

As one of the tremendous progressions used as a
plece of circulated processing, the passed on collection
has engaged (Ma et al, 2012; Bowers et al., 2009) the
mass remote data aggregation by methods for Storage-as-
a-Service (SaaS) advantage illustrate. This cloud
advantage show has completely transformed inte a
tasteful approach i tremendous data nearby the
progression of web organizations and frameworks
(Garg and Sharma, 2013; Zhou and Huang, 2012). Many
cloud shippers have given engaging gathering
organization offerings that give creature and versatile
cloud-dependant storage locations for customers
(Vyay and Reddy, 2013; Hendricks ef af., 2007). In any
case, the protection issues occured by the procedures on
cloud region 1s so far a block of using SaaS for wanders.
Many cloud customers stress over the sensitive data
where the cloud heads have the passage (Gampala et al.,
2012). This 1ssue mortifies existing use of SaaS m spite of
the way that various prior investigates have watched out
for this field.
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Fig. 1: &rchitectre of secure data storage in o oud

Additicnally, Ilass Distribnted Storage (WDE) has
investigated to increase the data aggregation measure
starting late. The anomalous state presentations of the
adaptatle calculation are cotsidered points of interest of
completing MD'E (Donald of o, 20134, b, Wang of of
2009 &, 1), One point that necessities changes isto secure
circled data collection it which the dangers beginfrom an
arratigement of sides.

This research atticle cortemplates on the issue of
cloud executives misuse issues and efforts to keep
awray from cloud customer”s data retrieved from cloud
servers. The irformation is considered as orgardzed,
utistructired (Guha and 3heivastay, 2013; Donald ef o,
20034 b)) or seni-organdz ed informati onin which they are
put away i the doud We recommend an ins ghtfid
ctyptographic theamure, tiathed Protection Aware Effi cient
Distributed 3torage (3A-EDE) exhitdt that is planned to
get a vidble MD3 advantage and futhermore stratge
state protection corfirmations. Figure 1 delineates the
wotking of BA-EDE (Wang of al, 20094 1. As showed
up it Fig 1, ustomer” s data are reviewed by an different
techtdquie in which opett natn ed-data packs frameworks
ate agsociated. This framework is essentially kept up by
out suggested caleulation In addition, part information
ot ocess iz refined by the focal estithation, Secure Efficient
Diata Digtribtions (3EDY) Algorithm wiich is infended
to divide information recalling a definitive goal to shield
precations data from spilling on the cloud region wtilizing
soarcest expenses (Ma of 4l 2012, Ateniese of o,
2007,

The  delicate data recuperation needs an
unscratmbling methodclogy that is reinforced by our
suggested caleulation The tremendousness of the
suggestad patt azwe give anflexible approach to manage
those endesvors that intend to use Saal (Raju o 4,
20117, howresver, recpive s anommalous state data collection
protection, for instance, the cash related organization

indastry. The suideline issue wwound by ow suggested
plot is keeping cloud supplier from direct accomplishing
customer’s one of a kind data (Garg and Sharma, 2013;
Shah ef al, 2007). The essential dities of this article are
tarofold: We propose a narrative cryptographic tectedegue
for passing on mass scattered amassing by wlich
custotmer’s one of akind data can’t be direct come to by
cloud heads. The recommended techhigue iz a valuable
ctyptograplie  swmises for  protecting  destroctive
exercises happened on the cloud serwer. We propoze a
cotrvincing informati on split part that does not pass on
immense ovetheads (Purushothem an and Abbung, 2012,
Bowrers ef f, 20097 and similaly guarartees information
retrievability.

Literature review: Zhou and Huang (2012) plarmmed to
etizure data responsibility for duplicates over the flowed
atnassing structire. They completed the PDF plan to hide
ciffer erit itnpersonati ons withog performing encoding on
each of duplicate liberally, giving accreditation that
variowus copies of data are tndy kept up As of late,
Garg and Sham (20130 gave an examindgion on marrsy
exigting  cowses of  acton on isolated  data
trustw cethiness inspecting atnd argued theit points of
irderest  and  hindrances wnder  dwerse  blueprint
circumstances of protected disseminated stockpiling
otgardzations.

Situgh of . (2012 proposed the o ovabl v protected
attangement to affirm  the trostwortliness of data
athassing in the cloud without downloading each one of
the data. The producers utilized the RE3A-baszed
homom crphic Verifiable TagrHVT) to convey a solitary
tag by joiting the piece marks HV T besides engages a
setver to produce a werification and empowers the
customer to wverify shout server limitations, despite the
way that the customer won’t not approach the pieces.
Regardless, thisprocess gets high server cauoildions or
cotrespotidence costs for the entire record on account of
the usage of EEA mumbering.

Ahimpi ef @l executed ancther kind of RDA
methodo ogy Proofs OF Accessibility (PO A) to favor data
respectability atd to therart data degradation with forard
screw up modifying codes, remotely. The evaluator by
then subjectively enbeds the protected data blocks into
pieces aready tradingtowards the server. Regardless, the
measye of demand in this framework is obligated to the
measre of senbinel squares. The FOA  procedure
acknowledged Mgh calculationa ovethead on customer
part which worked out as irtended it perspective of
playing ot the blunder recuperation and information
etictyption shapes.
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Ateniese et al. (2007) familiar a system with give
adequacy and protection to the POR strategy in light of
the BLS homomorphic confirmation method. The BLS
technique empowers the evaluator to add up to the names
mto a settled size remembering the true objective to
restrict the framework computational overhead, also,
utilizes  the

Reed-Solomon pelicy to recoup the

misunderstandings. Supporting dynamic information
fortify satisfactorily is a crucial issue in most by far of the
remote nformation evaluating systems in which the
controller can intensely revive the outsourced data
without recovering the outsourced record.

Wang et al. (2012) proposed a rank-dependent
information te diagram a totally capable evaluating
process. This procedure can also verify the uprightness
of data squares of varied-sizes, yet, it can’t affirm the
reliability of mdividual piece. Most POR systems can't
gainfully support dynamic data revive in light of the way
that the server can't develop an association between the
data squares and the mixed code-words.

The other weight of this method is that it can’t
adequately remforce visit dynamic mvigorate operations
profitably due to the center point re-modifying issue and
this will siumilarly realize
transparency on the analyst side. Additionally, bilinear

elevated computational

coordinating calculation is more exorbitant than the
logarithmic configuration which 1s used as a piece of our
technique. The data inserted into the cloud is categorized
as type 1 which 1s structured data and type 2 which 1s
considered as semi-structured and unstructured data
(Murugesan and Sudheendran, 2013). Here, two
algorithms are used for performing encryption on both the
types of data.

Algorithm 1; Types of data:
Selection of data (type)

If(type==1)

{

Structured data

Data from SQL type data bases
AESEncrypt()
Send to Cloud

}
If{type==2ortype==3)

Unstructured or semi structured data

Data from Hbase or Casandra or MongDB. etc
HomomorphicEncrypt()

}

Among the two types of data sets considered a
encryption method is used to encrypt the data and then
1t will be stored in the cloud.

Algorithm 2; AES encryption:
AESEnceryption ()

{

Infer the arrangement of round keys form the figure key
Tntroduce the state exhibit with the piece information
(plaintext)

Add the undertying round key to the beginning stste
cluster

Perform nine rounds of state control

Duplicate the last state exhibit out as the scrambled
information (ciphertext)

}

The AESEncrypt() method 13 used for only for
organized information and after that the information will
be safely put away in the cloud and it 1s dodged from
misuse (Gampala et al., 2012). If the information 1s utilized
by any unapproved client then it must be decoded for
understanding the information which can be done only by
the authorized (Juels and Kaliski, 2007) person if the
private key is provided.

Algorithm 3; Privacy key:
HomomorphicEncrypt ()

Tnter the arrangement of round keys form
the figure key

Introduce the stste exhibit eith the square
information (plaintext)

Add the underlying round key to the
beginning stste cluster

Perform nine rounds of state control

Play out the tenth and last round of state
control

Duplicate the last stats cluster out as the
encoded information (ciphertext)

Step 1: Select any two prime numbers say p
and q

Step 2: compute the result of those two
prime numbers

Say N =p

classified and Nis open.

Step 3: select arbitrary number X and a root
g of GF (p). Where g and X are littler then p
Step 4: compute v = gx mod p. utilize this y
for the encryption

Step 5: encryption will be performed in
following two stages:

1. Select arbitrary whole mumnber r and apply
following homomorphic encryption

E1 (M) = (MAr*p) mod N

2. Select arbitrary whole number k and

the encryption calculations are:

Eg (M) = (a, b) = (gk mod p, vk E1 (M) mod
1)

Step 6: Decrypted calculation Dg() is M =bx
(hatchet)- 1 (mod p)

}

The HomomorphicEncrypt() method is used for both
semi and wn structured data for performing encryption
method and then it will be stored in cloud (Vijay and
Reddy, 2013). The data which is encrypted with either of
the methods are strongly secured from usage of data by
unauthorized users.
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MATERIALS AND METHODS

Secure storing of data into cloud: In cloud mformation
collection structure, clients accurmnulate theirr mformation
in cloud and never again have the information nearby.
Thusly, the precision and transparency of the information
records being secured on the scattered cloud servers
must be ensured. The considerable issue 1s to adequately
see any unapproved information adjustment and
defilement, possibly as a result of server exchange off and
also sporadic Byzantine disillusionments. Also, m the
passed on circumstance at the point while such
irregularities are effectively perceived, to determine the
information held by server go of keeps in will be in like
way of stunmng criticalness, since, it can be the
fundamental walk to quick recoup the cutoff messes up.
To address these issues, our rule anticipate guaranteeing
cloud information conglomeration is presented in this
fragment.

The underlying fragment of a region 1s focused on a
assessment of basic gadgets from convention speculation
that is required in our arrangement for record spread
transversely finished cloud servers.

Limit system design based on cloud computing:
Appropriated figuring virtualization development is used
as a piece of the layout of limit system to finish high
synchromzation and ligh adjustment to interior
disappointment under the condition of the consistency
(Donald et al., 2013a, b; Bowers et al., 2009). The pro
slave dispersal configuration i1s used as a piece of the
diagram of data amassing to keep up a vital separation
from the data hardship and damage caused by the power
outage under the traditional aggregation development
which grasps a lone strategy for limit structure. System
uses allotted limit in different physical and support
gathering contraption (Wang et al., 2010, 2012). So, as to
improve the protection and genuineness of data.
Virtualized physical resources are facilitated into the pro
center as the system organization center which 1s
accountable for the organization and checking the step by
step operation of the slave centers and notwithstanding
ensure the run of the mill state of center pomts.

The expert center pont sort out virtualization and
flowed organization are progressed as the diagram
thought to deal with the issues of pro center point
organization bottleneck of the standard advancement. The
pro center point 1s gone to by the lead recently visit, to a
particular  degree, relieve the passageway and
organization of the pro center point inconvenience, keep
up a vital separation from server disillusionments caused
by consolidated access to the pro center which will incite

Client

Master node

Slave node-1

ﬂnm Tetrieving

Data blocks

Fig. 2: Data storage method

the fold of whole system and furthermore to deal with the
issue of the bottleneck of the whole structure operation,
consequently improve the general capability. Various
slave centers as the data amassing, fimshes stack
balanced scattering of set away data. The inconvenience
of limit of different data sorts under the standard social
database 1s handled and various of support amassing of
data 15 spread mto data center points (Raju et al,
2011; Ma et al., 2012). The loss of data is avoided on the
begin of common system operation execution, the limit
creation arrangement 1s showed up n Fig. 2.

Limit structure get the opportunity to stream begins
with get the opportunity to request sent by client by then
the message gets the chance to close expert center server
through framework (Purushothaman and Abburu, 2012).
After got and responded to customers request to examine
and create, the center point will discover snippet of data
in demonstrated slave center as showed by the convey to
execute decided operation. Data is secured by allocate
limit, accommodating in organization. With the usage of
examination of discernment gadgets (Vijay and Reddy,
2013; Wang et al., 2012), electronic report is made in the
customer’s terminal illustrate which gives comfort in
examination and decision. For whatever period of time that
interfacing with the Internet client terminal can get to the
structure. The terminal can be hardware, settled and
mobile phones and introduced contraptions.

The steps mvolved in nserting the data mnto cloud
environment is clearly explained in Fig. 2 in which based
on client request the data is encoded using master node
and ten 1t will be divided as data blocks and t hen stored
1n the cloud.

Protection-Alert Efficient Disseminated Storage
(PA-EDS) illustrate: Our suggested SA-EDS show for
the most part contains two sections, to be particular
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Fig. 3: Process of data stored and retrieved from cloud

Deterministic Process (DP) and Data Distributed Storage
Process (D2SP). The imperative segment 13 intended to
pick if the information bundles request an abnormal state
assurance ensure. The other part i1s utilized to shield
information from the unforeseen exercises occured by
cloud-side workers. It 1s an mside piece of our
recommended represent.

Data Disseminated Storage Process (D2SP): Figure 3
addresses an irregular state work process configuration of
D2SP in the suggested SA-EDS illustrate. The
recommended Fig. 3 addresses the standard plan of our
pomt of view. The two sorts of information shape
two essential strategies amidst the information
(TansImiss1ons.

Besides, at the accessing data available from cloud
segment information clients need to get information
bundles from either of cloud suppliers. Achieving the first
requires a progression of methods

subsequent to the information parcels are gotten from

information

cloud sides. In the first place, the cor-reacting information
bundles should be binded up to create the new
information series. Later, clients will utilize the way to do
two activities took after by the underneath arrange, XOR
methods to the information string and include the Key
information esteem after. The first mformation will be
increased after this method is done.

Unsafe methodologies: The cloud server generally
speaking accept a confidential part in cloud advantage
sending methods with the ultimate objective that many
cloud advantage show planners expect that the overseers

on the cloud-part are protected. Be that as it may, many
threats are caused by the sudden be-haviors made by
cloud admimstrators as opposed to the pernicious
assaults. Much of the time, it transforms into a profound
quality 1ssue rather than a specialized 1ssue, since cloud
workers more often than not require the entrance to
the mformation with the end goal of the mformation
administration despite the fact that the exercises are
limited by the directions. Then information are not
secure 1 spite of the fact that encryptions are
dependent. The data discharged
extraordinary possibility if the malignant procedures are
considered.

can be in an

Plan goals: Our suggested framework plans to all the
while accomplish a couple of focused exhibitions as takes
after which can ensure the information protection required
by specific information clients, for example, monetary
specialists or inspecting experts: Keeping dangers from
inside dangers: we hope to fulfill a bigger sum insurance
data aggregation part information into different cloud
servers with interior dangers can neither misuse the data
nor recoup the information from the set away data into
server. Data confirmation beside exterior dangers: The
recommended scheme will shield data from the strikes
concerned by the outside enemies. Data ought to be
mixed m the midst of the conduction methodology. High
viability data taking care of: Our structure will similarly
keep up a key separation from high correspondence and
calculation overhead remembering the true objective to
drop down the torpidity. The succeeding segment
portrays the principle algorithms utilized as a part of our
suggested demonstrate.

Secure Efficient Data Divisions (SED2) algorithm:
SEDZ algorithm 1s mtended to achieve the mformation
handling previous tramission to cloud space. The yields
incorporate two separate encoded information ¢ and pB.
Executing SED?2 calculation can skallfully shield the hazard
models. In ARCT hazard illustrate, acknowledge that
cloud delegates have the key and can access to the data
on the server. Deficient data don’t contain any
information while the most important data won't be gamned
until the pomnt that two areas are cooperated. Furthermore
in MAT hazard illustrate, the foes have foundation data
about the mformation and mean to mishandle the
information. In this manner, our suggested plan can
adequately shield both risk models i the hypothetical
point of view. Simulated codes of SED2 is represented in
Algorithm 4 and 5.
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Algorithm 4; Codes of SED2:

Algorithm: 8ecure Efficient Data Distributions (SED2)algorithm.
Requri: D, C

Ensure: o, 3

1:Input D, C

2: Initialize R- 0, ot~ 0, 3~ 0

3: /*#C is arandom binary that is shorter than D*/

4: Randomly generate a key K

5: for ¥ input data packets do
6:if D ==C&&C==0then
7:DOR-D-C

8:u-C_K

9:B-R_K

10: endif

11: end for

12: Output o, B

The main steps of Algorrithm are given as follows:

Algorithm 5; SED2:

1. Input data packet D and C. Data C needs to be a
non-empty set that is shorter than D. C should not be
as same as D. Create and initialize a few data set, R,
o and [3; assign 0 value to each of them

2. Randomly generate a key K that is stored at the
User’s special register for the pupose of encryption
and decryption. This is the crucial part for protecting
privacy before the data sre sent out

3. We calculate the value of R by (D-C), then execute
two XOR operations to obtain the data value stored in
the clouds. The data in the renote storage are

denoted to e and . We use the following formulas to
obtaing and B: x=C_K; =R K

4. Output & and Pand sparately story them in the
different cloud servers

RESULTS AND DISCUSSION

This area demonstrateed a few test happens made n
our execution evaluations. Figure 4 and 5 laid out an
examination of the completing point among EDS and AES.
We utilized the information and
dismembered the encrypted pomt in time employments.
Figure 4 and Sdisplayed several outcomes that were made
under setting 1-1 and 1-2. As exhibited by the lines
appeared in Fig 4 and 5, our recommended plot had a
shorter execution time than AES under both demonstrated
situations. The unraveling time necessary 1s more
broadened day and age under the two settings.

The number of iterations leves performed on the data
sets for providng protecton with encryption
methodologies 1s clearly depicted in Fig. 4 which
compares the levels with existing system.

The importance of the use of data for the wander is
explored in this paper in the underlying stride. To satisfy
the demand of huge data taking care of stage, data
application arrange in Hadoop and data blend organize in
data stockroom are progressed. Disseminated processing

same measured

advancement 18 grasped in the amangement of limit

‘ 3000 1— Praposed
2500+
2{430
g
g 1500
=]
10004

5004

=

No. of Herations

Fig. 4:Iteration level comparison
suggested algorithms

with existing and

7 & Existing
B Proposed

1104 1

Data sets

100 4

90 4

AL A0 T

T T T T T
2009 20102011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Security levels

Fig. 5: Protection levels mn existing and suggested systems

structure and advances the standard development in the
expert center point server organization in coursed limit by
contrasting the protection levels are shown in Fig. 5.
Through separating and recogmzing key developments of
limit structure, for instance, archive square invigorate
framework and accuse recovery instruments, achievable
particular game plans away orgamzation for colossal data
are given.

CONCLUSION

In this study, we look at the 1ssue of data protection
in cloud data gathering which is fundamentally an
appropriated aggregation structure. To  finish the
affirmations of cloud data respectability and openness
and maintain the idea of reliable dispersed stockpiling
advantage for customers, we propose a fruitful and
versatile passed on contrive with unequivocal dynamic
data remnforce mcluding square revive, delete and nclude.
By utilizing the time, calculation resources and associated
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online weight of customers, we also give the continuation
of the suggested guideline intend to help third party
assessing where customers can safely choose the
uprightness checking endeavors to outcast evaluators
and be easy to use the circulated stockpiling
organizations. Through distinct protection and expansive
exammation comes to fruiton, we exhibit that our
arrangerment 13 exceedingly viable and solid to Byzantine
dissatisfaction, toxic data change strike and altogether
server plotting attacks.

SUGGESTIONS

In this study, we suggested meta cloud data
storage architecture for securing big data in cloud
computing environment. Guide reduce structure 1s used to
find the amount of customers who were marked into the
cloud server cultivate. Suggested framework guarantees
the mapping of various data segments to each provider
using meta cloud data storage interface. Despite the way
this suggested approach requires high use effort, it gives
critical information to circulated processing condition that
can have high mmpact on the bleeding edge structures.
Our future research 1s to grow the suggested meta cloud
data storage architecture for steady planning of spouting
data.
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Abstract: Orthogonal Frequency Division Multiplexing (OFDM) 1s one of the well known and widely using
multicarrier modulation method in digital communication system. In OFDM, the important parameter to be
considered before transmission is to minimize the Peak Average Power Ratio (PAPR). In this study, the design
and implementation of OFDM system along with Fragmentary Control Transmit (FCT), order bit selector and
trellis structure is used to reduce the PAPR. The modified OFDM system is implemented on an FPGA board.
The implementation results show the study of RTL schematic and test bench of the design. The results
obtained from the proposed system have been compared with the existing system. It has been observed that
the proposed system considerably better than the existing system.

Kev words: Order bit selector, fragmentary control transmit, trellis structure, OFDM, PAPR, FCT

INTRODUCTION

One of the multicarrier moedulation techuque used
in wireless communication is orthogonal frequency
modulation. Tt as has been accepted for several wireless
standards because of its advantages such as large
spectral efficiency, robustness against multipath fading
and less complexity in implementation. OFDM 1s a good
modulation scheme for high data rate commumcation
system. However, the practical implementation of
OFDM is limited to certain extent because of its high
Peak Average Power Ratio (PAPR) (Han and Lee,
2005). Due to its high PAPR it demands for excess
transmitter power amplifier which has a very good
linear range. It also demands for mncreased complexity
design of data converters. Due to increase of sub
carrier the high PAPR is obtained which is not effective.
The existing schemes include Active Constellation
Extension (ACE) (Krongold and Jones, 2003), Tone
Reservation (TR) (Chen ef al., 2011) and Tone Injection
(TD) (Abdullah et al, 2011; Gayathri et af., 2017a, b)
amplitude clipping and filtering (Wahab and Ain, 2010)
and multiple signal representation techniques such as
Tterative flipping algorithm (Tellado, 1999), Partial
Transmit Sequence (PTS) (Muller and Huber, 1997,
Cimimi and Sollenberger, 2000), Selective Mapping (SLM)
(Bauml ef al., 1996). These techniques achieve PAPR
minimization at the cost of increase in transmit power of
signal and Bit Error Rate (BER). The data loss and
computational complexity also increases.

Peak average power ratio: OFDM will have many
modulated sub carriers which lead to problem of high
PAPR. The coherent summation of N modulated sub
carriers, peak power is increased by N than the average
power in the base band signal. Hence, the intricate wrap
of the OFDM transmitted signal is written as:

M-1

1
F Em:ﬂ

S(t) = M_e?™f 0<t<MT (1)

Where:

7 =Itisgivenby -1

af = The spacing of subcarrier

MT = Tt is given by the effective data block duration

PAPR 18 described as the proportion of maximum
instantaneous power to its average power during OFDM
symbol duration. The peak average power ratio of OFDM
symbol can be represented as:

s | [xof | )

INT ju MO

where, x(t) 1s input signal. The idea behind scaling down
PAPR is to decrease the maximum power of signal x(t).
Since, predominance of the system demands the
discrete-time signals, dealt is sampled by amplitude in
most of the peak average power reduction techmques.
The time domain L-times oversampled samples are
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derived by an LN-point Tnverse Fast Fourier Transform
(IFFT) of the given data block by considering
zero-padding.

FPGA implementation: A Field-programmable Gate
Array (FPGA) is an integrated circuit design, after
manufacturing it the designer will configure the design.
The configuration of FPGA is by using a specified
Hardware Description Language (HDL). Any logical
function can be implemented using FPGAs. FPGA
consigts of programmable logic components such as logic
blocks and a reconfigurable interconnect which connects
the block together. It is like numerous logic gates that can
be connected in different configurations. The simple and
complex combinational functions are performmed by
configuring the logic blocks. In many of the FPGAs, the
logic blocks consist of block of memory or memory
elements (I.akkannavar, 2012; Reddy and Reddy, 2013).
Along with digital functions, some FPGAs also have
analog features. The slew rate and drive strength are the
most common analog feature which all ows the designer to
set slow rates and faster rate on lightly and heavily loaded
pins, respectively on high-speed channels. The data
convertors can be integrated along with signal blocks
in some mixed signal FPGA (Kaur and Mehra, 2012;
Farahani and Eshghi, 2007).

Figure 1 depicts the Atrix-7 FPGA board. The FPGA
used for this project implementation is Artix-7. The Artix
7 family FPGA is fabricated on 28 nm high performance,
low power product which is used for mainly bio medical
instruments, military radios and some compact wireless
system. One of the high end features of Artix-7? FPGAsis
integration of advanced Analog Mixed Signal (AMS)
technology. Tt has eight 7 segment display, 16 switches
and 16 output LED. The board can be connected to
computer using Jtag cable where the communication
happens between the system and the Atrix 7 board.

PAPR reduction approaches: There are two main
categories to reduce PAPR in OFDM signal namely signal
distortion technique and signal scrambling technique.

Signal distortion techniques: One of the most effective
and simple technique to minimize PAPR is amplitude
clipping and filtering. The logic behind this is to set a
threshold value, if the signal is above the threshold value
then the amplitude peak is clipped off. If the threshold
value is more than the samples clipped will be less which
decreases the CCDF. If the CCDF decreases the clipping
threshold increases and PAPR reduces. Clipping is a non
linear process where the distortion is viewed as noise.
Another approach to reduce PAPR is peak windowing
technique. Here, the Gaussian shaped window is
multiplied to a huge signal peak to minimize PAPR. The

Fig. 1: Atrix-7 FPGA board

obtained spectrum is a convolution of indigenous OFDM
and window spectrum. This technique scales down PAPR
at a demand of raise in bit error rate.

Signal scrambling techniques: Linear codes are also
used to reduce PAPR. In this method the proper
codeword is chosen for transmission. Coding scheme
uses a known data block with constellation modulation
such as QPSK and PSE. The code word which is having
high peak power is blocked from transmission. This
method is useful only for limited number of sub carriers
where PAPR reduction is achieved.

The main objective of tone injection approach is to
expand the size of constellation and map the individual
constellation to its analogues points. For every symbol in
the data block there are many constellations which are
mapped in extended constellation. The amount of scaling
down of PAPR is dependent on the modified symbols in
the data block. As this method uses the same frequency
band for injected signal, it is more complicated when
compared to tone reservation. Due to injected signal the
power requirement and the implementation complexity
increase. Tone reservation is one of the effi cient methods
used for minimization of PAPR. The fundamental concept
is to reserve the tone both at transmitter and receiver. In
tone reservation the main aim is to know the value of time
domain signal with the help of convex optimization
problem which can be determined using linear
programming,

Active constellation technique is another method
used for PAPR reduction. The outer signal constellation
is expanded towards outside of the indigenous
constellation, so, the PAPR is scaled down. This can be
implemented in different modulation techni ques such as
QAM, QPSK and MPSE. The combination of additional
signals can be used for peak cancellation. This method
reduces the bit error rate and no side information is
required for transmission. But it demands for a larger
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constellation size in modulation technique. One of the
probabilistic schemes used for PAPR reduction 1s selected
mapping. This method creates a similar OFDM signals in
time domain which are asymptotically independent. For
these parallel input data the phase sequence are multiplied
and then IFFT 13 applied for each data. Out of that many
data series the one having a less PAPR is chosen and
transmitted. Each data block i1s weighted with a uuque
phase sequences which results in *5° different blocks of
data. Along with these altered data block the one with
less PAPR is selected for transmission along with the
corresponding phase vector as side information. The
reduction of PAPR relies on the design of phase factor
and number of phase sequences.

In OFDM the powerful probabilistic based PAPR
reduction methods 15 Partial Transmit Sequence (PTS).
In this scheme the actual data X is splited into N
non-overlapping sub blocks. In each individual sub-block
the sub carriers are weighted by a phase factor. The
selection of phase factors make sure the PAPR 1s reduced.
The flow of PTS algorithm is the OFDM sub carrier is split
mto M separate sub series. For every sub series the
OFDM signal is generated by taking TFFT. The OFDM
signal combined with weighted phase factor b. By using
optimization algorithm the phase factors are generated. To
retrieve the data at the receiver, receiver should have the
generation scheme.

MATERIALS AND METHODS

Proposed algorithm: The binary data is the input to
the OFDM system. The stream of binary data is given to
the convolution encoder. The encoded samples are
modulated using QAM modulator. After modulation the
discrete cosine transform and wavelet transform 1s applied
in order to mimimize the PAPR of OFDM system. The
output is then applied the conventional OFDM and PTS
techmique. The output from PTS technique is given to the
AWGN channel and at the receiver end the inverse
procedure of the transmitter will be done and finally the
BER is calculated (Gayathri et al., 2017a, b).

Order bit selector: Tn communication systems the
simplest way of channel coding technique 13 convelution
coding. By virtue of its high coding gain and performance
1t 18 frequently used in wireless commumication systems.
The convolution coding is suitable for noisy channel
such as Additive White Gaussian Noise (AWGN). In
order to control the error the channel encoding is used.
The basic building block of the convolution encoder 1s a
shift register. Tt requires less hardware and storage
memory. The convolution encoder 1s mamly defined by 3
variables namely, n, I, T where ‘n” is number of input bits,

States IPs
Input
X, X X, [+— Take T

p- Output
rate 2r

;I‘ »Y,

\L/

Fig. 2: Block diagram of convolution encoder

k> is number of output bits and L is nmumber of shift
registers used as memory elements which are also called
as constraint length. The code rate 1 is given by r = k/n.
Figure 2 shows the sketch of convolution encoder for (n,
k1y=(2,1,2)

To obtain output at the encoder the two previous
input bits and one present input bit are used. The output
Y, and Y, 1s generated by using modulo-2 addition which
is denoted by:

¥, = X, Px, ®x, (3)
Vv, =X, BX,

After convolution coding the order bit selector is
used to select the QAM constellation such that the PAPR
18 reduced.

Trellis diagram with Viterbi decoder: At recewver for
convolution encoder viterbi decoder 1s used. Viterbi
decoder uses two basic operation synchronization and
quantization. The synchronization 1s used to know the
range limits of code word and symbol. The quantization is
used to quantize the analog signal and converter to digital
using quantization square. There are two types of
quantization techniques used in viterbi decoder. They are:

*  Hard decision
*  Soft decision

Hard decision: The decoding process uses the trellis
diagram and Hamming distance. It 1s quantized into one
bit precision either O or 1. The Hamming distance is used
to measure the distance between the expected data at the
decoder and the data transferred {rom the encoder.

Soft decision: The information when transmitted over a
Gaussian chamnel 1s decoded using probability decoding.
Tt uses multi bit quantization for received bits. If there 3 or
4 bits of quantization the performance 1s better than the
hard decision. The Euclidian distance 1s used to measure
the distance between the bits. Figure 3 shows the internal
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Expected code Decoded

Modulal Cm'npa.rel Back | output

2 adder and H™ track

select unit
Received code A 4
Branch metric unit h 4
Memory
unit

Fig. 3: Internal architecture of viterbi decoder

flow diagram of viterbi decoder. The functional blocks of
viterbi decoder are branch metric unit, add compare and
select unit, memory unit and back track unit. The steps
mnvolved in the viterbi decoder are as follows:

¢ The two parallel bits are inputs to the viterbi decoder

¢+ The Hamming distance of the expected code and
received cod 1s calculated by usmg modulo 2
additions. Number of one’s 1s counted to measure the
distance

¢ The previous stage and present values are added and
compared to select with the mimmum path value to
reach the next node

¢  The each stage calculation is stored in the memory
for further processing

*  The back track unit is used to compare and track the
optimal path value and the corresponding output 1s
produced

Trellis diagram: Figure 4 shows the general trellis
diagram used in decoder. It has four rows of horizontal
dots where each row depicts one state of encoder. The
solid line joiming the dots illustrate the mput transition bit
is one and the dotted line connecting the dots represent
when the input transition bit 1s zero. To achieve better
performance soft decision is used. The distance between
the received codes and all possible codes are computed.
Here, the Hamming distance i1s used to compute the
distance. The computation of Hamming distance 1s easy,
it counts how many bits are different from received code
to the all possible codes. The output of the hamming
distance can be 0, 1 or 2. At each unit of time the hamming
distance 1s computed and it 1s called as branch metric.
These values are stored and accumulated to compute the
optimal path. The FPGA flow includes the following steps.

Design entry: To achieve the proposed system the HDL
language such as verilog is used.

Synthesis: The proposed design 15 synthesized mto a
hardware circuit that includes the logic blocks.

—— Tnput bit 0
........... Taput bit 1

a=0: o0 L pp

b=10

¢=01

d=11

Fig. 4: Trellis structure

Functional simulation: The synthesized circuit is verified
with its functional worlking.

Implementation: The logical blocks are placed mto the
actual FPGA with the help of netlist. Tt also chooses
interconnecting wires in the chip to malke the recuired
connections.

Programming and configuration: The proposed circuit is
programmed on to a FPGA chip by fusing the switches
that composed of logical blocks and establish the required
WITNg conmections.

RESULTS AND DISCUSSION

Quadrature Amplitude Modulation (QAM): Figure 5a
shows the RTL schematic of QAM modulator and
demodulator. The QAM 18 a combimation of amplitude and
phase shift keying. Here, the bits entering to the
modulator 1s divided into two equal parts namely
quadrature and in phase which is multiplied by cosine and
sine values, respectively. These 2 modulated signals are
combined at the source and then transmitted. At the
recewver the two signals are separated and sampled at
every time instant. Then the decision is made accordingly
itis one or zero. For the different phase shift different mux
18 been used as shown in the Figure 5a. The input data 1s
8 bits for those bits the sme and cosine values are
generate and multiplied in order to get the different phase
shift. These two multiplied signals are summated and then
transmitted.

Figure 5b depicts the smnulation results of QAM
modulation. Here, we can observe that the rst line should
be always high in order to obtain the output. After
15.65 nsec the output 1s obtamned. At every falling edge of
the clock we can observe the output change.
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Fig. 5. a) RTL Schematic of quadrature amplitude modulation and b) Sunulation results of quadrature amplitude

modulation

Order bit selector: In the presented method, the data
mput 18 converted into binary stream. The bmnary stream
is encoded by using the order bit selector technique as
shown Fig. 6a. This example uses the rate 2/3 feed forward
order bit selector depicted in the Fig. 6a.

OFDM: Figure 7b shows the simulation results of
conventional OFDM. The random 5000 samples are talken
at the mnput of the OFDM and the output of the OFDM 1s
modulated and then transmitted. These 5000 samples
which is entering the modulator is divided into 8 bits of
data. The white colour oval in Fig. 7b shows the change
i modulated output for every different 8 bits of the
Incoming mput.

State
a[ > a 0 0;(1)/ =
ok => clk 9 s
rstCo> reset 3 1 selector 3

letlr_sel_bit:i0[state, INST]

Sel[3.0]
Out

o:oj— Data[3.0]

Selector

Fig. 6: A RTL schematic of order bit selector

Figure 7a shows the RTL schematic of conventional
OFDM modulator. The mput 13 modulated using QAM
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ofdm_modulator
4 A |

Fig. 7. a) RTL schematic and top view of OFDM system and b) Simulation result of OFDM system

modulator. After modulation the symbols are generated
where each symbol are of 8 bits. The output of the symbol
generator block 1s given as the mput to the zero padding
and then the 128 point TFFT is calculated. The output of
TFFT is fed to cyclic prefix. In order to avoid TSI and ICT
the cyclic prefix 1s done. Then finally the output module
gives the conventional OFDM output.

Proposed OFDM system: Figure 8a depicts the
simulation results of presented OFDM system. The
random 5000 samples are taken at the mnput of the OFDM
and the output of the OFDM is modulated and then
transmitted. For the same conventional OFDM the IDCT
and IWPT are combined and then the modulated signal 1s
obtaned.
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Fig. 8 a) RTL schematic and top view of proposed OFDM system and b) Simulation result of proposed OFDM system

Figure 8b shows the RTL schematic of modified
OFDM modulator. The input 1s given to the convoelution
encoder. The output of conveolution encoder is
modulated using BPSK. The output of the modulator
15 given to the IDCT for auto correlation. The output of
the IDCT 18 given to the wavelet transforms and then

the final output is taken after the conventional
OFDM medulator. The white colour oval shape on the
Fig. 8b shows the output of the modified OFDM for
every change in the input. We can observe that after 16
clock cycles we can see the output of the OFDM
modulator.
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Chip scope is embedded scoftware logical analyser for Tﬂbl_e111?1‘?ViCF“tiliZﬂti°“ data_ 1
intermediate signal. The results of modulation technique Device utilization summary (estimate values)

on chip scope pro are shown in Fig. 9. Figure 10 shows Logic utilization Used  Available Utilization (%)
the entire proposed design result on chip scope. ﬁ“mt’er 011: 5:}“ fgﬁ?mg égg; égiggo }1
. umbper of slice 8
The FPGA board is connected though the JTAG  Number of fully used LUT-FF pairs 1350 7601 17
cable. The entire code is converted into bitmap file and g‘lmger Dggﬁiéf}ég?gcrm §3 5;0 ;5
- . UITIDEL O 8
then it is dumped on to the selected FPGA board. Figure  \jumber of DSP 48E1s 30 240 12

11 shows the code dumped on to the FPGA successfully. o
Figure 11 shows the output on FPGA board. Once, the  Iable 2 Timing summary

enable pin is high for the given input the outputs will be g::;:iu;ra;e galues
displayed on LED. Minimum period 17.366 nsec
The area utilised for the proposed design is shown in ~ JLinimum input arrival time before clock 1298 nsec
prop g Maximum output required time after clock 35.678 nsec
Table 1 and 2. The estimated number of slice registers, Maximum combinational path delay Nao path found
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Fig. 12: Output on FPGA board

LUTs and TOBs are given in table. Tt shows that hardly
12% of the overall device is used for the proposed design.
The timing report of the entire design 1s shown mn Table 2.
The speed grade of the selected FPGA 1s-3. The maximum
operating frequency is 57.584 MHz. The clock to output
delay is 35.678 nsec. In the proposed design there is no
combinational path delay.

CONCLUSION

In digital commumnication system OFDM is an well
organised multi carrier modulation method. In this study,

we have presented modified OFDM system for
PAPR mimmization. In most of the PAPR reduction
techniques there is a small amount of reduction
in PAPR but the computational complexity has
increased along with the BER. One of the major
contributions during the development of the proposed
system is the integration of FCT, order bit selector
and trellis structure. The overall performance of the
system 18 1mproved and we can say that the
presented system 1s efficient and better in terms of
reduction of PAPR and improvement in BER. The
proposed system 1s simulated, synthesized and mmplanted
on to FPGA board. The hardware implementation of
the design shows the complexity of the proposed
design. Tt can be seen that the overall device utilization is
almost 12.5% of the selected FPGA. It can be
observed m the result that it has been able to
achieve the reduction in the PAPR with reduced hardware
complexity.
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An Enhanced Automatic Room Temperature Control System

Adamu Murtala Zungeru, Mmoloki Mangwala, Joseph Chuma and Baboloki Gaebolae
Department of Electrical, Computer and Telecommunication Engineering,
Botswana International University of Science and Technology,

Private Bag 16, Palapye, Botswana

Abstract: This study presents the design and implementation of an automatic room heater control system. An
automatic room heater control system 1s a self-regulating temperature system which uses a set point or value
to maintain the temperature of a room. This system allows the user to set a desired temperature which is then
compared to the room temperature measured by a temperature sensor and with the help of a microcentroller,
the system responds by turning on any of the two loads (cooler or a heater) automatically depending on the
temperature difference. The cooler 1s triggered on when the room temperature 1s higher than the set temperature
and the heater is triggered on when the room temperature is lower than the set temperature. The system was
designed and simulated using Proteus 8, a circuit building software used for building electronics system. For
coding the PIC microcontroller, micro-¢ compiler was used. A 5 V DC power supply was designed mn order to
provide a biasing voltage to most of the active devices used m the system design circuit. The DC power supply
was designed and simulated using Multisim software. For testing and simulation of the circuit design in
Proteus, the micro-¢ hex file was loaded on the Proteus schematic design. The system was simulated and
working according to the design specifications.

Key words: Design, room heater, control system, multisim, proteus, simulation, cooler, temperature sensor,

heater, microcontroller

INTRODUCTION

With  the
automation has become part of our lives. The home 1s
usually the most occupied place in any culture. Areas in

advancement  of  teclnology,

the home that are usually occupied by people such as the
living room and bedrooms need to be maintained within
habitable temperature ranges. The human body has an
optimum temperature of about 27°C. Temperatures that are
higher or lower that the set temperature of the home body
can result in damage to some body organs or tissues and
eventual death. These issues become more pertinent in
areas of the home that are occupied by infants. Adults
could possibly find their way around “thermal
discomforts” but infants may not. Other areas of the home
that are used as storage areas for perishable food items
also need to be thermally regulated in order to prevent
accelerated decay of such items. This makes necessary
the need for a temperature control system within the
home.

The idea of programmed room heater control systems
goes back in the eighteenth century and this thought was

first secured m Norman School, Oklahoma by an educator
named Warren S. Johnson. Before that time, Janitors were
compelled to go m every classroom to check the
temperature of the classes and after that control the
dampers inthe S-basement in like manner. Johnson looked
for an approach to end or possibly limit the classroom
intrusions of the jamtors and increment the solace level of
the understudies. The automatic temperature control
system was to meet this very need which prompt Warren
S. Johnson stopping instructing and beginning his
electric administration orgamzation which was gone for
outlining programmed control systems. Warren S.
Johnson imtially built up the pneumatic temperature
control framework which took into account temperature
control on a room by room premise in structures and
homes. By the md 20th century the automatic temperature
control system creation ended up noticeably famous in
enterprises and homes. As of late, a considerable measure
of work is being finished by organizations in this field. A
great deal of automatic room heater system business items
are promptly accessible in the market and this includes
devices such as ATRCONS (Johnson et ai., 2006).

Corresponding Author: Adamu Murtala Zungeru, Department of Electrical, Computer and Telecommunication Engineering,
Botswana International University of Science and Technology, Private Bag 16, Palapye, Botswana
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Weather is forever varying and changes on short
mtervals and as a result, the extemal conditions always
have an mfluence changes on the indoor conditions. The
temperature control systems that are currently in use have
limitations. One of these limitations is that the user has to
adjust the system every tune the external conditions
change. This 13 very tiring and proves out not to be an
effective way of controlling temperature of a room. Also,
disabled people get to face a lot challenges when they
want to operate temperature control system m their
houses because this systems require them to use physical
contact or some hand remote devices to operate them. To
reduce the need to do tlus, a system that works
automatically needs to be put in place.

Thus study presents an automatic room heater control
system. This 1s an air-conditiomng system which monitors
the room temperature and controls the circulation of fresh
air inside the room without human intervention. This
design uses a microcontroller and a temperature sensor to
monitor and control the temperature of a room. At first the
user will have to set the system temperature to a desired
value that he or she wants to maintain in that room. The
temperature sensor will then sense measured surrounding
temperature and communicates with the microcontroller.
The micro controller reads the temperature every 10 sec
and compares it with the desired value. If the measured
value 1s less than the desired value, then the heater will be
automatically be triggered on to warm up the temperature
of the room until it returns back to the desired value and
turns off. If the measured value 1s greater than the desired
value, the cooler/fan will be turned on to cool the room
temperature back to the normal set point and tumns oft
once it 18 at that set pomt (Anonymous, 2017). By Bell
(1992), self-programmable thermostat is presented In
a related work, researchers by Tate and Ries (1990),
Poll (2006), Agarwal (2006), Nagata (1996), Fiedler and
Landy (1959), Hedges (1947), Chengxiang et al. (2011)
and Fu et al. (2010) highlighted on the benefits of using
temperature adjustable and fan temperature control
systems.

MATERIALS AND METHODS

The automatic room heater control system comprises
of three main subsystem: power supply unit, the sensor
unit and the control/switching unit as shown in the
system block diagram in Fig. 1.

Power supply: The power supply system supply a 5V DC
and 12 VDC power supply to the other units which is

User
» d?ﬁned
Driver/
> Comaparator/ i Output
Sensor control unit smutzll_ltmg up
4 4 % x
Power
supply

Fig. 1. Block diagram showing the major parts of the
system

stepped down with a transformer (240-12 V). This power
supply include a full wave rectifier (4 of 1N4001) which
converts AC-DC power and a filter (capacitor) to
smoothen the output from the Voltage
regulators were also included in the power supply in order
supply regulated DC voltages to the other main units
(LM7805 (5 V)and LM7812 (12 V).

rectifier.

Sensing unmit: This study of the system include a
temperature sensor (LM 35). A temperature sensor is a
device that 1s temperature sensitive and it responds to
changes in temperature.

Control/switching unit: The control/switching unit
houses the microcontroller which will receive temperature
status from the sensor umit and ensures that it does
not compromise the set value by initiating the correct
sequence of action. This unit consist of microcontroller,
two transistors and two relays to switch on and off a fan
and or a heater. At first the user is prompted to input
reference temperature that he or she wants to maintain in
their room. The temperature sensor will then measure
surrounding temperature and communicates with the
reads the
temperature every 10 sec and compares it with the desired
value. If the measured value is less than the desired value

microcontroller. The micro controller

then the heater will be automatically be triggered on to
warn up the temperature of the room until it returns back
to the desired value and turns off. If the measured value
is greater than the desired value, the cooler/fan will be
turned on to cool the room temperature back to the normal
set pomnt and tums off once it’s at that set pomt. The
measured room temperature from the temperature sensor
is analog in nature. The microcontroller has an in built
Analog-to-Digital (A/D) converter which convert the
analog signal 1nto digital signal
microcontroller is a digital device, it can only work with
binary numbers.

because the
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Power supply: The power supply was designed
considering the available resources while meeting the
design specifications. Most of the components operates
on 5 V DC while relays operating at 12 V were used,
hence, the need to step down the normal power supply
voltage from mains (Approx. 240 V AC) to a reasonably
voltage that will have to be rectified (convert to DC) and
further filter to remove unwanted pulsation. The 240V AC
power was stepped down to 12 V AC (12 V RMS value
wherein the peak value 15 around 17 V) as can be seen
from the calculation that follows and the 17 V was further
regulated using a voltage regulator (LM7805) to 5 V and
(LM7812) to 12 V. A transformer of turn ratio of 20:1 was
used for the purpose of stepping down the voltage and
rectifier diodes (IN4001 ) were also used for rectification.

Using the turn ratio:

N %, 20_20
VS

N, 1,
240V
Viws = Vo == =12V (1
V, 12x4/2 =16.9705 17 V 2

V: 103V
V(p-p): 16.8V
V(rm sec): 9.67 V

V(de): 757V
V(freq.): 50.0 Hz

Assuming a ripple voltage of 20%:

dv=22 17234y 3
100

ar——-L _o01
2f 100

1x0.01
3.4

=204x107°F “

(&)

A preferred value of 3300 pF was however employed
for the filtering of the assumed ripples as the value is
higher than the calculated value, hence will filter much
more than expected. Figure 2 shows the designed power
supply circuit.

The block diagram showmg the major parts of the
system circuit is as shown in Fig. 1. Figure 2 is the
complete power supply showing all the
components and the results gotten from simulation.
Figure 3 gave the logical operation of the automatic room

circuit

heater control system (flow chart) (Fig. 4). Figure 1 consist
of 6 different block each housing several components:
transmitter and receiver subsystem. The sensor block
consists of a temperature sensor (LM35), the user defined

U1l
LM7812CT

Line Vi

Voltage
Common

] B2
Pl
B

_l— V: 5.00V
e V(p-p): 120 uv
V(msec): 5.36 V
V(dc): 5.00 V

T
Nz H H— ua V(freq.): 67.9 Hz
> E‘: 1N 4001 1IN 400: LM7805C1
13
T, 240 Vrms || PR1 Tine Ve
5. Hz
o 0 VA f— = Voltage
S D4 D¢ C11 - Commor]
. ci1c 2200
i,
4700 pH
F N— 4700 uF
1N 4001 N 400: LED3

PN

Fig. 2: Power supply circuit
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Fig. 3: System flow chart
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Fig. 4: Circuit diagram of automatic room heater control showing all components of the system
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input consists of a keypad, the comparator/control unit is
basically the heart of the system that consists of the
microcontroller. Generally, the system circuit comprises
of the PIC16F877A micro-controller, LM35 temperature
sensor, LCD display, crystal oscillator, 4 by 3 keypad for
display, 2 transistors for switching purpose, 2 relays also
used to support the transistor in the switching effect, a
bulb modelled as a heater and a Dc¢ fan The
microcontroller is clocked by the crystal oscillator as it
does not have an internal clock. Comnected to the
microcontroller 13 a temperature sensor LM 35 which
measure the room temperature and give the value reading
to the microcontroller for reading. The 2 loads of the
microcontroller switched on and off by the relays. The
relays are not directly connected to the microcontroller
but rather transistors as switches are place m between the
microcontroller and the relay to prevent the relay from
damaging the microcontroller. The resistors connected in
every component of the system are used to limit the
amount of current passing to that particular component.
The LCD is connected to the microcontroller for
displaying the data feed into the microcontroller. The
brightness of LCD 1s controlled by the variable resistor as
seen in Fig. 4.

LCD1
LMO16L

Enter temp ref and press'# :

RESULTS AND DISCUSSION

Automatic room heater control system is designed,
simulated and analysed in this research. From Fig. 2, it is
seen that the calculated results agreed with the simulation
results. From PR2 in Fig. 2, it is seen that though the value
not exactly equal to the calculated result but
approximately equal to the value. If we then compare the
peak voltage of the simulation result, 16.8 V, the value is
approximately equal to the calculated value of 17 V as can
be seen in Eq. 2. As can be seen from Fig. 2, UJ1 and U4
gave +12 V and +5 V, respectively when deployed voltage
regulators (LM7812 and LM7805).

Figure 5 shows the result of a user prompted to enter
reference temperature. As can be seen, both RLL1 and
RL2 are disconnected from Lamp (I.1) and the fan
motor as loads. In Fig. 6, user entered 12 as the reference
temperature which 13 higher than the room temperature
9.27°C as can be seen from temperature sensor (LM35).
But m this case, the microcontroller had not sent any
signal to both loads, since, the user has not press the
hash key to enter the value 12. For Fig. 7-9, the room
temperature measured by the TEMP sensor is 9.27°C and

+12v
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11 L= 3
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#8l ®E“ B5083880
> > >
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PR P YRR EE
-
. ﬁ
L]
L]
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Fig. 5: Result of user prompted to enter a reference temperature
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Fig. 6: Result of user entered 12 as the reference temperature
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Fig. 7: Result of user entered 12°C as the reference temperature and Heater (L1) switched ON
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Fig. 9: Result of User entered 8°C as the reference temperature and Heater (1) switched ON
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the REF temp is 1 2°C. The microcontroller compared the
two temperatures and switch the heater ON, since, the
REF temp was higher than the room temperature this 1s
when the user has pressed the hash key. As seen from
Fig. 7, the bulb is ON as an indication that the heater has
been triggered on.

Figure 8 shows the result when the user has entered
8°C reference temperature but the hash key has not been
entered which means the microcontroller has not been
instructed to compare results.

Also from Fig. 9, when 8°C and was entered as the
REF temp and hash key pressed and the Room measured
to be 8.27°C, the microcontroller again compares the 2
temperatures values and turn on the fan because the REF
temp 1s lower than the room temp.

CONCLUSION

In this study, we present the design, simulation and
analysis of an automatic room heater control system. The
system uses PIC 16F877A microcontroller for the control
unit and LM35 as the temperature sensor. The output was
varied by setting the temperature at various levels and it
was discovered that the bulb turn on and off when the
system temperature either exceed or less than the
predetermined temperature. The system is exceptionally
helpful for people who are disabled. This system can be
utilized as a part of industry and in addition in home. The
system was designed usimng Proteus and Multisim
Software. The system was simulated and working
according to the design specifications.
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Abstract: In this study, an attempt is made to develop an android based application that can play songs
automatically, based on our emotional state. The application 1s comected via. Bluetooth to the mind wave
Electroencephalograph (EEG) sensor which helps to determine the mood of a person based on the brainwave
readings. Human brainwave consists of alpha, beta, gamma and theta waves. The EEG sensor can detect two
states of mind active and sleepy. It determines the user’s mood as active when the brain wave has excess beta
waves and sleepy when the brain wave has excess alpha waves. Using this feature, it is possible to play a
suitable song that is congruous to the user’s frame of mind. The results obtained were analyzed using Naive
Bayes classifier and this low cost implementation showed an overall accuracy of 97.5%.

Key words: Electroencephalograph (EEG), sensor, brainwave detection, alpha wave, beta wave, frame of mind

INTRODUCTION

Finding the right song to suit the human brain mood
can be exasperating, especially if the playlist 15 too big. To
avold tlus unwanted frustration, it 1s possible to
automatically select and play the favorite songs from the
stored playlist with ease, based on the mood, instead of
having to search for the songs manually. The smart
headphone or audio player reads the user’s brainwaves
and picks the right tune for the user automatically. The
smart headphone uses an Electroencephalograph (EEQ)
sensor to interpret our emotional state. The EEG sensor 1s
synchronized with the application (Think2Play) that is
created and installed in the user’s android mobile.

In case of the human mood changes and if it wants a
different song, the user has to blink rapidly. Doing, so,
allows the EEG sensor to pick up a new set of signals and
repeat the automatic song selection process again.
Thus, information in the headphone is refreshed and the
sensor scans the brain again, so that, the application can
select a new song. By using the concept of signal
processing along with the NeuroSky EEG sensor,
numerous simple yet, effective smart Android applications
can be developed. The sequence of actions performed by
the application is as follows: the application is connected
to the wireless NeuroSky smart headphones to detect any
change in the brain waves. If a valid change is observed,
the appropriate activity 1s performed based on the
mnformation received, the application can be programmed
to behave m a certain manner.

Literature review: By Rebsamen ez al. (2010) EEG based
wheelchair application has been discussed to navigate
i familiar environments. Motor unagery and direct
brain-computer commumnication with an effective sensor

based application is implemented by Pfurtscheller and
Neuper (2001). Silva (2014) work mainly focusses on
Bluetooth communication and with the help of that a brain
wave controlled robot has been proposed. Millan et al.
(2002) found a local neural classifier for the recognition of
EEG patterns associated to mental tasks. This 1s best
suitable for the classification of mental illness.

Millan ez al. (2010) discussed the various challenges
related to combining brain computer interfaces and
assistive technologies state-of-the-art. P300-based brain
computer interface and a prototype of a chinese
speller has been implemented by Su et af. (2008).
This application uses hardware oriented brainwave
simulation. A conceptual study of alpha and beta EEG
brainwave signal classification technique proposed by
Zainuddin et al. (2014) formed the basis for the
development of the proposed audio player. A survey on
EEG based bramn-controlled mobile robots was elaborated
in the research by Bi et al. (2013). Kale et al. (2014) has
proved that EEG based signals are very effective in robot
navigation control and future realistic application. Solanki
(2015) implemented a sensor based brain wave controlled
robot which could perform many obstacle detection
operation. Alpha, beta wave etc., classification 1s
elaborately discussed by Jeffrey Fannin.

Human mind regulates every-day activities by
means of electric waves which are registered in the
brain, emitting tiny electrochemical impulses of
varied frequencies which can be registered by an
Electroencephalogram (EEG sensor). These brainwave
patterns are categorized into four types as shown in
Table 1.

The waves are categorised based on the frequencies,
as gamma, delta, theta, alpha and beta waves. The gamma
waves are used to indicate if a person 1s alive. Thus, they
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Table 1: Categories of brainwawves

Table 2: Comparison of sensors

Brain waves Frequency range (Hz) Mood

Delta wave 0.54 Deep relaxation or sleep
Theta wave 4-7 Light meditation

Alpha wave 7-13 Deep meditation

Beta wave 1340 Attention or active state

will not be considered for this application. From Table 1,
we can make out exactly what state of mind a person 1s
said to be in based on the brainwaves detected. As
depicted, delta waves indicate a person being sad or in
deep sleep. Theta and alpha waves, both signify a state of
meditation where theta waves imply light meditation
and alpha waves indicate deep meditation. Finally, beta
waves denote an active or attention state. Alpha and
beta waves are the most commonly observed waves in
most cases. Hence, these waves are often used in studies
and application (Pfurtscheller and Neuper, 2001). The
proposed application alse uses the alpha and beta waves
to detect either active or relaxed state of mind.

MATERIALS AND METHODS

Most often when a user feels like listening to music,
they may not be able to find a suitable song because they
may be too indecisive in selecting a song and simply give
up altogether. At present, the apps that help the user to
choose music are based on the most frequently heard
songs or usage patterns. The application that 13 bemng
used to select songs that are more in-tune with the user "s
emotional state. Tn order to avoid this unnecessary hassle
and make human life simpler this 1dea of inplementing
the smart headphone using the Think2Play android
application has been proposed. To implement this
solution it is important to understand the composition and
classification of the brainwaves. Human brain is made up
of billions of brain cells called neurons which use
electricity to communicate with each other. The
combination of millions of neurons sending signals at
once produces an enormous amount of electrical activity
in the brain. Using sensitive equipment (such as an EEG
sensor) it is easy to measure the electric levels over areas
of the scalp. The combination of the various electrical
activities of the bramn 1s commeonly called a brainwave
pattern or bramwave because of its cyclic, “wave-like’
nature.

Now, these brainwaves are relatively hard to
detect, as the signals are very weak Thus, a highly
sensitive device must be used. We make use of the
MindWave mobile headset which is designed and
developed at NeuwroSky technologies. NeuroSky-enabled
solutions deliver unique msights into body and mind
that can motivate people to constantly innovate and
develop new applications. The company’s proprietary
biosensor technologies provide foundation for analyzing

Shapiro-wilk
normality test

Metric Min. Max. Mean SD Skewness W p-values
NeuroSky MindWave

Attention 0.05 7479 19.05 1295 1.2865 08780 01131
Meditation 031 4979 2535 1775 -0.0150 09435 01405
Emotiv EPOC

Attention 5000 7979 6520 857 00028 08836 01878
Meditation 2021 8986 5592 20.78 -0.0535 0.9394 0.1261

biometric data, using Electroencephalogram (EEG) and
Electrocardiogram (ECG) i a way that’s never been
practical before.

From the family of NeuroSky, the MindWave
headsets are designed to be used by developers to
easily and quickly work with complete EEG-momnitoring
products. The MmndWave mobile headset turns your
android phone into a brain activity monitor, using the
Think2Play App. The headset safely measures brainwave
signals and momnitors the attention levels of mdividuals as
they mteract with a variety of different apps. This headset
is useful for OEMs and developers building apps for
health and wellness, education and entertainment. The
comparison of NeuroSky MindWave and Emotiv EPOC
sensors are displayed m Table 2.

The MindWave family consists of MindWave and
MindWave mobile headsets. The MindWave is designed
for PCs and Mac while the MindWave mobile 1s
compatible with PCs, Mac and mobile devices like the
iPhone, iPad and Android If you want a mobile
compatible device, check out the MindWave mobile.
Both headsets share the following characteristics. The
NeuroSky ThinkGear ASIC chip is priced to power
mass adoption in health and wellness, educational and
entertainment devices, popular EEG technology.
Think2Play application design: Using the smart
headphones makes life easy. The workflow diagram is
illustrated in Fig. 1. This smart system is made up of two
parts: the ThmnkZPlay app nstalled in the user’s
android mobile a device, NeuroSky MindWave mobile
headset, consisting of the Electro-encephalograph (EEG)
sensor that is placed on the user’s head and attached to
the user’s headphones.This device scans the user’s
brainwaves and terprets their emotional frame of
mind.

Tnitially, downloaded the
Think2Play application, they must tag the songs in their
playlist as either being in the happy or sad category.
Once this has been done for all the songs, we can begin

once the user has

using the actual application. Secondly, the EEG sensor
from the MmmdWave mobile headset, scans the user’s
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brainwaves and detects the greater state (attention‘happy
or meditation/sad). Finally, based on the detected state of
mind, a suitable song 1s played.

Assumptions: For the smart headphone to work properly
some conditions have to be meet. The mobile device has
to have the specific Think2Play App. mstalled in order to
mterpret the bramwaves.

The brain signals are very weak, thus, the EEG sensor
has to be highly sensitive to capture the various signal
effectively. The database should be regularly updated
to meclude new songs and their signal tags. Since, the

Turn on MindWave mobile
headset

h 7
Pair the headset with the mobile

v
‘Wear the portable EEG headset

v

EEG sensor captures brain waves

v

Headset processes and relays
the signals to the app

v

»| Read the alpha and beta values
for 20 scc

v

Calculate the averages for
alpha and beta values

Alpha value average> Play suitabl? song for
Beta value average sleepy emotional state
Blink rate>
Play suitable song for happy threshold
emotional state
Yes
App. refreshes
Plug off headset

Fig. 1: System architecture-Think2Play

electrodes are delicate we must make sure that the
headphone is handled with proper care because damage
to the electrodes can cause signal loss or distorted signal
storage.

RESULTS AND DISCUSSION

The Think?Play application has been designed to run
on an android operating system and developed using
Android Studio 3.0. Tt has been tested to show an
accuracy of 97.5% using Naive Bayes classifier. The
application is tested on Samsung Galaxy Grand 2 Android
mobile.

Figure 2 shows the initial user interface once the
application 1s mstalled. It begins to pair via. Bluetooth,
with the MindWave mobile headset in Fig. 3.

| j=aa 149 PA

Stalaes

Meditation 81s]

Attention oy

Gluetooth

HMAT 100

Fig. 3: Pairing using Bluetooth
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Fig. 5: All state of brain waves

Alpha waves, ranging from 7.5-12 Hz are slower and
associated with relaxation and disengagement. Paring is
established and the 20 sec tumer is started for detecting
the bramwaves in Fig. 4 and 5 show all states of mitial
brain waves.

Thinking of something peaceful with eyes closed
should give an increase of alpha activity. Several studies
have found a significantly rise in alpha power after
smoking.

Finally, according to the monitored brain signals
either happy songs for attention state (Fig. 6) or sad
songs for meditation state (Fig. 7) are played.

AvudioPlavera

ThinkZFPlay

Attention

PALISE

Fig. 6: Attention state

«a = £ FTE ailse-l 451 P

AudioPlayer

ThinkZ2Play

hfedilaton

PAaLISC

Fig. 7: Meditation state

Beta waves are in the frequency range of 12 and
30 Hz but are often divided into 1 and 2 to get a more
specific range. The waves are small and fast, associated
with focused concentration and bestdefined in central and
frontal areas. When resisting or suppressing movement,
or solving a math task, there is an increase of beta
activity as per Naive Bayes classifier, the mean accuracy
of 97.5% has been shown in Fig. 8 for attention state and
meditation state is shown in Fig. .

Theta waves, ranging from 3.5-7.5 Hz arre linked to
nefficiency, day-dreaming and the very lowest waves of
theta represent the fine line between being awake or in a
sleep state. Theta arises from emotional stress, especially
frustration or disappointment. Tt has also been associated
with access tounconscious material, creative mspiration
and deep meditation
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Figure 10 shows that the human brainwave is In Fig. 11 the attention and blink values analysis
connected via. the EEG sensor and attention, meditation interms of graph will be generated and there are two
and blink state 1s detected and after that it will show  signals generated in the graph namely the black color
the attention values and blink values of bran wave  signal is for blinking level and the red color signal 1s for

Sensor. attention level.
23 A 29 4
2 4 2g 27.86
21.36
21.11
2
21 4 20.83 57 27.04
26.43
26.22
26.01
20 . 6.0
g ]
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18 24 4
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Fig. 8: Mean recognition accuracy of attention state Fig. 9: Mean recognition accuracy of meditation state
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Fig. 12: Visualization of brain wave

The actual visualization of the brain wave signal
for the implementation of the audio player indicates the
blink, attention level and meditation levels are shown in
Fig. 12.

CONCLUSION

The smart headphones developed can be used to
make process of selecting a song more fun and easy with
a guaranteed degree of accuracy. This small application

can pave the way for more innovative application
development that can consider a wider array of emotions
apart from just the happy and sad states such as, sleepy,
depressed, stressed, etc. Also, the accuracy can also be
improved by using different algorithms apart from the

standard ones used in the NeuroSky MindWave mobile
headset.
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Abstract: Vehicular Ad hoc Network (VANET) 1s a promising technology for future smart velicles systems and
an essential component of Intelligent Emergency System (IES). The IES includes a wide range of modem
technologies such as Global Positioning System (GPS), digital maps, video cameras, sensing devices and the
wireless commurnication devices. It provides necessary information about the condition of the roads in time for
drivers and traffic management systems to unprove traffic efficiency, reduce traffic congestion, waiting times
and fuel consumptions. Design and mmplement an IES which automatically controls the encryption of the
Cooperative Awareness Messages (CAMs) according to the priority associated with CAMs exchanged
between emergency vehicles and Road Side Units (RSUs). The CAMs sent from the emergency vehicles to
RSUs be signing using a Secure Hash Algorithm (SHA-2) to distinguish them from normal messages 1ssued
from other vehicles. The IES uses the features extracted from the trace file that describes the normal and urgent
behavior in the VANETs. The type and the number of features have an important role in increasing the
classification accuracy rate and decreasing false alarms, especially False Negative Rate (FNR). In this study,
the process of classification of urgent records by using (self-organizing map, feed-forward neural network and
Elman neural network). The proposed systemn 1s based on a program written by MATLAB R2015a. Our selection
used for design and programming the proposed system. These algorithms have already been employed to solve
the problem because of its importance in saving time and effort as well as providing high results accuracy in
quick time unlike other programming languages. The result 1s clear in overall system 1n each techmque in SOM
accuracy degree 99.5% and FNR 0% while FFNN accuracy degree 99.3% and FNR 0.84211% for number of
features 16.

Key words: VANET, routing protocol, intelligent emergency system, secure hash function, RSU, employed

INTRODUCTION

Recent advances in wireless networks have led to
mtroducing a new technology called Vehicular Ad hoc
Networks (VANETSs) that combines different types of
networks such as Ad hoc networlk, cellular technology
and wireless LAN (WLAN). VANET is an extension
of Mobile Ad hoc Networks (MANETs) which can
enhance road safety, essential emergency alerts, traffic
management and infotainment facilities for drivers and
passengers with increased efficiency of the transportation
systems (Anonymous, 2009). VANETSs communications
can be provide three techniques; They are Inter-Vehicle
Communication (IVC), Inter-Roadside Communication
(IRC) and/or communication between Vehicles and fixed
Roadside equipment (V2R) communication (Dass et al.,
2012). In VANETS, each vehicle acts as a communication
node (sender and/or receiver) to exchange the

information either directly between vehicles as single-hop
commumication or vehicles be capable of retransmit
messages in that way enabling multi-hop communication
(Karagiannis et al., 2011).

The technology that has been standardized for
communication in VANET is DSRC (dedicated
short-range communications) that includes wireless
techmologies like Wil1, IEEE 802.11, WIMAX, [EEE802.15,
Bluetooth, IRA and Zig Bee. In VANET environment,
each vehicle has its built in device called On Board Unit
(OBUYradio them to
communicate with other vehicles and RSUs and also
enabling short-range wireless ad hoc networks which
receives safety messages such as sudden break warning
from other vehicles, essential emergency alerts, etc. and
non-safety message such as comforts and entertamnment
related mformation (Yang et al., 2014). Figure 1 shows
vehicles, RSUs and the occurrence of an accident. Once

interface  that facilitates
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Fig. 1: An example of the process of responding to cases
of emergency on the road

an accident has occurred, CAMs and control data
generated and communicated to the RSUs and other
vehicles in that zone.

In owr research, we designed a new emergency
detection system by adding a sign to emergency
messages to give priority for urgent case wiich allow the
emergency vehicle to get to the incident scene faster and
more safely. The EDS utilizes trace files generated from
the Network simulator Version 2 (NS2).

Literature review: Traffic jams and controlling flow of
vehicles are one of the most major problems in modern
urban area which caused multiple road accidents in the
city and loss of life due to the delay in the arrival of the
ambulance to the accident site in time (Assila ef al., 2012).
The above problems can be solved by taking advantages
of recent advances in the field of wireless networks.
Vehicles and equipment manufacturers have the
opportunity of enhancing the surface transportation via.
using the communication capabilities of the VANET to
support Vehicle-to-Vehicle (V2V) commumcation and
Vehicle-to-Road Side Unit (V2R SU) communication and
offer an Intelligent Transportation System (ITS) to the
drivers (Hung et al., 2008; Gaur et al., 2013). In real-time
applications, emergency vehicles
important information such as warning messages and
CAMs between vehicles and RSUs. Therefore, security
and privacy becomes a very important issue in VANETSs
developments (Alheeti ef al., 2015).

Athavan er al (2012) designed an mtelligent
transportation system for the ambulance which 1s
controlled automatically the traffic signals based on the
accident site and the hospital site according to the
information stored for each node m VANETSs to cross

need access to

ambulance smoothly traffic junctions to reach the hospital
in time when an accident on the road. Buchenscheit et al.
(2009) designed an emergency vehicle warning system
that 1s using wireless communication to warn other
vehicles or to preempt traffic lights for the purpose of the
arrival of the emergency wvehicle to the intended
destination in the fastest time and reduce accident
risks during emergency reaction trips. Alarm system in
emergency vehicles gets detailed nformation from
roadside infrastructure like a traffic light about
congestion, speed and ambulance site to take the
appropriate action and timing. Kabiri and Aghael (2011)
suggested a new approach of extracting suitable and
static features from the trace files which describe the type
of vehicles in the network. This approach is based on
feature selection method and it applies PCA theory to
determine network operating conditions. The different
numbers and types of features had a direct impact on the
accuracy of the IES. Raut et af. (2014) proposed an early
alert system of dedicated vehicles based on the great
circle algorithm and RSU deployment in vehicular
networks to receive early alert messaging and identify the
vehicles existing in the dangerous zone via. relative
positioming. Discussion a set of security issues and
challenges that threaten Vehicular Ad hoc Networks
(VANETs) and focus on attacks that get the message
itself rather than the car such that attacker dropping
packets and it may contain important information for the
recipient, attacker may send wrong information in the
network. Samara et al. (2010) proposed suitable solutions
for these challenges and problems to reach a satisfactory
level for the driver and manufacturer to achieve safety of
life and infotainment. Doijad et al. (2015) proposed a new
security and safety system based on wireless technology
to secure the communication between Vehicle-to-Vehicle
(V-to-V) m VANETs. The proposed system is the
development of communication module by using ATmega
with transceiver and LCD.

MATERIALS AND METHODS

In our study, we propose an TES that is based on a
dataset which was collected from a trace file that was
generated utilizing NS2 to identify behavior of vehicles,
whether normal or urgent case. The steps below explain
the methodology:

Mobility model: We used two tools to create a real
scenario of normal and/or urgent behavior in VANETSs.
These are Simulation of Urban Mobility Model (SUMO)
and MObilty VEhicles (MOVE). The SUMO is widely
known m the field of VANET simulations, it purveys
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Fig. 2: Interconnection of MOVE, SUMO and NS2

efficient computation even in various sizes of scenarios
and purvey a better way to effectively plan. Also, support
operates and design intelligent transportation systems.
The move generator is designed on SUMO (CCC., 2011).
The output file of these tools represents a mobility file for
normal and emergency vehicles in VANETSs. These files
are used as input to NS2 (Danquah and Altilar, 2014).
Below is the logical flow and interconnection between the
above three simulators that we based on to simulate
vehicles, road network and finally the wireless sensor
network as shown in Fig. 2.

In this study, we used the Manhattan urban mobility
model to create a mobility and traffic scenario for vehicles.
The reasons for selecting this type of mobility 1s flexibility
and easily is selection of direction for vehicles which may
be vertical or horizontal direction and is widely used in

this research field.

Simulation environmental and parameters: We selected
an efficient network simulator NS2 to evaluate and
measure the performance of the proposed IES. The NS2 1s
designed to simulate different networks such as wired and
wireless networks. A common problem that is exposed
when simulating the VANETs with NS2 is a realistic
mobility model and traffic modelbecause the simulator 1s
not designed specifically for VANETs. To overcome this
problem, we used the SUMO and MOVE tools to create
realistic mobility and traffic model for VANETs. A
screenshot of NS-2 utilizing Network the Animator (INAM)
trace file 13 shown in Fig. 3. Figure 3 shows Manhattan
mobility model that consists of 9 RSUs and 140 vehicles
(136 normal vehicles and 4 emergency vehicles).

One of the important issues in the simulation system
15 the imtial parameters. Some parameters used in

Fig. 3: Screenshot of Simulation in NS2 NAM

Table 1: Simulator environmental and parameters

Parameters Values

Rimulation time 1000 (sec)

Number of nodes 140 vehicle

Number of traffic lights 5 signal

Number of edges 24 street

Number of RSUs 9RSU

Type of traffic Constant Bit Rate (CBR)
Topology 552x452 (m)

Transport protocol UDP

Packet size 1000

Routing protocol AODV

Channel type Wireless

Queue length 50 packets

Number of road lanes 2

Radio propagation model Two ray ground

MAC protocol TEEE 802.11

Speed 60 (m/sec)

Tnterface queue type Priority queue

Network interface type Physical wireless
Mobility models Manhattan mobility model

simulating the VANETs are: Constant Bit Rate (CBR)
application that sends constant packets through the
transport protocol such as (UDP), mobility model
{(Manhattan) and radio propagation model (two ray
ground) in Table 1 (Samara et al., 2010).

Feature sets and extraction a trace file and a network
animator represent output files of the NS2. These two files
are used for analyze and viewing network simulation of
the behavior m VANETs. The trace file generated in N32
15 divided into three parts. These are basic trace, internet
protocol trace and AODV (CCC., 2011). The type of event
taking place at the node and can be one of the five types:
Send (s), Receive (1), Drop (D), Forward (f) and Movement
(M) (Zhou and Hass, 1999). The events of VANETSs are
described using trace file, it contains many different data
features which are used for analysis. These features
describe normal and urgent behavior in the VANETSs. To
increase the efficiency and the accuracy of the proposed
system, the most effective features are extracted from the
trace file. Many methods used in the field of VANETSs to
extracted effective features. We used the AWK language
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Table 2: Features selection

Table 3: FFNN pararneters

Basic trace IP trace AODYV trace Parameters Values  Description
Packet ID payload size TP source and  Packet tagged, hop, counts, TrainParam.epochs 1000 Maximum number of epochs to train
and type, source and destination boardcast ID, destination IP with TrainParam.goal 0 Performance goal
destination MAC sequence number source IP with TrainParam.max_fail 6 Maximum validation failures
and ethernet sequence number and priority TrainParam.min_grad 1x10¢ Minimum performance gradient
TrainParam.sigma 5x10°  Determine change in weight for
second derivative approximation
TrainParam.lambda 5x107  Parameter forregulatng the indefiniteness

Fig. 4: SOM structure

to extract features that capture the events of vehicles
(Alheeti ef al, 2015). In this study, a new field (the
priority) is added to the trace file to give a higher priority
to emergency vehicles to navigate and smooth access to
the intended destination in a timely manner. Priority value
(0) given for emergency vehicles and (1) for normal
vehicles. Table 2 shows the 16 selected features from
whole features that were used in the proposed emergency
systerm.

Intelligent emergency system: In our research, we
designed an 1ES based on SOMs (unsupervised nets) and
FFNN (supervised nets) to detect emergency vehlicles in
VANETs. SOM networl consisting of input layer, the
hidden layer and output layer, the hidden layer and
output layer are compatible. An input layer consists of 16
neurons with the actual data and both hidden layer and
output layer consists of 4 neurons as shown in Fig. 4.
SOM trains a network with weight and bias learning rules
with batch updates. Weights and biases updates occur at
the end of an entire pass through the mput data.

In our study, we used trial-and-error to select the best
structure of FFNN employed mn the proposed emergency
system. The best structure of the FFNN 1s consist of three
layers, the input layer consists of sixteen neurons, the
hidden layer consists of two neuron and the output layer
consists of three newrons as shown in Fig. 5.

The initial parameters play an important role in the
performance of the FFNN that have a direct impact on the
performance of detection. Table 3 shows the parameters
of the training phase used in the FFNN. We design the
simulation on system with an Intel core i5 processor
(2.40 GHZ) and RAM memory (4GB).

of the Hessian

Fig. 5: FFNN structure

Fig. 6: Architecture of IES

The proposed model of TES: The proposed system has five
stages, Fig. 6 shows the overall architecture of the
proposed IES, namely:

The first stage (Generate the mobility and the traffic
model): At this step, we used two software programs to
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generate the realistic scenarios that reflect vehicles
behavior on roads. NS2 used the output files from SUMO
and MOVE as input to generate a trace file that describes
the normal and wgent behavior for vehicles n
VANETSs.

The second stage (data collection and pre-processing):
The features are extracted from the data in the trace file
were generated in the previous step. The selected features
were pre-processed to convert some letters and symbols
to numeric values and to generate a uniform distribution
to balance the different types of classes in collecting the
data to increase the efficiency of the classification rate
and normalization process to convert all the values of the
features between zero and one.

The third stage (training and testing phase-SOM): We
trained and tested the SOM with the extracted features
that describe normal and urgent behavior. In this stage,
we obtamed the detection rate, the error rate and we
calculated four types of alarm.

The fourth stage (training and testing phase-FFNN): We
trained and tested the FENN with significant data that was
extracted in the second stage to check the efficiency of
the proposed security system m the detection of
emergency vehicles in comparison to normal vehicles.

The five stage (comparison): In this stage, we compared
the two proposed intelligent detection systems based on
the three criteria, detection rate, the number of false alarms
and error rate.

RESULTS AND DISCUSSION

The emergency system may be nstalled m three
configurations: emergency vehicles, RSU or both on the
emergency vehicles and RSU. In our study, we selected to
install the system in RS The evaluation of implemented
approaches and comparative results are based mainly on
calculating the accuracy rate, the error rate as well as we
need to calculate four types of alarms: True Positive Rate
(TPR), False Positive Rate (FPR), True Negative Rate
(TNR) and False Negative Rate (FNR). The most important
factor 1s to measure the alarm rates, since, the issue is to
find out the false alarms (especially false negative the
most dangerous alarm). The accuracy and error rate are
used as a performance metric to evaluate the proposed an
TES. The accuracy and error rate of the system result
should be calculated as follows:

Accuracy rate(%0) = %x 100 (H

F

Error rate(%) = &xloo (2)
Np

In addition, the measures will be calculated as follows:

True positive rate(%) = PTP x100 (3)
+

True negative rate (%) = 100 (4)
TN+FP

False negative rate(%) = x 100 (5)
FN+TP

False positive rate(%) = FP x 100 (6)
FP+TN

In these equations, NP is the total number of
patterns, NT is the number of correctly classified patterns,
NF 15 the number of patterns classified as unknown, TP is
the number of normal commection record classified as
normal, TN 1s the number of urgent connection record
classified as urgent, FP 13 the number of
comnection record classified as urgent, FN 1s the number
of urgent comection record classified as normal.

normal

Result of training and testing SOM neural network:
During the training and testing phase, we used the same
dataset in both phases that was generated from the trace
file to detect emergency vehicle in VANET. During the
testing phase, calculate the total accuracy of an TES and
error rate of the system. In this SOM neural network the
accuracy obtained is (99.5%) and the error rate obtained
15 (0.5%). The experimental results obtamned for TPR, FPR,
TNR and FNR were explained in Table 4.

Train and test FFNN neural network: During the training
and testing phase, we used the same dataset in both
phases to calculate the total accuracy of the EDS, true
positive, false positive, true negative, false negative. The
total accuracy of the training classification was (99.3%)
and the error rate was (0.7%). The experimental results
obtained for TPR, FPR, TNR and FNR were explained in
Table 5.

The motivation of this research 1s to provide an
intelligent security system that creates a safe environment
for emergency vehicles. The methodology of the
proposed IES was mmplemented in five phases: generating
the mobility and traffic model, data collection and
preprocessing phase, training and testing for the SOM,
training and testing for the FFNN and comparing the
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results that were generated in the two types of TES.
When we compare the two types of TES, we can
observe that the IES was based on the SOM was more

Table 4: Alarms rate

Alarm types Accuracy (%)
True positive 100
True negative 84
False negative 0
False positive 16
Table 5: Alarms rate

Alarm types Accuracy (%)
True positive 99.1579
True negative 100
False negative 0.84211
False positive 0

Fig. 7: Performance comparison

Fig. 8: Sign the CAM using SHA-2

effective and efficient in detecting emergency vehicles
with a low false negative alarm rate than the TES based on
the FFNN. The comparison performance between the
SOM and FFNN is as shown in Fig. 7.

The error rate for the IES based on the SOM was
0.5%. In this system, the alarm rate fluctuated between 84
and 100% with good and efficient accuracy. On the other
hand, the average false negative alarm rate was 0% which
is an excellent indicator of the results. At the same time,
the error rate for the IES based on the FFNN was 0.7%.
The alarm rate fluctuated between 100% and 99.1579%
with excellent and efficient accuracy. On the other hand,
the average false negative alarm rate was low at about
0.84211% which is a good indicator of the results.

We could improve the emergency system by using
SHA-2 to encrypt the messages exchanged between
emergency vehicles and RSUs as shown in Fig. 8.

We could improve the detection rate by adding
priority featire to the trace file that creates flexibility
in selecting the system that 13 more efficiently with
different conditions. In addition, in our proposal, we
selected the significant featires based on the
previous study (Alheeti et al., 2015). All these factors
make the proposed security system more efficient in
systems for

securing the external communication

emergency vehicles.
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CONCLUSION

Security and safety are a serious issue and a crucial
requirement for emergency vehicles. The network is
exposed to various types of attacks that have a direct
impact on the development and deployment of emergency
vehicles in that zone. Our proposed IES can provide
reliability for drivers by encrypting CAMSs sent from the
emergency vehicles to R3Us using a hash function to
distinguish them from normal messages issued from other
vehicles in order to ensure the protection of the network
from any breach or fraud by normal wvehicles to be
emergency vehicles so we have achieved security and
authentication. In other words, emergency vehicles
without security cannot achieve their task m providing
comfort and safety while in operation. Tn our study, we
designed an intelligent security system to secure external
communication and ease of movement for emergency
vehicles in VANETs environment to reach the accident
site in time to save lives. The TES has been designed for
traimng and testing with important features by using
SOM and FFNN. This system deals with two system
scenarios: emergency and normal that have been created
on the NS2. Our system is to analysis the behavior of
each mobility vehicle in the VANETSs to identify if it 13 an
emergency vehicle or normal vehicle. The number and the
type of features have a vital direct role to increase the
efficiency and the accuracy of the detection system.
Further attentions should be given to use a fuzzy data set
to reduce the rate of error, the number of false alarms and
may be used to represent integrity to dataset with fuzzy
concepts.
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Abstract: e-Learmning 1s important in developing countries in order to chart new directions in education,
especially in Iraq’s higher education sector. It has been started and implemented for educational associations.
Most of the world has embraced the concept of open education via. the internet or by enabling students to
access information and knowledge resources from anywhere and anytime. e-Learning offers many advantages
to institutions which can use this system to grow the level of education for different kinds of students meluding
normal students and those with disabilities. However, the e-Learming system faces many challenges in
developing countries such as Traq because of the lack of understanding and weaknesses in experience and skills
among the students as well as among many institutions. Also, there is a lack of customization to facilitate the

development of ICT. e-Learmng system can be useful for students if the critical success factors associated with

the utilization of ICT e-Learming systems are determined.

Key words: e-Learning, success factors, ICT, higher education, utilization, Traq

INTRODUCTION

e-Learming 1s explamed as an educational way of
providing learning to stakeholders through courses and
programs employing new technology on the internet. In
other words, the stakeholders such as students and
teachers can utilize this platform to improve learming skills
at anytime and anywhere by using desktop computers,
laptops, tablets and smartphones, all of which are
powered by internet technologies (Garrido et al,
2016). In addition, e-Leaming is defined as any platform
technology that 1s able to develop effective students
through the open education concept of e-Learning which
has proved to be a game-changer in the field of education,
particularly higher education m this new millennium.
(Aparicio et al., 2016).

In tandem with the growth and rapid advances in
technology and Internet requests in this century, ICT is
an 1mportant component that makes e-Learming more
beneficial and accessible. Furthermore, with the use of
mternet technology, e-Learming systems allow education
programs to be planned without having to be constrained
by time and place (Fahad ef af,, 2013; Ahmed et af., 2016).
This novel approach to virtual teaching and learning has
been widely accepted as sigmificantly enhances higher
education and knowledge acquisition (Chen and Tseng,
2012).

The world after the technology revolution and
emergence of internet-based higher education since late
in the first decade of the 21st century has been utilizing
e-Learning in several establishments of higher education
for the purpose of increasing the number of students
as well as enhancing their skills and experiences
(Fahad et al., 2013).

Recently, some researchers have designed models for
promoting e-Learmng and considered the implementation
of an e-Learning system with specific spaces suggested
but these models have a weakness in considering the
students as the main focus (Pata, 2009).

As such, ICT 1s important to inprove and develop the
utilization of the e-Learning system. Infrastructure is
prepared to be compatible with any modern technology
and this technology is more flexible when applied in high
education. Furthermore, this technology must be useful
and easy to use among both students and teachers.

According to a UNESCO report in 2011, Iraqi higher
education has been limited in using e-Learning based on
information and communication technology. In addition,
UNESCO has been initiated a different approach to
iumprove ICT infrasttuctre for students that would
embrace a transformation in the quality of e-Learning
system based on ICT.

Unfortunately, e-Learning is still a new experience in
Tragi higher education because Tragi universities have
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been the last to adopt e-Learning in the Middle East.
Furthermore, until 2009, only 1% of Tragi students had
Internet access. Thus, Iraq lags behind other countries n
terms of benefiting from the revolution of e-Learning
based on ICT in higher education. Therefore, The
Ministry of Higher Education has made concerted
efforts to raise the status of Iraq umversities. However,
strategically, Iraqi higher education has seen limited
progress in the adoption of e-Learning (Al-Azawei and
Lundgvist, 201 5a, b).

Therefore, high lighting the requirements in order
to implement e-Learning system based on ICT m Iraqi
universities is important to fill the gap in the literature by
determining the critical success factors and specifying
the major barriers that have a sigmficant effect on
adoption of the e-Learning system. In the context of the
above-mentioned scenario, the researchers discuss in this
study, the e-Learning system based on ICT in Traqgi
universities in order to identify the success factors and
have a clear understanding to ensure the successful
implementation of the e-Learning project in future.

According to Safie and Aljunid (2013), the study high
lights the use of e-Learning system which 1s of great
umportance as e-Learmng system plays a pivotal role in
the developing different organizations in education and
healthcare among others which is essential in developing
countries and in in line with the 1deals of the Millennium
development goals. Furthermore, it has been shown that
e-Learning is time saving as well as cost-effective.

MATERIALS AND METHODS

In this study, the literature was reviewed to collect
secondary date related to e-Learning systems in order to
discuss ways of adopting a conceptual model to show the
relationship between factors that affect the utilization of
an e-Learning system in higher education.

The current issues in some developing countries
such as Irag, Libya, etc. are handicapped regarding the
application of the appropriate resources and the required
experience in terms of e-Learning (Fahad et al., 2013).

Although, the ministry of higher education in Traq
has taken steps to promote teaching and learmng through
e-Learning in Iraq (Al-Azawel and Lundgvist, 201 5a, b),
problems persist in coping with the rapidly changing
challenges that require innovation.

Furthermore, UNESCO has agreed that e-Leaming 18
an essential tool which needs to be adopted and adapted
for implementation in most education sectors for Trag
(Basha et al., 2013).

This study aims to determine the critical success
factors of e-Learning systems based on ICT in Traqi public

Table 1: Frequency of factors

Factors References

1T infrastructire Alsabawy et al
Jabbouri ef ai. (2016)
Hassanzadeh et al. (2012), Bhuasiri et dl.
{2012) and Liaw (2008)

Liaw (2008)

Hassanzadeh et al. (2012)

Al-Azawei and Tundgvist (2015a, b),
Basha et al. (2013), Aparicio ef al. (2016),
Abdullah et ad. (2016), Chen and Tseng (2012)
and Wu and Chen (2017)

Chen and Tseng (2012), Wu and Chen (2017),
Alsabawy et al. (2013, 2016), Liaw (2008),
Bhuasiri et of. (2012), Aparicio et al. (2016)
Abdullah et al (2016), Sun el al (2008),
Chen and Tseng (2012), Islam (2013),
Al-Gahtani (2016) and Lee et al. (2009)

Wu and Chen (2017)

Liaw (2008), Al-Azawei and Lundqvist
{20158, b), Sun et . (2008), Lim et &, (2007),
Chen and Tseng (2012), Tarhini et . (2013)
and Islam (2013)

Alsabawy et of. (2013), Hassanzadeh et of.
(2012), Liaw (2008), Al-Azawei and Lundqvist
(20154, b), Sun ef al. (2008) Wu ef &, (2010),
Lin (2012), Chow and Shi ({2014) and
Paechter et al. (2010)

(2013, 2016) and
System quality
Multimedia instruction

Service quality
Ease of use

Usefulness

Openness
Self-efficacy

User satisfaction

universities. In addition, the e-Learning systems should
be supported and both students and lecturers should be
encouraged to use these technologies. The various
relevant factors are summarized and presented in the table
according to the references in Table 1.

Success factors: As we can see, the majonty of the
researches focuses on the usefulness factor while some
factors have low frequency as shown in Fig. 1. Therefore,
it is recommended to focus on the rarely considered
factors 1n this research area m order to ensure a
successful utilization of e-Learning system.

After reviewing the literature for the success
determinants, the researchers recommend the following
factors which can draw a successful the utilization of
e-Leaming system in higher education institutions.

IT infrastructure: An IT infrastructure defines that all
new technologies should be considered to make the use
of the e-Learning system more flexible and integrated. In
addition, IT infrastructure for stakeholders should include
both technical and management skills which are important
to give the best results. The capability of IT infrastructure
should be exploited in using e-Learning system to achieve
a better service for the stakeholders in terms of accuracy
and confidence. Therefore, the necessary infrastructure
and appropriate human resources are necessary for
the successful implementation of modern technology
(Gorla et al., 2010; Kadhum and Hasan, 2017).

The IT infrastructure includes all the IT technologies
such as internet bandwidth, network equipment and a
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Fig. 1: The percentage of frequent factors

sufficient number of computers (Raouf et al., 2012). IT
infrastructure is one of the key factors in information
systems and is a prerequisite for the
umplementation of any modern technology which means
that the umversities must pay attention to establish an
adequate IT infrastructure to achieve competitive
performance (Alsabawy ef al., 2016).

The IT mfrastructure 1s a crucial factor in the
umplementation of the service activities in education and
in the context of e-Learning systems, it forms the basis of
computer technology, communications and the essentials
of the information system within the technical scope to
mnprove education. With an adequately established IT
infrastructure an organization can deliver reliable services
through the central information system. To achieve
competitive advantage higher education can adopt a
method to classify the IT resources such as hardware,
software, networking and communications, human
resources and databases (Jabbouri et ai., 2016).

According to Alsabawy et al (2013, 2016) and
Jabbouri ef af. (2016), thus factor has a sigmficant effect
on the utilization of the e-Learning system.

successful

System quality: Today, one of the biggest problems
facing e-Learning system 1s system quality that can
facilitate the successful implementation of technology in
universities. In fact, system quality is a multi-dimensional
measure and it 1s important to determine how system
quality can help the higher education sector in developing

countries to build and improve strategies. The
significance of system quality for organizational
performance has been highlighted (Gorla ef al., 2010).

The benefits of this factor n e-Learming system are
reflected it assists in functions and end-user simplification
in education operation. e-Learning system is important for
the delivery of learning outcomes because students
interact more n an e-Learming environment than in
traditional face-to-face instructions. System quality
affects a student’s belief in e-Learning performance
characteristics (Bhuasiri et al., 2012). Furthermore, it 1s
measured based on the way the system 13 run, ease
of use, accessibility, flexibility, information quality,
portability, integration and significance (Del.one and
McLean, 2003).

According to Alsabawy et al. (2016), this can be
considered as a significant factor in using e-Learning
system and system quality is the important factor in
evaluating the success of the e-Leaming system.

In addition, the researcher (Alsabawy et al., 2013)
high lighted this factor which determines continuous
implementation of the e-Learning systems.

Multimedia instruction: Multimedia instruction include
voice and graphics information such as picture and text,
so, leaming can be more interesting and easy and
effective for students (Tabbers ef al., 2001).

According to Liaw (2008), multimedia mstruction
assist stakeholders such as students and lecturers to
increase their skills and experience in voice or video media
by converting the difficult pedagogical materials and
making them easier to understend. Furthermore, this factor
would help students to use e-Learning system for other
acquired concepts and enable them to apply conceptual
knowledge using the flexibility of e-Learning systems.

Service quality: Service quality is known as the scale
of service delivered by the information system service.
This factor mvolves supplying the stakeholders,
parallels to their anticipation i terms of expression,
accuracy, realization, understanding, confirmation and
consideration. These concepts of service quality are
reflected m the stakeholder’s reactions to the ability
of the system to meet theirr expectations, through
experts in information systems which give advice freely.
Furthermore, providing services to learners when they are
needed builds confidence (Gorla et al., 2010).

On the other hand, this factor wmplies providing a
range of services to lecturers and students reliably, so,
they are aware of all the benefits of the system. This can
have a significant effect on using e-Learming system.
Some researchers think that this factor of service quality
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is a division of system quality but it has been changing
the function of information systems in recent years and
has become a separate factor (Hassanzadeh et al., 2012).
According to Alsabawy et al. (2016), service quality has
an effect on utilization e-Learning system in the
universities. Previous studies showed that umiversities
and other organizations pay more attention to improve
service quality. According to Sun et al. (2008), service
quality will positively influence utilization of e-Learning
systems.

Ease of use: Ease of use is defined as “the degree to
which an individual believes that using a particular
system would be free of physical and mental effort”
(Davis, 1989). Furthermore, Technology Acceptance
Model and TAM2 explain the significant effect of
ease-of-use when using a new technology or system
(Venkatesh and Davis, 2000) . It is directly associated with
using e-Learning because students, more specifically in
training courses are reluctant to continue using an
e-Learning system if they face difficulties in utilizing it
which could induce them to drop a course or to change to
another learming environment (Al-Azawei and Lundqvist,
2015a, b).

As such, it is crucial to show how easy and effective
a system 18 in terms of use and system effectiveness
which would encourage understanding and acceptance
of modern technology among students (Lim et al,
2007).

According to Bhuasini et a@l. (2012), prospective
stakeholders and learner anticipation in using e-Learmng
system can be made easier and more compressive. In
otherwords, the ease-of-use has a sigmficant effect on
utilization of e-Learning systems (Sun ef al, 2008)
(Al-Azawei and Lundgvist, 201 5a, b).

Ease-of-use in contrast, refers to “the degree to
which a person believes that using a particular system
would be free of effort”. This defimtion refers to “ease”
“freedom from difficulty or great effort™. Effort i1s a finite
resource that a person may allocate to various activities
for which he or she is responsible (Davis, 1989).

In addition, the UTAUT Model states that the “effort
expectancy” construct can be important in determimng
user approval of e-Learning systems and worry about
ease-of-use may become non-important through extended
umplementation. Thus, ease-of-use can be expected to be
significant in the early stages of utilizing e-Learming
systems (Marchewka et al., 2007).

Usefulness: Davis (1989) defined usefulness as “the
degree to which a person believes that using a particular

system would enhance his or her job performance”
(Davis, 1989). According to Davis et al. (1989), usefulness
15 considered to be the main construct m the original
representation of the Technology Acceptance Model
(TAM).

According to Bhuasini er @l (2012), tlus factor
measures the degree to which a stakeholder trusts that
using e-Learning system will enhance achievement. In
addition, usefulness how the
the e-Learning system to enhance thewr research and

shows students use
execution and with expectations of more benefits mn the
future (Gorla et al., 2010). Furthermore, this component
can support using e-Learming system in higher education
(Sun et al., 2008, Chen and Tseng, 2012). In addition, this
factor 1s considered mnportant to measure the success of
using e-Learning system and acceptance of any new
technology (Alsabawy e al., 2016).

In the e-Learming system, usefulness has been much
and frequently used by researchers such as Arbaugh
(2000). Usefulness or benefits of using technology help to
deliver educational materials and promote the behavior of
students toward their educational skills. Thus, it would
help students to learn and be educated through the
internet in the future.

Openness: Today, modemn umversities focus on a mix of
technology and teaching materials to make education
more visible and accessible to deliver resources
anytime and anywhere which enables education to be
more flexible. The idea 1s to encourage students to be
more motivated toward changing traditional practices
in learning and embrace new technologies in education
(Wu and Chen, 2017; Safie, 2004).

Self-efficacy: Self-efficacy has
students cognitive trust that significantly affects their
behavior when utilizing e-Leaming system and the

been described as

stakeholder has the ability to implement e-Learmng with
more confidence in achieving successful utilization
(Wuetal,2010).

e-Learning has recently been used and has gained
popularity in hligher education m developing countries
which means that the self-efficacy factor is inportant in
helping students to utilize the new technology that is
inherent in the e-Learning system (Bhuasiri ef af., 2012;
Wu et al., 2010, Samsuri ef al., 2014).

Self-efficacy 1s reflected mn student’s desire to play a
private functional part. Tt is an estimation of the
effect and potential for success before implementing the
new system. Students with rising self-efficacy can be
confident in performing the e-Learning system activities
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skills.
explained the impact of self-efficacy on using new
technology. Furthermore, it has been reported that
particular self-efficacies can impact learning outcomes

and developing their Much research has

when students are using e-Learning system (Joo ef al.,
2000; Lewis, 2002; Sun et al., 2008).

According to Wang and Newlin (2002), mvestigation
has shown that students tend to use the factor of
self-efficacy to adopt network-based learning which
significant affects the utilization of the e-Learming system.
This study defined this factor as the student’s ability to
evaluate the viability of implementing activities required
in the e-Learning system.

User satisfaction: User satisfaction 1s shown mn the way
students think about using the e-Learning system mainly
to evaluate the success i implementing modern
technology. Furthermore, this is one of the critical factors
with a direct effect on utilizing the e-Learning system
(Hassanzadeh et al., 2012) and it 1s not surprising that
many earlier researches have focused on user satisfaction
(Hassanzadeh ef al., 2012).

According to Min e al. (2008) it has been found that
user satisfaction 1s one of the critical factors that
influence the utilization of e-Learning because there are
significantly different user skills involved such as
transmission, mput and output, features which endear
students to the e-Learning system. It can therefore be
concluded that for a system like e-Learning to be accepted
and used it must offer user satisfaction. A According to
Wixom and Todd (2005) it has been shown that the
various design aftributes explicitly enumerated such as
accuracy and reliability contribute sigmficantly to user
satisfaction and the utilization of the e-Learming system.
Furthermore, TAM and user satisfaction have developed
in parallel study streams and the two approaches can be
integrated to help in building a conceptual model
incorporating the design and system characteristics to
forecast the success of utilizing e-Learmng systern.

By Del.one and McLean (1992) the researcher shows
that user satisfaction 1s one of the sigmficant factors that
can estimate the success of utilizing e-Learning because
some users have stopped their e-Learmng followmng a first
attempt.

According to Roca et al. (2006), the user satisfaction
factor directly affects learner impact and has significant
impact on the organization. Furthermore, this factor is
unportant as it affects e-Learming usage besides having
the strongest, direct personal impact. In light of the many
benefits of the user-satisfaction factor, it can be used by

universities to target resources more efficiently, achieve
improvements in user satisfaction and increase the
probability of users reusing the e-Learning system.

RESULTS AND DISCUSSION

e-Learmng has reached a new level of importance for
decision makers in higher education mstitutions. It offers
a new direction in developing countries like Trag to be
used in teaching and leaming, so, implementing and using
this system has become essential for higher education in
the country. Use of e-Learning can help students through
a system of distance education using the mternet alone or
student’s
whenever needed, developing the mteraction of class
students beyond the class without the need for
face-to-face meetings or to support semi present teaching
activities.

to  support the activities wherever and

Although, there has been acceptance of e-Leaming
as an important teaching-learning platform to our best
knowledge there have not been many studies that
have evaluated the determming factors of successful
e-Learning implementation.

This study provides related studies in the field of
online education that have presented critical success
factors influencing utilization of the e-Learning system
based on ICT implementation, although, the majority of
the available research has focused on technological and
educational aspects which represent the operational level
in the organization. The aim of the study is appropriate
because 1t lughlight multiple organizational factors that
can lead to successful project implementation of
e-Learning in institutes of higher education.

An approach to understanding e-Learming based on
ICT should consider the determinants that should be
effectively addressed if a project is to succeed. To the
best of our knowledge here have been very few studies
that have identified e-Learning based on ICT critical
success factors.

A research focused specifically on the critical
determinants highlights the significant elements that must
be taken into consideration when implementing the
e-Learming system in higher education. The literature
review, we conducted has gathered relevant information
from multiple studies related to this research focus on
utilizing e-Learming 1 higher education.

Figure 2 explains the conceptual model of the present
study. The researcher suggest these factors in order to
help the decision makers in Tragi Universities to
successfully adopt e-Learning system based on ICT
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Fig. 2: Conceptual model

technology by understanding the effect of these factors
on successful adoption. It 18 suggested that future
research on this topic be empirically investigated.

CONCLUSION

This study aims to investigate the success factors to
utilize ICT e-Learmng systems mn Iraqi umversities in order
to make students more satisfied when using this system.
The study used a literature survey to gather related
information and identify relevant factors and their effect
on student satisfaction with using e-Learning system. The
outcome revealed that mine factors should be highlighted
when utilizing e-Learning system based on ICT m Iraqi
public universities.
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Abstract: The aims of this study to examine available and missing Jordan NSDI components because the
developments of current status of Jordan NSDI is not available. Then explore the level to which Jordan is
prepared to accomplish an NSDI and identify main challenges. This study adopted a modified state of play
assessment frameworlk which is one of the multi-view assessment frameworlks, gathering data was by
questionnaire surveys and mterview from 29 of stakeholders as most organizations that haves a GIS division
and are registered under the INSDI stakeholder categories. Jordan has no orgamzational framework and there
is an institutional void in leadership responsibility in regard to GIS, no metadata, no data model, poor
documentation and there is no national strategy for GIS. Lack of awareness on the importance of ISDI by the
organizations prevents the government from supporting JSDI through distinctive budget allocation, although,
Jordan has a rich human resource base and educational infrastructures. On the other hand, there are many
advantages to create Jordan NSDI like barring the duplication in the spatial data, eliminating the redundancy
of the spatial data, raising the collaboration among organizations and different departments. Consequently, only
cooperation between the public sector, private sector, academia and non-government organizations can achieve
a successful NSDI system. Aassessment of the current status of NSDI 1s the starting point of plarming to build
the principles of Jordan NSDI to promote the creation of Jordan NSDI. NSDIs is not identical in the world and
it is important for Jordan to develops national a strategy by itself. The process is to prove the possible benefits
of such mitiatives and to make awareness and better understanding between the decision-makers, users and
producers mvolved in the SDI activities of the Jordan to move forward.

Key words: Spatial data infrastructures, challenges for SDI, SDI components, Jordan NSDI, SDI development,

activities, creation

INTRODUCTION

Spatial Data Infrastructure (SDI) 1s a term covering
the entire spatial data domains (Groot and McLaughlin,
2000). At present, there are more than 120 states that have
developed their national SDI (Crompvoets et al., 2004).
According to the office of management and budget in the
USA, the NSDI confirms that spatial data from multiple
agencies (Federal, state, local, academia and the private
sector) are existing and easily mtegrated to enhance the
understanding of our cultural and physical world
(OMB,, 2002). Meanwhile, the Federal Geographic Data
Committee (FGDC) has defined NSDI as an umbrella that
covers policies (institutional frameworks), standards,
organizational procedures and technologies in the usage,
management and production of spatial data.

The Canadian Spatial Data Infrastructure (CSDI)
comprises of the technology, policies (Institutional
frameworks) and standards that make
geo-spatial data bases available on the internet. The SDI
notion is generally used to avoid discrepancies within
spatial datasets and to eliminate redundant data
production addendum  to other famed spatial data
problems (Loenen and Kok, 2017). An SDI is also a
process to prepare and enlighten a technique for sharing

access  to

and developing spatial datasets. As a result, data owners
communicate with the current technologies to realize the
varied degrees of political and organizational goals in
an effective way (Chan et «l, 2001). Coleman and
McLaughlin (1998) includes the policies (mstitutional
frameworks), technologies, standards
resources (people) needed for the efficient collection,

and human
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management, delivery and employment of
geo-spatial data in an global community. Therefore, the
National Spatial Data Infrastructure (NSDI) will consist
of the standards, technology, policies (institutional
frameworks) criteria and people (Partnership) to promote
geospatial data sharing throughout all
government, public sector, private sectors and academia
(FGDC,, 1997). Spatial Data Infrastructure (SDI) can also
act as a framework that help the sharing, assortment,
accessibility and swapping of spatial data between users
among the spatial community (Crompvoets et al., 2004). In
this regard, NSDIs are being executed by many nations to
better management and utilization of spatial datasets
(Rajabifard et af., 2003). Consequently, SDI provides a
foundation for spatial data discovery, evaluation and
application for all users and providers with all levels of
national governments, academia, civil societies and NGOs.
Furthermore, the NSDI of a nation can be used for the
network survey of coordinates, transportation (raillway
networks and road), commurmcation facilities, electricity
supply, cultivation, fishing line, forestry nations, tourism
and planning of services (Okuku ez al., 2014).

Meanwhile, SDIs have also been defined i a
different way by different researchers at different peried.
This point out the multifaceted model of SDIs (Man, 2006)
and as agreed by Grus (2010) SDI assessment still
problematic because of its dynamic, multifaceted and
complex nature and its ambiguously defined objectives.
The ability to meet user’s needs and to deliver services
and tools within the spatial information community has
gone far beyond the capacity of single orgamzations,
especially when more value-added and integrated spatial
data are required for more complex analysis. As a result,
organizations move towards the sharing of spatial
datasets and collecting and integrating spatial data
from different sources (Akmyemi and Uwayezu, 2011).
Therefore, the goals of NSDI are defined through the
legislative framework, political initiatives and by applying
the management and funding models (Hecimovic et al.,
2014).

Based on the argument above, this study aims to
define the status of development of the National Spatial
Data Infrastructure (NSDI) in Jordan mn order to examine
data interoperability issues and to define the challenges
of NSDI in a developing country like Jordan.

access,

levels of

MATERIALS AND METHODS

Components of SDI: Rajabifard and Williamson (2003)
breaks SDI into five core components, i.e., people, access
networks, standards, policy and data (Fig. 1). However,
there are certain orgamzations and researchers that have

Dynamic

=

L

Access network

People Policy Data

Standards

Fig. 1: Interrelation among SDI components adopted from
rajabifard

built their own NSDI models depending on their vision,
goals and the national basic requirements and priorities.
For example, the FGDC created an NSDI with 6
components, partnerships (people) portal/clearing house,
framework, metadata, Geo-data and standards) (Masser,
1997; Tosta, 1995). In addition, the Australia New Zealand
Land Information Council (ANZLIC) has created an
NSDI model that comprise of four components. The
components are consist of technical standards,
institutional framework (policy) clearing house network
(access network) and fundamental datasets (ANZLIC.,
1998).

Data (fundamental datasets): The aim of this component
is to create datasets that offer unique geo-referenced
environment to guarantee an easy conversion of data
between orgamzations. Moreover, the existence of such
datasets will minimize the efforts in collecting and
managing the data and prevent duplication in fields such
as lmagery, geodetic control, elevation, transportation
(road, railway) cadastre, hydrography and governmental
units (Tosta, 1995).

Standards: These are the common and repeated rules,
conditions, guidelines or characteristics for the data and
related processes, technology and orgamzation. To be
successful in its objectives each national spatial data
infrastructure needs standards for aspects of data
{(dictionary, reference system, quality, models, metadata)
and data transfer (ANZLIC., 1998). There are two kinds of
international standardization organizations both of them
working 1 the field of standardizing the digital geographic
information, the first 1s the ISO/TC211 which 1s a standard
technical committee and its part of the International
Orgamzation for Standardization (ISO). the second
organization is Open GIS Consortium (OGC), Tts role is
similar to the first organization. Consequently, both
orgamzation are responsible for creating mternational
standards in geographic and geomatics data.

Access network (clearing house): The clearing house 1s
an electronic service which provides access to metadata
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and stored spatial data from the distributed data sources
or from a number of servers connected with each other.
The data can be accessed using the internet depending
on processes of searching and querying in the metadata
(Tosta, 1994, Shariff et al, 2011). In this light, the
clearinghouse is not centralized warehouse or a database
of geo-information m fact a distributed network.

People (partnership): Partnership is the collaboration
between stakeholders who are interested in the process of
NSDIL In this consideration, relationships are built by
an NSDI to raise the ability to share information to
improve and maintain standard datasets in a spatial data
community, guaranteeing data accuracy, maintaining
access security. Such collaboration is mostly depends on
the people relationship as good partnership greatly raise
the performance of any NSDI Model (Rajabifard and
Williamson, 2001).

Institutional frameworks (policy): This refers to the
coordination of the many organizations involved in the
development and maintenance of the NSDI to avoid the
duplication of efforts. This advantage cannot be achieved
when there 1s no coordination and without good
arrangements among organizations (governance, data
privacy and security, sharing of data, cost retrieval).

The status of development of Jordan National Spatial Data
Infrastructure (JNSDI): This research study deals with
improving the National Spatial Data Infrastructure (NSDI)
in Jordan. The aim is to develop an iumprovement strategy
towards the approach and the process of building the
Jordan National Geo-Spatial data base (INGIS). The
objectives are to determine the most appropriate
component for the Jordan Spatial Data Infrastructure
(JSDI) and examine the requirements of standards and
policies for data and technology.

In addition, the research analyses the strengths and
weaknesses of the current map projection, 1.e., Cassini and
the Jordan Transverse Mercator (JTM) towards
proposing a common system for the whole of Jordan. This
questionnaire helps in determining the current status of
NGIS mn Jordan specifically in searching for data
standards, policies and procedures currently bemng
practised by government and private agencies. Tt is
anticipated that the respondents will provide the
much-needed remedies in making this research successful.

The stakeholder survey of JSDI: A stakeholder’s survey
was conducted through interviews and questionnaires
surveys on 29 correspondents of the Jordan National
Spatial Data Infrastructire (INSDI). The stakeholders

Table 1: List of sarmpled INSDI stakeholders

Stakeholder category Number of sample
Academic sector 3
Public sector 99
Private sector 3
NGO 1
Total 137

come from a various classis like academia, NGOs, public
sector and private sector. These data were accomplished
with findings from the books, researches and displayed
studies. We adopted a modified state of play assessment
framework for this study which is one of the multi-view
assessment frameworks by Grus et al. (2007). The number
of stakeholders was appropriate and more representative
as most stakeholder’s organization haves a GIS division
and are registered under the TNSDI stakeholder.

The heads of the GIS departments interviewed are
wwvolved m INDI activities. The study was conducted by
doing interviews with GIS managers in the GIS agencies,
distribute the questionnaire to search for details and best
practices of INSDIL The questiommaire has 93 questions
and 13 categorised according to the SDI componernts. The
questions were divided into 6 thematic groups:

»  Organization mformation

» Institutional, orgamzational and strategic status
»  Software, hardware and network

¢ (IS data and layers

*  Human resources

»  Funding

The questionnaire was distributed to organizations in
the government, private and academic sectors as well as
Non-Governmental Organizations (NGO) as shown in
Table 1 to make the findings representative of all
concerned stalkeholders.

Summary of stakeholders institutional involvement in
JSDI

The Royal Jordanian Geographic Centre (RJGC): The
Royal Jordamian Geographic Centre (RIGC) was
established in 1975 as a national agency responsible for
all surveys related fields, including aerial, space surveying
and map production of various types and scales. The
RIGC mandate 13 to provide national swveymg and
mapping services. In this regard, it has established the
Tordan geodetic network which consists of 2619 geodetic
points and 14 doppler points. The RIGC cooperated with
French experts m 1975 to apply a new projection for
Jordanian maps called the Jorden Transverse Mercator
(JTM). RIGC has more than 17 GIS users.
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The Greater Amman Municipality (GAM): The
population of greater Amman area in 2015 was estimated
at 4,000,000 which represents 42% of the total population
in Jordan. Amman governorate 1s divided into 27 districts
and the geographic information directorate was initially
launched in 2007 at greater amman municipality called the
Geographic Information Department. GAM utilizes the
Palestne grid coordinate system for their maps. The GIS
department produces maps of various scales (1/2,500,
1/50,000). On the other hand, GAM does not have a legal
mandate or an approved pelicy for SDI however it
provides free public access to its web based GIS
services. In addition, GAM has a quality assurance
section and has obtained ISO9001 certification in 2008.
Currently, GAM has more than 40 GIS users.

Department of Land and Survey (DLS): The Department
of Lands and Survey (DLS) is the agency responsible for
both national level land registration and cadastral survey.
Prior to year 2000, DLS relied on paper based maps but its
transformation to digital maps was completed through a
6 year project during the period of 1995-2000. Through
scanning and vectorization all hard copy maps were
transformed into digital form and rigorous quality
assurance measures were implemented to account for the
poor accuracy of paper based maps. The process includes
scanning of the paper maps, examming the scanned
umages, digitizing the maps, auditing digitized umages,
transforming maps into vectors and lastly auditing
vectors. DLS has more than 30 GIS user and similar to
GAM, they provide free public access to its web based
(IS services.

Yarmouk water company: Jordan Yarmouk Water
Company (YWC) was established the North of Tordan in
2010. Yarmouk water company pursue for the provision of
services in the wastewater and water sectors with good
quality of services provided in northern government of
Jordan, Irbid, Mafrag, Ajloun and Jerash YWC implement
mitiatives aiming to help the state’s treasury by reducing
the burden on. provides its services in water and
wastewater sectors for northern government of Jordan,
the customer base around 301,000 for water and around
101,000 for wastewater. YWC has a GIS division with 20
GIS users.

Orange Jordan: Orange Jordan 1s a Jordaman public
mobile telephone network company and 1s the operator of
the mobile communications license granted by Jordan
telecom. The company was first registered in 1 999 with the
aimn to build a mobile commurications network to cater for
the Jordaman public. Orange started using GIS for asset

management and network planning purposes such as to
keep track of communication towers location. GIS is also
used to visualize mternal and external data, such as
demographics and market trends as well as to provide
geographical data for the company to make smarter
decisions on cables, towers and service coverage. It was
known as mobile com until it was rebranded in 2007 under
the orange brand with 19 users in the GIS division.

InfoGraph: Infograph is the leading GIS and remote
sensing software supplier and GIS application provider
in Jordan. It 13 the only authorized distributor of the
Environmental Systems Research Institute (ESRI) in USA.
ESRI is the world’s leading GIS Software company and its
flagship software product, ArcGIS i1s one the most
commonly used software worldwide, including mn Jordan.
InfoGraph offices are located in Amman, Jordan and the
company employs a staff of professional GIS specialists,
ESRI-certified trainers and techmical support and
admimstrative personnel.  Although, mfograph was
registered in Jordan in 1991, the experience of their senior
staff in GTS and other computer-based applications ranges
from 10 to more than 25 years. InfoGraph has sigmficantly
contributed to the overall use and effectiveness of GIS
applications in addition to the GIS and remote sensing
projects in Jordan. They also offer consultation and
project development services in a number of GIS
application areas. These include map production systems,
cadastral and land information systems, public utility
system (water, electricity and telecommunications), uwban
planning and electronic map publishing. Infograph has 17
GIS users.

RESULTS AND DISCUSSION

Organizational information: The sets of questionnaires
were distributed to 29 organizations with a combined
number of 289 GIS users as shown in Table 2. Tt is
notable that Non-Governmental Organizations (NGO)
represent only 1% because only one NGO was 1dentified
as a stakeholder and it has only two GIS users.
Meanwhile, for the academic sector, there are two
universities teaching geomatic technology having 6
academic persons dealing with GIS. In this regard all
samples represent more than 90% from GIS stakeholder.

Institutional, organizational and strategic status: With
regards to the question on the national mitiative in
Geographic Information System (GIS) in Jordan, the
majority of the respondents 90% answered no. This
indicates that there are no mstitutional collaboration
frameworks.
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Table 2: Organizational breakdown of stakeholder

Table 4: Challenges facing the organizations in using SDI/GI/GTS

Stakeholder Number of Number of

category sample Percentage  organizations  GIS user
Academic sector 3 2 2 8
Public sector 99 72 20 202
Private sector 34 25 6 75
NGO 1 1 1 2
Total 137 100 29 287
Table 3: Organizations with GIS policy

Organizations Types

Public sector
Public sector

Greater Amman Municipality (GAM)
Jordan Investment Commission (JIC)
Ministry of Information Technology
and Comrmunication (MoICT)

Petra Development and Tourism Region
Authority (PDTRA)

Yarmouk water company (north
governorate water company)

Public sector

Public sector

Private Sector

The organizations that confirmed having GIS national
mutiative are: Al-Balgaa University, Royal Society for the
Conservation of Nature (RSCN), Ministry of Information
Technology and Commurication (MoICT) and the Royal
Jordanian Geographic Centre (RIGC).

Organizations responsible for GIS: A majority of the
respondents 93% answered no (Fig. 2) except three
organizations, i.e., the Royal Society for the Conservation
of Nature (RSCN) Mimstry of Information Technology
and Communication (MoICT) and Royal Jordanian
Geographic Centre (RIGC).

Organization having policy regarding GIS: Only 5 out of
the 29 organizations confirmed that they have a policy
regarding GIS. This represents 17% of the surveyed
organizations. The absence of a policy has negative
consequences on SDI development (Fig. 3). The
organizations which confirmed that they have a GIS policy
are listed in Table 3.

Organizations having Spatial Data Infrastructure
(SDIYGT/GIS legal mandates: Only 7% of the
organization surveyed confirmed that they have a legal
SDI/GIS/GL mandate. This indicates that most of the
organizations haves no legal mandate. The only
organization that confirmed to have a legal mandate
SDI/GIS/GI was the Royal Jordaman Geographic Centre
(RIGC). However, the RIGC did not provide law provision
pertaining to neither such mandate nor its contents.
Meanwhile, for the question, whether the country has a
National Spatial Data Infrastructure Law/Policy/Directive,
100% of the respondents answered no. This indicates that
there 1s no legislative framework for SDI.

The challenges facing the organization in using
SDI/GI/GIS: In identifying the challenges that affect the

Challenges Frequency
Funding limitation 77
Ditference in projection systerm 70
Lack of GIS strategy 56
Lack of national interoperability 53
Lack of expert 37
Absence of regulation 19
Weak cooperation 17
Incompatibility of data (lack of standards) 16
The base data accuracy still not reliable 15
(lands map from DLS)
Availability of digital data 15
Need of coordination (institutional arrangerments) 13
Lack of awareness 10
Brain drain 10
Lack of advanced training 9
Need of legal aspects: 8
Misunderstanding of GTS benefits 8
Lack of national commitment 8
Lack of private sector partnerships 7
Long term benefits 7
Availability of metadata 6
Rapid development of the software, hardware 5
and networking problem
The department far away from capital 2
Lack of hardware component 1
%;‘ a8 Yes 83

. 16 O No

28

s 6 26

f)‘ 3 8 |_| 16
O T 0 — T 0 1 T '_I T l_l

Academic sector NGO Private sector  Public sector

Sectors

Fig. 2: Percentage organizations having policy regarding
ars
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Values

Geommedia

Frequency
Fig. 3: GIS/CAD packages used by organizations

progress of using GIS systems in Jordan, a prioritized list
of challenges was surveyed and the result is shown in
Table 4. It can be observed that the main challenge 1s
funding limitation, followed by the differences in
projection system.
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OMS SQL server

OOracle

OMS SQL server
and oracle

3 Other

mDB2

Fig. 4: Database platforms used in organizations to store
(IS data

The subsequent question asked whether, 1t 1s better
to create a new organization for National Geographic
Information System (NGIS) or to transfer the
responsibilities to one of existing organizations. A
majority of the respondents 91% answered yes for the
need to create a new organization for the (NGIS). Only 9%
of the respondents answered NO and want to transfer the
responsibility to one of the existing organizations. The
organizations that wanted to transfer the responsibility to
the existing organizations are:

+  Rovyal Jordanian Geographic Centre (RIGC)
¢ Jordan investment commission (JIC)

*  The Royal Society for the Conservation of Nature
(RSCN)

Software, hardware and the network: On the questions
pertaining to the GIS/CAD packages used in the
organization, it was found that most orgamzations use
ESRI products (Fig. 3) with the exception of 3
organizations that use different software are:

*  Mumecipality of Irbid (Geomedia Software)
¢ Ministry of Municipal Affairs (MoMA Software)
*  Department of Antiquities (Open Source Software)

With regards to the database platform (s) used by the
agencies for GIS data storage, MS-SQL server is the most
popular relational database engine. Oracle 1s also common
while some organizations used MS Access, DB2 and
other DBs (Fig. 4). Moreover, 100% of the organizations
use the windows operating system to run GIS for
integration of data.

OLAN & WAN

OLAN

OWAN

B LAN & Wireless

B LAN,WAN &
Wireless

Fig. 5: Types of organizations networking; wireless (0%)
other (0)%

In terms of orgenizational networking, Fig. 5 indicates
that 52% of the orgamizations have a LAN network, 17%
LAN and WAN, 4% LAN, WAN and wireless, 14% LAN
and wireless and 3% WAN. In this light, the problem of
technology deficiency does not exist. Apart from that,
more than half of the organizations are connected to
the National Information Technology Centre (NITC)
ensuring a Secure Government Network (SGN) for sharing
data.

The usage of the projection or coordinated system: The
survey result in Table 5 show variations in the coordinate
systemns used thus, indicating no interoperability between
organizations because differences in the spatial reference
systems used.

GIS data and layers

Metadata: Metadata provides
existing internal geospatial data resources within an
organization. The swvey has shown that 69% of the
corresponding organization do not have metadata.
Consequently, the lack of metadata will derail SDI
development. Organizations that have their own metadata
are Table 6.

documentation of

Common data standards: It was also found that 76% of
orgamzations do not have a common data standard while
24% have a common data standard. The lack of standards
on spatial datasets, metadata, data transfer, software and
hardware might cause negative consecquences on SDI
development and on the compatibility of data. Tn addition,
59% of organizations share digital geographic data with
other organizations.
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Table 5: Spatial reference systems used in Jordan (Cassini, Jordan transverse

Mercator TTM or others)
Organizations Projection
Al-Ralgaa Unversity BRoth

Department of Lands and Survey (DLS) Both
Jordan Investmentn Commission (JIC) Both

Jordan Water Company (Miyahuna) BRoth
Ministry of Agriculture (MoA) BRoth
Ministry of Environment (moenv) Both

Ministry of Municipal Affairs (MoMA) Both

Al al-Bayt University Roth (JTM, CASS) and other
The Rayal Society for the Roth (JTM, CASS) and other
Conservation of Nature (RSCN)
Infograph Company

WNational Electricity Power
Cormpany (NEPCO)

Agaba Water Company (AWC)
Department of antiquities
Department of Statistics (Do8)
Ministry of Public Works and
Housing (MoPWH)

Natural Resources Authority (NRA)
Water Authority of Jordan (WAT)

Both (JTM, CASS) and other

Both (JTM, CASS) and other
Roth (JTM, CASS) and other
Both (JTM, CASS) and other
Roth (JTM, CASS) and other

Both (JTM, CASS) and other
Both (JTM, CASS) and other
Roth (JTM, CASS) and other

Orange telecormmini cations CASS and other
Royal Jordanian Geographic

Centre (RIGC) JTM and other
Trbid District Electricity

Cormpany IDECO) Only CASSTNI
Yarmouk water company (North

Governorate water comp any Only CASSINI
Greater Armman Municipality (GAM) Only CASSTNI
Land Transport Regulatory Commission

(LTRC) Only CASSINI
Municipality of Irbid Only CASSINI
Municipality of Zarqa Only CASSTNI
Aqgaba Development Comparty (ADC) Only TTM
Aqaba Special Economic Zone

Authority (ASEZA) Only JTM
Ministry of Information Technology

and Communication (MolCT) Only TTM
Petra Development and Tourism

Region Authority (PFDTRA) Only JTM

This effort can push GIS projects to success when
partnerships are strong enough and need more
cooperation between orgamzations. Likewise, the majority
of the respondents (86%) claimed that they did not use
naming standards and these indicate the spatial data
exchanged between different organizations will not be
consistent in terms of meaning.

In this study as well, 79% of the organizations
believe that the geo-spatial data produced by Department
of Land and Survey can be used as base maps for Jordan.
Ounly 6 orgamzations did not believe they could be used
due to poor quality and they did not have building
features, contours and land marks.

Human resources: With regards to the number of GIS
users in the respective organizations (GAM) has the
largest mumber (40 users), Department of Land and Survey
(30 users). The distribution of GIS users is shown in
Fig. 6.

Table 6: How the organizations rank themselves in GIS
Ranks  Organizations
High Department of Lands and Survey (DLS)
Yarmouk Water Company (North Governorate Water Comparry
Royal Jordanian Geographic Centre (RIGC)
Greater Amman Municipality (GAM)
Jordan Water Company (Miyahuna)
Infograh company
Agaba Development Company (ADC)
Orange Telecommunications
Department of Antiquities
Medium Trbid District Electricity Company (IDECO)
Municipality of Irbid
Department of Statistics (DoS)
Natural Resources Authority (NRA)
Aqgaba 8pecial Economic Zone Authority (ASEZA)
Agaba Water Company (AWC)
Water Authority of jordan (WAJ)
Ministry of Municipal Affairs (MoMA)
Ministry of Information Technology and Communication (MolCT)
Petra Development and Tourism Region Authority (PDTRA)
Low Municipality of Zarqa
Ministry of environment (moenv)
National Electricity Power Compaity (NEPCO)
Ministry of Public Works and Housing (MoPWH)
Al-Balgaa Unversity
Land Transport Regulatory Commission (LTRC)
Al al-Bayt University
The Royal Society for the Conservation of Nature (RSCN)
Jordan Investmentn Commission (JIC)
Ministry of Agriculture (MoA)

Table 7: Organizations that have there wn metadata

Organizations Sectors
The Rayal Society for the NGO
Conservation of Nature (RSCN)

Department of Antiquities Public
Al-Balgaa Unversity Academic
Orange telecommunications Private
Agaba Development Company (ADC) Private
Agaba Water Company (AWC) Public
Infograh compaiy Private
National Electricity Power Company (NEPCO) Private
Greater Amman Municipality (GAM) Public

In terms of retention strategies, the majority of
organizations 52% haves not done anything, 23% of
the organizations offer better training, 13% offers financial
incentives and 12% offers higher salaries. The 100% of
respondents also agreed that there is a need for a national
GIS professional association to coordinate with official
bodies in the Kingdom.

In addition, the majority of the organizations 72% do
not employ GIS experts while 28% of the respondents (8
organizations) employed outside experts. Lastly when
enquired about the rating level of their orgamzation in
(IS, 31% of respondents (9 organizations) rated high
level, 35% of respondents (10 organizations) rated
medium while 31% of respondents (10 organizations)
acknowledged to having low level of organization in
GIS. The details of ranking level are provided in
Table 7.
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Funding: In the funding of t h e national GIS activities, 145 13
43% of respondents (13 organizations) received funds 124
for GIS via. their annual budget (from the government) 10
28% of respondents (8 organizations) via. public and s g 8
privatee funding, 10% of respondents (3 organizations) % )
via. other methods of financing, 7% of respondents (2 - 0
organizations) received funds for GIS via. government 41 , 3 5
solely and others, 7% of respondents (2 organizations) 21 |;| | \ |—| 1
recelved funds via. private sector and 3% of respondents 0 T T T T —1
. . . . . = Q - =
(1 organizations) r.ecelv.ed fmds via. private sector and g - El 2 § % Z ég ’ :S) 5
other methods of financing (Fig. 7). £t = é A © Ezs s 2
. . ey q- O 2 0 =
Relating to the budget support in building the Jordan g & é B E 5

Spatial Data Infrastructure (JSDI) all of the 29
organizations have no funds to make available for
building ISDI. Therefore, the benefit of TSDI should be
strong enough to motivate any orgamzations m different
levels to support such a project. When asked about
government allocation m supporting JSDI, 90% of
respondents (26 orgamzations) did not request a
government allocation to support JSDI. This is because
there 1s no national strategy for GIS in most surveyed
organmizations. Furthermore, some of the organizations
resisted the ISDI project when there is no evidence of

Organizations
Fig. 7: The funding of the national GIS activities

short term benefits because JSDI projects requires some
specific time in showing their benefits. Therefore, the
lack of funding 1s a prominent challenge across all
organizations. Tt hinders their ability to procure software,
hardware, base maps, advanced traming and enlarge their
human resources retention challenge.
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CONCLUSION

It can be comprehended that there is no mstitutional
and organizational framework in Jordan that has
the leadership responsibility regarding GIS. Most
organizations prefer to create an independent national GTS
council that has the authority, accountability and legal
mandate to menage all GIS works throughout the kingdom
of Jordan. Hence, coordination and cooperation must play
a key role as there are no orgamzations that can establish
nor improve the NSDI by itself. Only cooperation
between, the private sector, public sector, academia,
non-government organizations and individual users can
provide a clear vision of the NSDI improvement.

Other sigmficant problems that can hinder the
success of ISDI include the variations in spatial
reference systems, non-uniform standards in most GIS
organizations to serve the national interests and no
mnteroperability associated with the variations mn feature
semantics in spatial databases.

The issue of funding deficiency is also crucial across
all organizations that put limits on the ability to procure
software, hardware, base maps, advanced training and
to deal with human resources retention challenge. Most
developed with advanced SDI
considerable amounts of funds and time to correct

countries spend
mconsistencies i data formats. Lastly, the lack of
awareness on the importance of ISDI by the organizations
prevents the govermment supporting  JSDI
through distinctive budget allocation, although, Jordan

from

has a rich human resource base and educational
infrastructures.
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Abstract: Simulation in education has become an mncreasingly popular tool in teaching and producing ghly
qualified professionals in health, education and applied sciences. The study aimed to determine the perception
of simulation as an educational technique in health, education and applied sciences by Health Education
Students (HES) m universities. This study 1s important as the understanding of the student’s perception would
help to establish their readiness to engage mn simulation. The descriptive research design was utilized. The
sample for the study consisted of 320 HES selected from 72 Universities in Nigeria. The 72 universities
constitute 72 clusters (cluster sampling techniques). Simple random technique by balloting was used to select
20 umiversities out of the 72 umiversities. A total of 16 HES were selected from each of the 20 universities
(clusters) using sumple random technique. Overall, a total of 320 HES were used for the study. The mnstrument
used for data collection was questionnaire. The descriptive statistics was used for data analysis. The result
showed that the perception of simulation as an educational technique in health, education and applied sciences
by HES in universities was positive. The study also mdicated sigmficant differences between variables of the
respondents regarding the phenomenon. Based on the findings, it was concluded that remforcing and
sustaining simulation in health, education and applied sciences during the student’s early phases of academic
programme and incorporating same in later phases can promote knowledge development, skill acquisition and
self-confidence.

Key words: Perception, simulation, educational technique, variables, HES, applied sciences

INTRODUCTION

Globally, the mmportance of simulation in health,
education and applied sciences cannot be
overemphasized. This 1s because, the populanty of
simulation as an educational technique in all spheres
of teaching and learming has noticeably grown
(Tawalbeh and Tubaishat, 2014). Further research
indicates that simulation in education has been in
application, since, the time of World War 11 (Sanford,
2010). The above research presents facts that simulation
is crucial in education, health and applied sciences. As a
teaching technique (Lateef, 2010), simulation uses an
artificial enviromment, trying to recreate a real situation in
order to allow the students to practice, learn, evaluate,
test or develop an understanding of different human
actions (Anonymous, 2010). Tn health education and other
science-related disciplines where human anatomy and
physiology as well as disease prevention, health
promotion and maintenance form the integral part of the

academic program, the use of simulation has been part of
teaching, skill acquisition and professional development.
Simulation is considered as an attempt to imitate an ideal
situation, so that, at a later moment 1n a real context, there
1s a better understanding and management of the
situation. As a teaching and learning strategy, it consists
of a set of activities that seek to replicate real context
(Teixeira and Felix, 2011). The successful application of
simulation in health, education and applied sciences
has a lot of outstanding benefits to the professional
development, skill acquisiton and knowledge
empowerment of the prospective professionals. These
benefits are attainable when the student’s perception
to sunulation 1s considered legitimate, authentic and
realistic.

Leigh (2008) indicated that simulation is wvery
important for teamworle, realism and active learning. Other
researchers such as Hawkins ef al. (2008) noted that
simulation 13 more effective in acquiring knowledge and
skills through experience and drawing on practical
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problem solving and development of technical skills in a
safe and controlled environment. As an educational tool
and technicue, Lateef (2010) supported that simulation
can be used to create guided experience needed in
acquiring necessary skills and patient’s safety. There 1s
also evidence that simulation is mostly effective in the
development of psychomotor skills, critical thinking and
reflection on practices (Sanford, 2010; Martins ef al.,
2012), understanding of disease complex processes and
the ability to make positive decisions on health issues.
The above scenario 1s suggestive, highlighting the crucial
benefits in applying simulation as an educational
technique in health, education and applied sciences.

To be specific, health education emphasizes the
acquisition of skills and quality education that will
improve knowledge, encourage positive attitude and
enhance desirable practices in individual. In this context,
simulation was considered very essential techniques and
was found to have positive influence on various
educational outcomes such as self-efficacy, lmowledge
acquisition and performance (Kaakinen and Arwood,
2009; Norman, 2012). As a potentially powerful teaching
approach in health and applied sciences, sunulation
engages students and requires them to use critical
thinking and reasoning and provides an opportunity for
reflecive learning and integration of knowledge
(Peisachovich et al, 2016). This significant role might
have prompted the categorization of simulation into
three different levels via. lhigh, moderate and low
fidelity simulation (World Health Organization, 2011). In
education, health and applied sciences, high-fidelity
simulation 18 ncreasingly popular (Lasater, 2005; Sanford,
2010). This could be attributed to the fact that students
have more active role in the learning process and are more
motivated to learn (Leigh, 2008), thus, paving ways for
gaining more experiences required for their professional
development in general and effective service delivery
(Dillard et af., 2009) in particular.

Nonetheless, the World Health Organization (2011)
stipulated that simulation is more effective in education
because students respond and learn best when the
learning environment is safe, supportive, challenging and
engaging. Studies further emphasized the increased
mnterest in simulation as an approach to teach important
psychomotor and critical thinking skills to students
(Leigh, 2008; Norman, 2012). These could be the reason
why educational curricula adapted to the changing
needs of learners and remain updated with the most
current educational strategies (Norman, 2012). Till date, a
growing body of researches have focused on simulation
from different perspectives (Leonard et al, 2010
Wotton et al., 2010, Ogilvie et al., 2011; Sigalet et al.,
2012; Tosterud et al, 2013; Baptista ef al, 2016,
Gharaibeh et al., 2017).

Despite the overwhelming evidence on the positive
impacts and effectiveness of simulation on various
aspects of teaching and learning (Cant and Cooper, 2010),
especially in health, education and applied sciences,
simulation can still be perceived as stressful or frustrating
by the learners or prospective young professionals such
as the health education students in universities. It could
also be perceived as not matching the actual practice,
knowledge and skill acquisition, stressful environment
and uncomfortable way to learn. Such negative
indications may impede the process of learming and
influence the student’s engagement and the fidelity on
simulation particularly m applied sciences. Contextually,
perception is the view and understanding of idea,
concept, action or behaviour. There is evidence that poor
planning, organizing and executing simulation can cause
frustration to the students and failure to meet the learning
objectives (Peisachovich et al, 2016). This makes the
present study more unique and crucial for the purpose of
empirical generalizations. To our knowledge, no study
from Nigeria has determined the perception of simulation
as an educational techmque in health, education and
applied sciences by the students, thus, making the current
study the first descriptive survey of this kind. This study
aims to find out the perception of simulation as an
educational technicque in health, education and applied
sciences by health education students in universities. The
HES was chosen for the present study due to their
training in the diverse fields of health, applied sciences,
education, disease prevention, patient’s are safety, health
promotion, counseling as well as human anatomy and
physiology. It 18 my expectation that the outcome of this
study would help to establish the readiness of the HES
and other students to engage in simulation and further
helps m preparing effective teaching plans for the
prospective health educators i particular and other
professional in applied sciences in general. Tn addition, it
would provide a deep insight into the HES readiness to
perform simulation. This is because perceptions exert a
direct and dynamic influence on student’s responses,
define how they see situation and how they behave
toward simulation.

Objective: This study aimed to determine the perception
of simulation as an educational techmique m health,
education and applied sciences by HES in universities.
Specifically, the study provided answers to the following
research questions and null hypotheses:

¢  What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities?
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¢ What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities based on
gender?

¢ What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities based on
student year level?

¢ What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities according to
prior simulation experience?

¢  What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities based on the
university type?

¢ What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities based on
prior experience in teamwork?

¢ What is the perception of simulation as an
educational technique in health, education and
applied sciences by HES in universities based on
type of teamwork experience?

Hypothesis: The following null hypothesis guided the
study and were tested at 0.05 level of significance. There
is no statistically significant difference on the perception
of simulation as an educational technique in health,
education and applied sciences by HES in universities
based on gender. There is no statistically significant
difference on the perception of simulation as an
educational technique in health, education and applied
sciences by HES in universities based on student year
level. There is no statistically significant difference on the
perception of simulation as an educational technique in
health, education and applied sciences by HES in
universities according to prior simulation experience.
There is no statistically significant difference on the
perception of simulation as an educational technique in
health, education and applied sciences by HES in
universities based on the university type. There is no
statistically significant difference on the perception of
simulation as an educational techmique in health,
education and applied sciences by HES in universities
based on prior experience in teamwork. There is no
statistically significant difference on the perception of
simulation as an educational techmique in health,
education and applied sciences by HES in universities
based on type of teamwork experience.

MATERIALS AND METHODS

The study falls within the paradigm of the descriptive
research method. The population of the study comprised

Table 1: Demographic characteristics of the respondents (N = 3200

Variables Frequency Percentage
Gender

Male 150 47
Female 170 53
Student year level

First 76 24
Second 84 26
Third 70 22
Fourth 90 28
Prior simulation experience

Yes 185 58
No 135 42
University type

Public 170 53
Private 150 47
Prior experience in teamwork

Yes 210 66
No 110 34
Type of teamwork experience

Workshop 55 17
Seminar 60 18
Lecture 120 38
Conference 85 27

of all the health education students currently on academic
program in Universities of Nigeria. The sample for the
study consisted of 320 HES selected from 72 universities.
The 72 universities constitute 72 clusters (cluster
sampling techniques). Simple random techmque by
balloting was used to select 20 universities out of the
72 umversities. A total of 16 HES were selected from each
of the 20 universities (clusters) using simple random
technique. Overall, a total of 320 HES were used for the
study (Table 1). The eligibility criteria to participate in this
study included students actively enrolled in the regular
undergraduate health education program in universities of
Nigeria. The students who did not meet the above criteria
such as the sandwich students were excluded from the
study.

Instrument for data collection: The mstrument for the
data collection was self-administered questionnaire
designed for the study. The questionnaire “Perception of
Simulation Questionnaire (PSQ)” which can be completed
in approximately 15 min was composed of two parts-A
and B. Part A elicited information on demographic
characteristics of the respondents while part B generated
data on perception of simulation as an educational
technique in health, education and applied sciences.
These two parts (A and B) were bundled into one study
package for the convemience of the respondents. The PSQ
was a Likert-type scale with response options that range
from 5 = strongly agree, 4 = agree, 3 = neutral, 2 = disagree
and 1= strongly disagree. Reliability testing indicated that
the questionnaire had a strong intemal consistency
(Cronbach’s « = 87). The questions were designed
allowing responses from the respondents without any
bias.
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Data collection procedure: Tn addition to the health
education background of the five Research Assistants
(RAs) who helped in the distribution of the questionnaire,
they were also trained in data collection procedure. The
RAs approached the students towards the end of their
lectures and from different year levels (i.e., 1st-4th). The
RAs provided a brief description of the study and mvited
eligible students to participate. Informed consent of the
HES was duly obtained before the questionnaire was
administered. Only those who consented to participate in
the study were mcluded. The HES who agreed to
participate received a questionnaire package which
included a cover letter containing a summary of the study,
the participant’s right and the researcher’s contact
mformation. In the cover letter, potential participants were
requested to complete the questiomnaire and return
immediately to the RAS. The ethical approval for the
study was obtained from the Faculty of Education
Research Grants Committee, Umniversity of Nigeria,
Nsukka. The study was free from all forms of physical,
psychological, social and economic harm or risk because
the data collection process primarily relied on a
descriptive non-invasive questionmaire.

Statistical techniques: Statistical Package for Social
Science (SPSS) Version 21 was used to analyze the data.
Descriptive statistics inwolving Means (M), Standard
Deviation (SD), Frequency (F) and Percentages (%) were
used to describe the sample characteristics and answer
the research questions. The cut-off point for the weighted
mean was 3.00 accrued from the 5-pomt response options,
hence, any item that weighed 3.00 and above sigmfies
positive perception while any item <3.00 implies negative
perception of simulation as an educational technique in
health, education and applied sciences by HES in
umversities. One-way Analysis of Vanance (ANOVA) and
t-test statistics were used to test the postulated mull
hypotheses of no significant differences at 0.05 level of
significance. The hypothesis ought to be accepted when
the p-value 1s below 0.05 while when the p-value 15 0.05
and above, the hypothesis was rejected.

RESULTS AND DISCUSSION

A total of 320 HES were studied. Table 1 presents the
demographic characteristics of the respondents. Of all,
47% were males while 53% were females. Based on
student year level, 24% were 1 their first year level, 26%
second year level, 22% third year level and 28% forth year
level. Approximately 58% had prior simulation experience
while only 42% never had simulation experience. About
53% were m public (1.e., government-owned) umversities

Table 2: Presenting the perception of sirmulation as an educational technique
in health, education and applied sciences by HES in
universities (N = 320)

Perception Mean SD

Average mean value 3.16 202

Remark
Positive

while only 47% indicated studying in private universities.
Over 66% had prior experience in teamwork while only
34% never had prior experience mn teamwork. Only 17 and
18% of the respondents indicated workshop and seminar
as type of teamwork experience while 38 and 27%
indicated lecture and conference as the type of teamwork
experiences, respectively (Table 1).

Available data in Table 2, indicated that the average
mean value (M =3.16; 3D = 202) is above the cut-off point
of 3.0, implying that the perception of simulation as an
educational technique in health, education and applied
sciences by HES in universities 1s positive. This finding
is quite encouraging and signifies that HES consider
simulation as an encouraging tool in health, education
and applied sciences (Table 2).

The study indicated that the average mean score of
female HES (M = 3.56>3.00) is above the cut-off point
implying positive perception while their male counterparts
(M = 2.77<3.00) 18 below the cut-off point mdicating
negative perception of simulation as an educational
technique in health, education and applied sciences in
universities (Table 3). Table 3 further showed that H,, is
rejected since the p-value of 0.14 15 >0.05. That 1s to say
that, there 1s sigmificant difference on the perception of
simulation as an educational technique in health,
education and applied sciences by HES in university
based on gender.

Available data in Table 3 showed the average mean
values of HES n first year (M = 2.41<3.00), second year
(M =3.37>3.00), 3rd year (M = 1.29<3.00) and forth year
(M = 3.07=3.00), respectively. As contamned in Table 3, the
average mean values of HES in second and forth year
were above the cut-off point, indicating positive
perception while the average mean values of HES in
first and third year levels were below the cut-off pomnt
umplying negative perception of simulation as an
educational technicque in health, education and applied
sciences in universities. Table 3 further showed that H,
1s rejected since the p-value of 0.61 1s above 0.05. That 1s
to say that, there 15 statistically significant difference on
the perception of simulation as an educational technique
in health, education and applied sciences by HES in
umiversities based on student year level

The result mdicated that HES who had prior
simulation experience had average mean value (M =
3.52>3.00) indicating positive while those who never had
prior sunulation experience had average mean value
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Table 3: Presenting demographic differences on perception of simulation as an educational technique in health, education and applied sciences by HES in

universities and significant differences between variables (N = 320)

Variables F-values  Mean SD Status t-Cal p-values Remark Decision
Gender 0.24 014 * Rejected
Male 150 2.77 0.111 Negative

Female 170 3.56 0.201 Positive

Student year level 0.32 0.61 * Rejected
First 76 241 0.001 Negative

Second 84 337 0.210 Positive

Third 70 1.29 0.101 Negative

Fourth 90 3.07 0.011 Positive

Prior simulation experience 0.05 0.03 *# Accepted
Yes 185 3.52 0.051 Positive

No 135 246 0.021 Negative

University type 0.17 0.04 ok Accepted
Public 170 3.52 0.007 Positive

Private 150 249 0.311 Negative

Prior experience in teamwork 0.20 0.81 * Rejected
Yes 210 3.61 0.091 Positive

No 110 232 0.181 Negative

Type of teamwork experience 0.13 0.62 * Rejected
Workshop 55 318 0.010 Positive

Serninar 60 2.14 0.061 Negative

Lecture 120 331 0.141 Positive

Conference 85 3.24 0.081 Positive

*Significant at 0.05 level, **Not Significant at 0.05 level; F = Frequency; SD = Standard Deviation

(2.46<3.00) signifying negative perception of simulation as simulation as an educational techmque in health,

an educational techmque in health, education and applied
sciences in universities (Table 3). Table 3 also showed
that Hy, is accepted since the p-value of 0.03<C 0.05. That
15 to say that statistically, there 18 no significant
difference on the perception of simulation as an
educational technique in health, education and applied
sciences by HES in universities based on prior simulation
experience.

Available data mdicated that the average mean value
of HES in public universities (M =3.52 > 3.00) is above the
cut-off point implying positive while those in private
universities (M = 2.49<3.00) is below signifying negative
perception of simulation as an educational technique in
health, education and applied sciences in universities
based on umiversity type (Table 3). Table 3 further
indicated that H,, is accepted since the P value of
0.04<0.05. That 1s to say that, statistically, there 1s no
significant difference on the perception of simulation as
an educational technique in health, education and
applied sciences in umiversities based on umversity
type.

Available data indicated that the HES who have
prior experience in teamwork had average mean value
(M =3.61>3.00) indicating positive perception while those
who never had prior experience m teamwork had average
mean value (M = 232<3.00) signifying negative
perception of simulation as an educational technique in
health, education and applied sciences m umniversities
(Table 3). Table 3 also showed that H, 1s rejected since
the p-value of 0.81>0.05. That is to say that, statistically,
there is significant difference on the perception of

education and applied sciences by HES mn umversities
based on prior experience in teamwork.

The study indicated that the average mean values of
HES who had experience in workshop (M = 3.183.00),
lecture (M = 3.31>3.00) and conference (M = 3.24>3.00) are
above the cut-off point implying positive perception while
those who had experience in seminar (M = 2.14<33.00) is
below the cut-off point indicating negative perception of
simulation as an educational techmque in health,
education and applied sciences in universities (Table 3).
Table 3 further showed that Hy, is rejected, since, the
p-value of 0.62 is above 0.05. That is to say that, there is
statistically significant difference on the perception of
simulation as an educational technique in health,
education and applied sciences by HES in universities
based on type of teamwork experience.

This quantitative study in its descriptive nature has
established that the perception of simulation as an
educational technicque in health, education and applied
sciences by HES in umversities 1s positive. This
encouraging result reflects the fact that HES hold strong
passion to their educational potentials and and skill
acquisitions. The finding is revealing because it shows
the readiness of HES to engage in simulation. This finding
may be attributed to the fact that the students have a
better understanding of the tedious nature of the expected
service delivery in the areas of patient’s ¢ are safety,
disease prevention, health education, promotion,
counselling, mamtenance as well as anatomy and
physiology of human system. Aligning with other studies,
the present finding can be linked with Tawalbeh and
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Tubaishat (2014) who indicated that simulation has gained
increased popularity in educational system. This assertion
was not surprising since other scholar had indicated that
appropriate application of smnulation encourages
teamwork, realism and active leaming (Leigh, 2008). A
convincing similarity existed between this finding and
others (Gharaibeh ef al., 2017). The implication of the
finding is that with positive perception of simulation as a
tool, remarkable gains are inevitable such as high-fidelity
simulation (Lasater, 2007; Sanford, 2010), quality
knowledge (Peisachovich et al., 2016), high self-efficacy,
knowledge acquisiion and climcal performance
(Kaakinen and Arwood, 2009; Norman, 2012). The present
study considers the above attributes as indices of
positive perception to sunulation in health, education and
applied sciences that are very essential for the student’s
professional development, knowledge empowerment, skill
acquisition and effective service delivery.

This study showed that differences exist within
variables of the respondents in relation to perception of
simulation as an educational techmique in health,
education and applied sciences. The result indicated that
female HES, those in second year level, fourth year level,
HES who had prior simulation experience, HES in public
universities, those who had prior experience in teamworlk
and HES who had teamwork experience in workshop,
lecture and conference had positive perception on
simulation as an educational techmque in health,
education and applied sciences in universities. Available
data also showed that the male HES, those in first and
third year level, HES who had no prior simulation
experience, those in private umversities, HES who had no
prior experience in teamworlk and those who had teamworlk
experience 1n seminar had negative perception of
simulation as an educational technique. These expected
findings aligned with the findings of other researchers
that perception of individual on a given phenomenon
can be affected by variables (Leonard et al, 2010;
Sigalet et al., 2012; Tosterud et al., 2013; Baptista et al.,
2016, Gharaibeh ef al., 2017). Statistically, the study
indicated that significant differences exist on the variables
of gender, student year level, prior experience in teamwork
and type of teamwork experience while none exists on
prior simulation experience and university type.

The strength and weakness of the present study lies
on the chosen methodology. This study was restricted to
selected variables such as gender, student year level,
prior siunulation experience, university type, prior
experience in teamwork and type of teamwork experience,
of the respondents. Studies using other variables such as
age, marital status, academic qualifications and lifestyle
should be conducted for broader research generalization.

The present study was delimited to health education
students in universities. It is important to expand the
scope by conducting similar study m other tertiary
wnstitutions such as colleges of education where health
education and applied sciences are offered as specialized
courses. This study was descriptive research design
adopting descriptive statistics. A more detailed qualitative
in-depth survey should be conduct to provide a deeper
understanding and finding regarding perception of
simulation in health, education and applied sciences by
students.

CONCLUSION

From the literature reviewed and data analysis, this
study has convincingly established that the perception of
simulation as an educational technique in health,
education and applied sciences by HES in universities 1s
positive. Nonetheless, this 1s a reliable indication that the
students are eager to engage in simulation. Secondly, it
is also justifiable evidence that students learn more and
understand facts and practice when the lesson plans are
adjusted for simulation activities. Efforts should be geared
towards advancing measures that would encourage and
sustain simulation in teaching and learning. This
constructive mitiative would be attainable by encouraging
social settings such as workshops, seminars, lectures and
conferences that would bring the students together for
effective academic interactions and exchange of valuable
knowledge and ideas. In addition, remnforcing and
sustaming siunulation m health, education and applied
sciences during the student’s early phases of academic
programme and incorporating same in later phases can
promote knowledge development, skill acquisition and
self-confidence.
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Abstract: The cloud computing is a leading driving movement for information technology where the major
organizations are using more than one cloud provider, hence, computing will certainly become more distributed
than it currently 1s this poses management, architectural and performance challenges. In this study, we propose
a umque seven tier architecture of cloud database management system. The first tier elaborates the physical
layer and specifies how to physically store the database files on the secondary storage devices. The second
tier, physical middleware layer, provides seamless connectivity regardless of the underlying platform. The third
tier, conceptual lower layer, supports logic design, database commectivity, data abstraction and partitiomng.
The fourth tier, conceptual layer, deals with query processing, searching and security of various databases of
the system for the internal processing on data. The fifth tier, conceptual middleware layer, provides seamless
connectivity amongst various databases. The sixth tier, external layer, focuses on user’s prospective where the
same database can be viewed by various user’s simultaneously. The seventh tier, external upper layer, provides
mterface mteroperability, mterface design and security which are the major 1ssues for cloud databases. We
argue that our proposed distinct seven tier architecture would not only help to design a distributed database
architecture in an efficient manner but would also optimize the querying/searching in a cloud environment.

Key words: Cloud computing, schema design, hybrid cloud, virtualization, DBaaS, cloud environment

INTRODUCTION

In the traditional database approach, data is usually
stored on a single server that serves as the source of all
the querying and searclhing. The data 1s generally
accessed directly or through local area network. However,
with the advent of cloud computing the whole new
concept of distributed database is now being materialized
into reality (Kossmann et al., 2010). On one side, cloud
computing gives an option to companies to outsource
their database on the other side it brings whole new
challenges related to management of database, security,
query efficiency, consistency, etc. Nevertheless, the
concept of cloud computing 18 flourishing and major
player of industry, like Google, Microsoft, Salesforce.
com, Rackspace Amazon EC2, etc. are now competing to
provide best cloud platform and related services
(Alam et al, 2013; Dinh et al., 2013). Generally, the cloud
database management system 15 deployed in the
following three ways (Curino et «l., 2011; Singh and
Sandhu, 2011).

Virtual machine image: In this approach, the database
management system can run only on Virtual Machine
(VM) instances and these instances are sold out by the

cloud provider and they are responsible for the
infrastructure meluding uploading or purchasing of the
DBMS.

Database as a Service (DBaaS): In this approach, the
cloud provider is overall responsible for maintaining the
database management system. Mainly it 1s more attractive
due to hardware and software costs.

Managed hosting: This approach provides the facility to
install, maintain and manage the overall database
accomplishment.

Before deploying cloud database management
system the orgamzations should keep mn mmd about
performance, budget, data governance and staffing which
directly affect the organizations.

The cloud computing is a leading driving movement
for information technology where the major organizations
are using more than one cloud provider, hence, computing
will certainly become more distributed than it currently is
this poses management, architectural and performance
challenges (Curmo et al., 2011; Bloor, 2011).

In this study, we propose a seven tier architecture of
cloud database management system. These tiers are
physical layer, physical middleware layer, conceptual

Corresponding Author: M. Husain, Islamic University, Madinah, Saudi Arabia
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lower layer, conceptual layer, conceptual middleware
layer, external layer and external upper layer. Our
architecture, handles the complexity of the distributed
database m cloud environment. In order to enhance the
efficiency and the optimization of database querymng
process we have suggested to divide the overall process
mto seven distinct tiers/layers. Where each layer is
responsible to deal with its defined tasks and
functionalities while complementing the other layer. We
argue that by following our suggested architecture the
overall performance of the distributed database will get
optimized, efficient and effective.

Literature review: Dimovska (2013) argues that the
cloud database has the potential to provide an optimal
solution for web and mobile applications where DBaaS3
and PaaS provides an opportunity to the orgamzation
to develop products by not wasting resowrces. However,
he suggests that the cloud 1s not yet ready and
reliable to store highly sensitive enterprise application
data but it can be used for testing and development
purposes.

Another important aspect of cloud database is the
query processing. Stonebraker et al. (2005) present query
processing technique to enhance the performance of
the compressed data. They proposed column orented
algorithm and performed a comparison with the
traditional algorithms. Their algorithm
decision-tree to help the database designers mn the
decision of compressing a particular column. However,
they do mnot discuss the decompression cost of the
various compression algorithms. Also, by Kumar and
Bansal (2012) researcher discuss the optimization of
database performance 1n lightweight
compression schemes. Although, their proposed scheme
is well suited for the traditional database, however, it
cannot be applied in the cloud database architecture.

Alam et al (2013) have proposed a framework
for 5-layered architecture in cloud database management
system. Researcher describe functionality of each
layer, however, they have overlooked a number of
functionalities related to the distributed and the cloud
database environment.

created a

context to

MATERIALS AND METHODS

Deployment models: There are various deployment
models related to the cloud computing. But generally
these models can be divided into four categories. The
selection of any of these models takes mto account the
user requirements (Anonymous, 2017).

Private cloud: This type of cloud infrastructure is
deployed for a specific organization where the operation
and maintenance 15 managed by third party at the
premises or through in-house.

Community cloud: This type of cloud infrastructure 1s
deployed where same type of organizations exist. It
reduces the costs among them and the operation and
maintenance is managed by third party at the premises or
through in-house.

Public cloud: Tt is managed by cloud service provider
which enables the user to deploy services and develop
the system with mimmal cost.

Hybrid cloud: This type of cloud mfrastructre 1s
deployed for various clouds and they may be different in
nature but they should be able to commumicate to each
other. It 18 the combination of private and public clouds
where the data can be shared and fulfill the requirements
(Anonymous, 2017). The two basic concepts are the key
features of cloud enviromment, 1.e.

Abstraction: Tn the cloud environment the user’s are
unknown about physical data storage locations,
application management, administration and the user’s
identification, etc (Sosinsky, 2010).

Virtualization: The cloud environment provides the
facility to share the resources together as and when
required from centralized mfrastructure and present them
as virtual resource.

RESULTS AND DISCUSSION

Architecture of cloud database management system: In
this study, we present our seven tier architecture of cloud
database system. Following are the seven distinct layers
that we propose for our architecture:

»  Physical layer

»  Physical middleware layer

»  Conceptual lower layer

s Conceptual layer

+  Conceptual middleware layer
»  External layer

s External upper layer (Fig. 1)

Physical layer: This layer deals with the design of the
database. It also specifies how to physically store the
database files on the secondary storage devices. We can
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layer
i
layer

Fig. 1. Architecture of cloud database management
system

mention the data characteristics, like data type and data
size for a particular attribute. In particular in a cloud
environment where the storage can be at multiple
locations or servers, this layer can play a pivotal role
(Alam et al, 2013). Following are the main functionalities
that this layer supports (Fig. 2).

Schema design: Tt deals with the process of creating a real
database. The schema design has to be flexible to
research in a cloud environment.

Data storage: Tt provides the mechanism to store
the actual data in the database as per the schema
design. The storage technique should cater the
storage of data at multiple locations or servers. The
technique used here can greatly affect the query
optimization.

Data manipulation: Manipulation of data in a cloud
should be fast and efficient. If any data has to be replaced
or updated 1t should be done reliably regardless of the
data location.

— Schema design

— Data storage

— Data manipulation

Physical layer

—— Indexing

— Fragmentation

S Security

Fig. 2: Physical layer

Indexing: Indexing can be problematic in a cloud
environment, since, data can be distributed. An
efficient indexing technique should be devised and
implemented in order to make an easy access path to the
data.

Fragmentation: In this layer, we can divide the data
horizontally and vertically for an easy access. This can be
useful for cloud environment.

Security: In a cloud environment where data can be
distributed across many servers or locations, security can
be a very big concern for organizations. In this layer, we
can provide security by utilizing encryption techniques.
This will make sure that the data is not available in its
actual form.

Physical middleware layer: This layer deals with
various operating systems environment. It provides
seamless comnectivity regardless of the underlymng
platform, i.e, Windows OS, Linux OS, Mac OS5
(Fig. 3 and 4).

Conceptual lower layer

Logic design: Tt deals with the logical structure of the
entire databases, describes the records and how they are
related. The entire database is managed by DBA and it
describe the structure of all users.

Database connectivity: The ability of this model is to
provide the connectivity among the web server and
application server which mmplement logic queries into the
database.
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Fig. 3: Physical middleware layer

Data abstraction: In cloud enviromment where all the
data are not needed to be viewed by the user, it
provides the facility to hide the irrelevant data from the
users.

Partitioning: In the cloud environment, we tend to have
a huge amount of data with large tables. We can use the
technique of partitioning by dividing the table into
various parts. The idea 1s to split the large tables to
smaller ones, so that, the queries can access only a part of
data and information access could be faster.

Conceptual layer: This layer deals with the program,
query processing, searching and security of various
databases of the system for the internal processing on
data. In the cloud various type of data are incorporated to
combine the traditional data, so that, the data which is
placed on the cloud may be accessed and for this
purpose various types of systems are required for cloud
databases.

The various languages supported by cloud are
such as Microsoft Azure, Google AppEngine, Haslell,
Erlang, OpenStack, SQLMR, ete. that gives the results on
the basis of their analysis, i.e., we use to design the
various forms where the user sends the request and based
on that he can get the result after interacting with the
corresponding databases which physically resides in
some database files on the secondary storage devices.
However, it dees not matter that how the database has
been designed and who is going to use this program
urespective of their qualifications and expertise, language,
specialized area, etc (Fig. 5).

Security: In cloud environment, this layer provides
security for the interaction with the database without
affecting the other layers and the source code of this layer

—1 Logic design

— Data base connectivity

— Data abstraction

Conceptual lower layer

— Partitioning

Fig. 4: Conceptual lower layer

— Security

— Searching

Conceptual lower layer

L Query processing

Fig. 5: Conceptual layer

cannot be changed by any other layer or the system. The
threats like privacy, modification and fabrication are fully
secured and cannot be changed. The nformation stealing
mobile malware, insecure network, insecure marketplaces
and proximity-based hacking are the major threats in the
cloud environment.

Searching: In this layer, the posed query is interact
with the relevant database and search the data in that and
after query processing it returns the result in front of the
user.

Query processing: In this layer, we provide the input as
a query which interact with the database and generate the
result to the user. The major issues occurs m cloud
environment is the protection of data and query between
the cloud, user and possessor.

Conceptual middleware layer: This layer provides
seamless connectivity amongst various databases like
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Fig. 6: Conceptual middleware layer

SQL, MySQL, DB2, Oracle. Tt enables the users

to interoperate between any given databases (Fig. 6).

External layer: This layer deals with the user’s
prospective where the same database can be viewed by
various user’s simultaneously. Tt also describes part of
the database for particular group of user’s. Users
can access the by their own customized way
according to the need, hence, the same data can be
viewed by different users in various ways at the
same (ime.

Inthis level user interacts with the form/window that
appears in front of him and sends the queries to get the
result. At this level user does not think that who has
designed the form and what was his qualification and
when was 1t designed. The same way at this level the user
is not concerned that from where he is getting the answer
of his query from how many databases he is getting the
result and where they are stored and who was the
designer of the database and at what time was 1t created
what was the qualification of the designer, etc (Fig. 7).

DML compiler optimization: In thus layer while we wanted
to add, delete, change or to perform any other operation
onto the database, we need some media to perform it.
DML compiler helps to handle these operations in
efficient marmer. It mimmizes resource usage, reduce time
complexity and finds near optimum solution.

Moultiuser interaction: In the cloud environment when we
think about a common architecture that are used to
umplement multi-user database management systems like,
client server architecture, file server and teleprocessing.

Seamless connectivity: External layer will help to connect

the users seamlessly regardless of the underlying

— DML compiler optimization

1 Multiuser interaction

Seamless connectivity

External layer

| Consistency

— Isolation

Fig. 7: External layer

database. The users main concern will be to send the
query and get the response without worrying about the
user device that is sending the query and the underlying
architecture and the database responding with the result.

Consistency: In a cloud environment where data can be
distributed across many servers or locations and when
the transaction process going on unwanted or incorrect
data should not insert into the database and should
maintain umformity of the database.

Isolation: In a cloud environment where data can be
distributed and 1if the multiple transactions processing
simultaneously then all the transactions should behave
like individual transaction and they should not affect to
each other. It means each and every transaction executed
as if they are independent.

External upper layer

Interface interoperability: Cloud environment provides
the facility to interface a system with other systems
without any additional features on the part of end user.
Several organizations are deploying distributed n-tier
client/server applications, most of which require access to
data or transactions on existing systems. Standards like
TCP/AP, HTP and HTML etc. can serve as a good example
of interface interoperability where CORBA and its ORB to
provide common interfaces. The interoperability reduces
operational cost and complexity, leverages existing
investments, rapidly enables deployments (Fig. 8).

Interface design: Tt provides the interface of the system
to varied users. Some examples of mterfaces are as
follows, menu based mterfaces for web clients form Based
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— Interface interpretability

Interface design

External upper layer

— Security

Fig. 8 External upper layer

mterfaces, graphical user mnterfaces, natural language

mterfaces, mterfaces for parametric users and mterfaces
for the DBA.

Security: Provides a powerful and flexible security
mechanism by hiding parts of the databases from
certain users. The wuser is not aware of the
existence of any attributes that are missing from
the view.

CONCLUSION

Cloud computing 1s an immovative concept and has
been turming mn to reality on a fast pace. With cloud
computing there comes the challenge of distributed
database and the service of distributed querying. In this
study, we proposed a distinct seven tier architecture of
cloud database management system. The main focus of
our proposed architecture is to simplify the complexity
of distributed querying of databases spread across
different nodes of the cloud. We have defined specific
functionality for each layer of the architecture that would
help to manage the cloud database efficiently and
effectively. We have proposed seven tiers namely
physical layer, physical middleware layer, conceptual
lower layer, conceptual layer, conceptual middleware
layer, external layer and external upper layer. All these
tiers cover a vast range of the functionality supporting
the cloud architecture. Some of the functionalities are
searching, indexing, optimizing, portability, seamless
connectivity, interoperability, security, etc. We have also,
high lighted various issues and challenges involved with
each tier.
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Abstract: This study presents an overview of ROA (Real Option Analysis) for valuating investments in [T
(Information Technology) projects. For this purpose, we show how ROA assists the people in charge of the
IT to take the most profitable investment decisions and how it encourages managerial flexibility. Then, we detail
the mathematical basis of ROA m particular the asset variation modeled by Browman motions and the
computation of the net present value of IT projects. We also classify the ROA literature with the focus of the
technique used. Lastly, we discuss the limits of the theory behind ROA. We distinguish between the limits
coming from the assumptions related to the mathematical model and the limits coming from the use of intangible
criteria in the pricing process. We finally conclude by reporting arguments and counter arguments of an

approach based ROA from the analysis of the literature.
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INTRODUCTION

The 1dea of transferring ROA to real mvestments
traces back to Myers (1974) whereas the application of
ROA to the valuation of IT projects started in the early
1990°s. The real option theory exploits pricing models
derived from finance to model the vanation of [T assets.
In practice, it mncludes all intangible assets such as
human, technical and informational resources that
influence the ongoing IT projects. ROA aims at providing
a good estimation of the cash flow of IT projects
and thus, helping the decision makers to take the right
investment decisions. ROA also presents an attractive
alternative because it explicitly accounts for the value
of future flexibility in management decision-making
(Bardhan et al., 2004).

The real option theory suggests that management
should proactively manage strategic investments by
creating opportunities for mid-course corrections to
mvestment strategies (Teece, 2007). By using managerial
flexibility to deal with risk, managers can avoid risk or
bring it down to acceptable proportions, for example by
delaying decisions, transferring risk to a third party or by
redirecting the course of the project (Fichman et al., 2005).
Hence, the real options perspective 1s a promising
complementary theory to existing theories by offering
both financial and economic perspective on risk
management logic as observed in practice.

ROA in its standard version uses an annual
estimation of real options and the possible investment can
take place at different points in time which is why the

investment should rather be modelled as an American
option (Taudes, 1998). American real options related to IT
projects allow mvesting before the option expires, unlike
European options which cannot be exercised before the
maturity. In this study, we will consider only American
call options, since, it is the most predominant options
used m the literature. The valuation of the underlying
options thus defined in ROA traditionally relies on the
standard BSM (Black Scholes Model), described
Black and Scholes (1973). A quantity called NPV (Net
Present Value) is computed as a stochastic optimization
problem. The objective is to maximize the NPV in most
cases. BSM is based on continuous time and assumes
that the benefit follows a Wiener process in which
options evolve according to continuous stochastic
processes, more precisely GBM (Geometric Brownian
Motion) processes.

The possibility to stage, abort or defer expected
investments i1 an [T project is represented by real
options. The incertitude of the cash flow of an IT project
can thus be corrected by applying the right option at the
right time. With ROA, The decision makers can determine
the optimal time to invest and identify the most profitable
option for IT projects. However, the application of ROA
15 based on several assumptions, which are not always

verified (Ullrich, 2013).

Foundation of real options: A real option itself is the right
but not the obligation to undertake certain business
initiatives such as deferring, abandoning, expanding,
staging or contracting a capital mvestment of a project. IT

Corresponding Author: Rabii E1 Ghorfi, LRIT Associated Unit to the CNRST, Faculty of Sciences,
Mohammed V-Rabat University, Rabat, Morocco
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Table 1: Types of real options for TT projects

Options Description

Option to expand When the progress of an IT project is better than what has been expected, the decision maker could invest in more resources ensuring
the proper completion of an TT project

Option to withhold Depending on the board elements, the decision maker could draw a pessimistic vision and decide to withhold future expected

investments
Option to wait and see
Option to abort

losses
Option to defer
Option to stage
Option to switch
Option to adjust
Option to leamn

The manager could delay an action awaiting more reliable information
Ttthe expected market environment is totally unfavorable, the decision maker could abort investments in T projects to avoid finther

The manager could defer investments to some future time when the investment conditions look stable

If there is established inadequacy of the cash flow, the implementation of a project can be carried out in stages

In order to address a resource optimization problem, the input resources can be replaced depending on the course of a project
The decision maker could decide to reduce or increase expected investments in IT projects

When there is a lack of information, the manager could decide to exercise a learning option

projects may be subject to investment restrictions or
otherwise expanding investments. Trigeorgis (1996)
presents a good overview of the main real options for IT
projects management. Fichman et al. (2005) extend the
works of Trigeorgis promoting management flexibility in
the 1dentified real options. Among these options, there is
the option to expand, withhold, abandon and ‘wait and
see’ as listed in Table 1. These options enable to invest
before their expiration and the investment decision
depends on the attractiveness of their IT project.

The option to expand and the option to withhold act
on future expected investments, e.g., the reduction of
expected investment in technical resources due to cost
changes. These two options aim to adapt the investments
based on the market conditions. The “wait and see’ option
1s valuable in that it will provide the decision maker with
an opportunity to defer mvesting. Indeed, the right timing
for making the mvestments 15 particularly crucial to
achieve higher returns. The abandon option could occur
if the expected market environment is totally unfavourable
and thus, expected investments on the overall resources
of a project are abandoned. Since, the investments m IT
projects cover all IT resources, the presented options are
not limited to the financial resources, it may encompass
technical, human or informational resources and aims to
cost and time savings.

The introduction of a new option in a given model
needs a study of compatibility with the existing options of
the Model. In the identified real options taken from the
literature, we notice some redundancy, for example, the
option to ‘wait and see’ consists of the combination of
the option to learn and the option to defer. Another
example is the option to adjust which combines the
option to expand and the option to withhold. Regarding
the option to switch, it 1s responds to the need of a
proactive management of the IT while the option to stage
responds to the need of cash flow optimization. Finally,
the introduction of a new option depends essentially on
the context of the organization and its needs.

Literature review: In the literature, many tools have been
developed to help people in charge of the IT meanage
uncertainty and risk in their investments (Brandao and
Dyer, 2005; Benaroch and Kauffman, 1999, Wu et al.,

2009; Ball and Deshmulkh, 2013; Munoz et al., 2011,
Bakke et al, 2016, Angelou and Economides, 2008,
Ghorf1 et al., 2017, Collan et al., 2003, Crasselt and
Lohmann, 2016). The standard BSM Model is often
extended by applymg complementary tools such as
decision trees, analytical Ierarchical processes,
multiple-criteria decision analysis and the construction of
learning option.

Classification of the literature: As suggest by Ullrich
(2013), we propose to classify the articles that monetarily
valuate IT investments with the help of ROA into three
categories: those about investments in standard software,
those about investments in individual software and
those about investments in new technologies. Table 2
summarizes the identified literature regarding the real
options techmque they use J. Eng. Applied Sei.

Classification of the literature: Hilhorst ef al. consider
individual preferences besides a market valuation and
evaluate project-specific risks using a decision tree to
compute the expected option value. Angelou and
Economides (2008) apply the ‘analytical hierarchy
process” through which the quality of different sources of
uncertainty can be considered and calculate the option
value considering uncertain cash outflows using a single
step binomial tree. Wu et al. (2009) acknowledge that
traditional option pricing models m general do not have
the ability to correctly account for the complexity of IT
investments. Therefore, in thewr study, the researchers
formulate the determination of the option value as a
stochastic optimisation problem. Thus, the assumptions
of ROA become irrelevant to them. Ball and Deshmukh
(2013) hughlights cooperative real options with incentive
pricing scheme into a multi-agent system and compute the
expected option value using a binomial decision tree for
each task. Ghorfi et al. (2017) consider four real options to
track the evolution of IT projects. With the help of a
Monte Carlo simulation, they calculate optimal time of
investing n different scenarios.

In their part, Bardhan et al. (2004) account for the
uncertain costs of software development projects by
applying the Margrabe model and therefore by modelling
the cash outflows as a random variable following
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Table 2: Classification of the identified literature

Categories Articles Description Focus of technique

Investments in Hilhorst ef a@i. in 2006 Implementation strategy for the introduction of a capability Option based risk management+decision tree
standard management information system

software Angelou and Economides Prioritising a portfolio of TT projects with Analytical hierarchy process+binomial tree

{2008)

W et al. (2009)

Ball and Deshimukh (2013)
Ghorfi et ad. (2017)
Bardhan ef ai. (2004)
Munoz ef a. (2011)

Bakke et al. (2016)

Investments in
individual
software storage
Benaroch and Kauffinan
(1999)

Collan et . (2003)

banking network
Investments in

interdependencies to follow-up projects of a water supply

Trnplementation of an enterprise resource planning software Stochastic optimization problem
Coordinating supply chain and resource allocation
Trnplementation of TT governance best practices
Valuation of the IT project portfolio of an energy provider Margrabe model+learning option construction
Valuation of project investrnents in wind power generation Piecewise NPV estimationtTrinomial tree
Evaluating the profitability of investing in electric energy ~ Markov switching+Least squares Monte Carlo

Multi agent system+Binomial tree
Monte Carlo+Scenario anatysis

Deployment of point-of-sale debit services by an electronic Black approximationt+optimal timing of the

investment

Enhancing the precision of cash flows of projects in ROA  Fuzzy BSM
new technologies Crasselt and Lohmann (2016)  Tackling short term decisions in ROA

Short term optiontBinomial tree

a stochastic process. Munoz et al. (2011) do not assume
that the NPV abides a GBM process with constant
parameters. To estimate these parameters, the researchers
mtroduce a piecewise estimation. Bakke er al. (2016)
determine the option value and optimal mvestment time
for a battery bank. Their model combine regression
analysis with a Monte Carlo smmulation in a ROA
framework.

Benaroch and Kauffiman (2000) assume the cash
outflows for the investment to be certain in their article
and use a traditional Geometric Brownian Motion ( GBM)
in order to determine the optimal timing of the investment.
Collan et al. (2003) introduce a new fuzzy real option
valuationn method which i1s built on the use of fuzzy
numbers and possibility distributions in order to tackle
umprecision and uncertainty in a direct and explicit way.
Crasselt and Lohmann (2016) consider the necessity to
estimate option values at every decision point as a
major drawback and therefore, propose a simplified
options-based decision rule using a binomial decision
tree.

MATERIALS AND METHODS

Mathematical model: Tn this study, we highlight the
1deas and principles of Browman motions applied to the
valuation of IT asset. In the first part, we recall some basic
defimtions of probabilities and stochastic calculations in
order to explain the valuation of financial assets through
Brownian motions. Then, the second part underlines the
transition from financial to IT assets.

Brownian motions to model financial assets: Let us
consider a random variable X. Now introducing another
parameter t referring to time, X, is called a stochastic or
random process. We assume that all X, are Gaussian

distributions (Normal laws) with a mean p and a variance
0:X~N (p, 0), this process is now called a Wiener
process.

A standard Browmnian motion B, 15 a wiener process
defined with the following expectation and covariance:
E[B.] = 0 and Cov(B-B,) = min(t, ). This process has
independent and stationary increments:

*+  For krl=j>i CoviB-B, B-B) = 0 (independent
increments)

»  For t»s: The variance, Var (B-B,) = t-s (stationary
mcerements)

A Brownian motion xt with a drift parameter p and a
diffusion coefficient o 13 defined as follow:

X, = U, ToB, (1)
Where:
B, = Standard Brownien motion

P = Drift parameter
o = Diffusion coefficient

This process abides to a normal distribution x~N (p,,
o’t) and has independent and stationary increments. The
idea behind the standard BSM Model is to model the
variation of a financial asset st by a Browmean motion. The
return on investment 1, of asset st 1s assumed following a
Brownian motion as shown in Eq. 2:

R B, @

t

This assumption 1s called the assumption of stochastic
process and constant variance (i). Hence, we built a
simple Brownian model of asset price movements. Further
information on Browmian motions within finance can be
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found by Shreve et al. (1997). We note that from the
previous equatiory, return r, abides a Brownian motion
whereas asset s, abides a geometric Brownian motion. We
can verify this with a Taylor expansion of the log function
assuming a low variation of the asset:

3y

r,=In{r,+1) = In(st”"} (3)

Thus, we obtain the value of the asset:

2
5 =5 exp((p—%)t-i-GBt ] )
Where:
8, = Asset value
I, = Return on mvestments
0’/2 = Risk premium of uncertainty
B, = Standard Browman motion

Equation 4 describes the value of a financial asset s,
which abides a geometric Brownian motion. The solution
of this equation relies on ITO formulas (Shreve ef al,
1997). The diffusion coefficient represents the volatility of
asset s, in the standard BSM while the dnift parameter
represents the expectation of retumn r,. The volatility can
also be defined as the standard deviation of retum 1,. The
necessary assumptions for the transition from financial
assets to real assets of IT projects are reported n the next
study.

Net present value of IT assets: The condition of the
transition from valuating financial assets in the stock
market to valuating real assets of IT projects 1s the
assumption of complete market. This assumption implies
that there is a single price of an asset as well as there is a
single return on mvestments for each asset This means
that there is no profitable arbitrage. Even if markets are
mcomplete for the great majority of the projects, this
assumption is often used in the field of continuous time
real option valuation and allows the determination of the
correct discount rate for the projects (Brandao and Dyer,
2003).

In the standard BSM Model, the value of a call
option 18 defined by its discounted excepted terminal
value E[s,] (Benaroch and Kauffman, 1999). The minimum
return of the share 1s assumed to be a fixed-rate asset
which has a constant yield This arises from the
assumption of non-fluctuating mterest rates. The current
value of a call option is thus given by:

C, =e™E[s,] )

where, 1; 18 risk free interest rate. In the case of an IT
project, C, represents the cash flow of the project. After
exercising a real option, the net present value measures
the profitability of mvestments during the life of the
option. The option is profitable for a project when and
only when the NPV 1s positive and greater than the one of
other options. In the case of continuous time with the
assumption of the certain duration of the option and the
assumption of risk-neutrality, the NPV is given by the
following Eq. 6:

NPV = J'Ctdt =E, [jste-fft at] (6)

Where:
E, = Riskneutral expectation
NPV = Net Present Value

The net present value of share st given by the
previous equation depends on the mitial price s, and the
three parameters r; L and 0. However, it may include other
parameters such as income, costs, amortizations, loan and
taxes. Then, the option price and is often expressed as a
function of a share s, following a GBM and other
parameters which vary over time:

P, =u(s,.t) (7)
Where:

u = Function of s, and t
P, = Option Price

Thanks to the ITO formulas, the new expressions of
volatility o and drift parameter u are given by Eq. 8 tacking
into account all parameters of Eq. 7. Finally, the option
price and the net present value are given by Eq. 9 and 10:

N w1, u

S, R o oS, —
Fl:ax“fas 27 s ®

’ u(t, S,) Tt s)

G2
P, =P, exp(n,-—)t+o B, ©)
NPV = E,, [IR e dt] (10)
Where:

P, = Option Price
Py = Drift parameter after exercising the option
0, = Diffusion coefficient after exercising the option

The final net present value depends on p,, o, and 1
and 1s the basis to determine the most profitable option
among the options of the adopted ROA Model. Tn the
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literature, the researchers generally use MIP (Mixed
Integer Stochastic) programing combined with decision
trees to identify the most profitable option (Brandao and
Dyer, 2005; Wu et al., 2009, Ball and Deshmulkh, 2013).
Other approaches (Munoz et al., 2011; Balke et al., 2016)
relies on regression analysis and Monte Carlo simulations
to select the most profitable option.

RESULTS AND DISCUSSION

There 1s certain limitations in a real option reasomng
for the valuation of IT investments. We distinguish two
types of himitations:

¢ The assumptions of the mathematical model
¢ The intangible criteria in the pricing process

The mathematical assumptions: The major drawbacks
due to the mathematical assumptions are: the stochastic
process and constant variance assumption implies that
volatile changes in the value of cash flow cannot be taken
mto account. The assumption of the complete market
legitimates the application of option pricing models even
though the underlying market 1s not traded. Indeed, the
absence of profitable arbitrage makes difficult the price
regulation.

The assumption of non-fluctuating interest rates
implies that volatile changes in the value of interest rates
cannot be taken into account. The assumption of the
certain duration of the option supports the idea of the
certain cash outflows and the certain duration of the base
project. The risk-neutrality assumption considers that the
projects remain risk less because of constant rebalancing
of discount rates.

The intangible criteria: The integration of non-financial
resources creates intangible value drivers. Indeed, the
decisions of investing in human, informational and

Table 3: Arguments against ROA and counter arguments

technical resources cannot be calculated from a pure
financial vision which only relies on analyzing the return
on the resource investment. Other parameters such as the
availability and the state of the resource are hard enough
to embed into the pricing process. In the literature,
many researcers try to enhance the financial valuation of
non-financial resources i order to obtam a more
accurate model approaching reality as closely as possible
(Wu et al., 2009, Ball and Deshmukh, 2013; Ghorfi et af.,
2017). However, 1if the valuation process ignores the value
of mtangible assets, this may jeopardize the real option
valuation as a whole and therefore the mvestment
decisions.

ROA aims at finding a balance between tolerated
risks and benefits in IT projects. In the case of sudden
changes, the acceptation of changes is largely depending
on non-financial criteria (Fichman et al., 2005). In this
case, the level of maturity of processes and resources to
respond to changes 1s an mnportant factor. Among
intangible criteria, there 1s also knowledge sharing,
mnovation, employee relationships, etc. Since, these
criteria are intangible, their valuation is inevitably
assoclated with mdividual judgments. Then, the
integration of these mtangible criteria m ROA 13 one of
the most important challenge to reach a precise valuation
of investments in IT projects.

Challenge and counter arguments: In this study, we
report the main criticisms related to the use of ROA.
These criticisms are derived from the analysis of the
literature (Benaroch and Kauffman, 2000, Kumar, 2002,
Fichman, 2004; Scialdone, 2007; Kumar ef ai., 2008). The
assumptions of ROA may differ from one model to
another. However, there is common challenges when
applying a ROA based model. Table 3 15 built on the
works and lighlights the main arguments against ROA
and the counter arguments. We notice that the presented
list is not exhaustive.

Challenges

Counter arguments

There is a lack of transparency in options models

ROA is typically complemented by transparent approaches such as decision trees, scoring models,

simulations which can give a rough approximation of option value

Absence of a traded market for IT assets,
makes difficult to estimate the expected
value of fitture cash flow of a project

on the market

NPV of the project can be considered the best estimation for the value of the project as if it were traded

The classic NPV approach is no more effective than the real options valuation for the estimation of

future project cash flows

Option valuation uses a risk-neutral approach

While it is possible to build of a portfolio of assets that tracks the risk characteristics of the investment,

option valuation is the same in the risk-neutral world and the real risk-averse world
Tn the event of not being able to build a tracking portfolio, option valuation remains a good
approximation that captures flexibilities of the investrnent decision that are not considered by the classic

NPV approach
Absence of a traded market for IT assets, makes
ditficult to estimate the volatility of a project

Tn order to determine whether a project can tolerate different sets of assumed levels of volatility, a
sensitivity analysis can be performed

Meanwhile, analysts can use conservative values of volatility until they gain enough experience
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CONCLUSION

In this study, we provided an overview of ROA for
valuating mvestments in IT projects. We described the
types of real options and the mathematical model of ROA.
Then, we moved on analyzing the literature with a focus
on the techniques used. Based on the assumptions of the
mathematical model, we highlight the main limits of the
theory behind ROA. Tn addition, we showed how
intangible criteria influence the pricing process of ROA.
Finally, we reported the criticisms related to the use of
ROA based on the analysis of the literature. We also
reported the counter arguments.
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Abstract: This study presents a system for sound source localization mn time domain using a deep residual
neural network. Data from the linear 8 channel microphone array with 3 cm spacing 1s used by the network for
direction estimation. We propose to use the deep residual network for sound source localization considering
the localization task as a classification task. This study describes the gathered dataset and developed
architecture of the neural network. We will show the traimng process and its result in this study. The developed
system was tested on validation part of the dataset and on new data capture in real time. The accuracy
classification of 30 m sec sound frames is 99.2%. The standard deviation of sound source localization is 4°. The
proposed method of sound source localization was tested inside of speech recognition pipeline. Tts usage
decreased word error rate by 1.14% in comparison with similar speech recognition pipeline using GCC-PHAT
sound source localization.

Key words: Sound source localization, microphone array, deep neural network, residual network, audio

processing, proposed method

INTRODUCTION

The purpose of the research 1s to develop a sound
source localization system based on data obtained from a
linear compact microphone array. The system should be
resistant to noise and reverberation and also should be
able to work in real time on conventional perscnal
computers.

A large amount of noise and reverberation in
captured sound 1s the key problem for distant speech
recognition systems (Woelfel and McDonough, 2009). To
solve this problem, a sound signal can be captured by
microphone array to perform sound source localization
and beamforming. In this case, the full process of sound
capture and processing will consist of the following steps
(Kumatani et al., 2012):

+  Sound capture with microphone array
*  Sound source localization and tracking
¢+  Beamforming

*  Post-filtering

Sound source localization 13 the key element in this
architecture because its accuracy defines quality of
algorithms for implementation at further stages.
Beamforming and post-filtering use previously defined
sound source direction as input parameter.

At the moment there are a large number of methods
for sound source localization: weighted GCC-PHAT
{Grondin and Michaud, 2015) and 1its analogs which use
sound chamels correlation The baseline Version of
GCC-PHAT 15 presented in Eq. 1 and 2:

Y (@)Y, (m)e”
Gccm(r)—jw do )

where, Y (w) and Y{w) are discrete fourier transforms of k
and 1 channels of the sound frame from the microphone
array. Likelihood of presence of active sound source at
direction 9

loglik(81)=$ nGCCy (1, (8))) (2
Where:
M = A number of channels
e = A direction (azimuth for a linear microphone
array, azimuth and elevation for planar and 3D
configurations)

T, (8) = A theoretical delay between k and 1 channels
for ®, direction of arrival

IDOA algorithms (Tashev and Acero, 2006)
estimating phase delays on different frequencies
between channels of captured multichannel sound
(Eq. 3-7).

Corresponding Author: Dmitry Suvorov, Center for space resecarch, Skolkovo Institute of Science and Technology,

143026 Moscow, Russia
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Likelihood of presence of active sound source with
frequency w at direction ©;:

‘mod -A(m e ) )H

loglik (8, | )= ] 3)

me

Where:
Alw, ® ;) = A vector of theoretical phase differences
between k and zero microphones at

frequency
w = The active sound source located at direction
® and = A vector of measured phase differences

between k and zero microphones at
frequency w

8 (@) = £V (0)-2Yy () )
() = [8().8,{®), ... 8, (0} ] &)

Probability of presence of active sound source with
frequency w at direction ©;:

o loglik(#, | m)}

{logﬁk(glw)J

)

(6)

P(6 |o) =

The most probable direction to the wideband sound
source:

6= argmax, (2, P(6, | ) (7

Scaming of the surrounding area with delay-and-
sum beamformer (Valin et al., 2007) or other types of
beamformers.

Likelihood of presence of active sound source with
frequency w at direction ©, when scanmng is performed
using delay-and-sum beamformer:

loglik (8, | m) :ﬁxf; ot vm(o) ()

The most probable direction to sound source can
also be calculated wsing Eq. 6 and 7. MUSIC algorithms
(Ishi et af., 2009) and thewr modifications. Probability of
presence of active sound source with frequency w at
direction ®;;

1
afom, 6 )H(I-USU:)O\'.((D, 8,)

loglik (6, )= (9

Where:

a(w, ®) = The capturing matrix with size Mby I’ (Tis a
number of sound sources )
1, = Signal subspace eigenvectors matrix

(Tashev, 2009)

The most probable direction to sound source can also
be calculated using Eq. 6 and 7. Sound source localization
algorithms based on deep neural networks (Yalta et al.,
2017) wing convolutional and residual layers. Vector of
probabilities of presence of sound source at possible
directions:

P(8, ., By, )=F(Y (@), ... Y, (@) (10

where, N 13 a number of checking directions. The
architecture proposed by Yalta ef af. (2017) is shown in
Fig 1. Human speech localization algorithms based on
processing data from microphone array and video camera
(Suvorov and Zhukov, 2017).

| Input layer, 257x20, 16 channels |

>
| 2D convolutional layer, 32 filters, 11 filter size |

¥
| 2D convolutional layer, 32 filters, 1x1 filter size |

¥
[ 20 convolutlonal Tayer, 32 filters, [xT filter size|

¥
[ 2D convelutional Iayer, 32 filters, 3<3 filter size | |

v
| 2D convolutional layer, 32 filters, 1>1 filter size |

| 2D convolutional layer, 32 filters, 1x1 filter size |

¥
[ 2D convolutional layer, 32 filters, 3x3 filtlersize | T

v
| 2D convolutional layer, 32 filters, 1x1 filter size |

2D convolutional luyer,'az filters, 1x1 filier size |
¥

2D convolutional layer, 32 filters, 3%3 filter size | A

3
2D convolutional layer, 32 filters, 45%4 filter size |

I

+
| 2D convelutional layer, 32 filters, 1x1 filter size |
l

L3
Max pooling 1x4 |

¥
| 2D convelutional layer, 32 filters, 45%4 filter size |

'3
| 2D convolutional layer, 64 filters, 45x4 filter size |
+

| Max pooling 1x4 |

[ 2D convolutional layer, 1*23 filters, 45=4 filter size |
| 2D convolutional layer, ;56 filters, 45x4 filter size |
| 2D convolutional layer, ;’12 filters, 45x4 filter size |
| Dense laye:: 2048 units |
| Dense lay:r, 361 units |

Fig. 1: Residual CNN proposed by Yalta et al. (2017).
Each convolutional layer is followed by the ReLU
non-linearity
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All the methods except the one based on neural
networks consider the localization problem as a problem
of testing the hypothesis about sound source presence in
a specific space sector which leads to an increase in
required computing power as 1t 1s needed to check sound
source presence in the surrounding space with a specified
step (Tashev, 2009). Also, their inplementations use
assumptions about the plane front of an acoustic wave
(Tashev, 2009) which leads to errors in localization of
sound sources located closely to a microphone array
(Ronzhin and Karpov, 2008).

The method based on neural networks described by
Yalta et al. (2017) considers the localization problem as a
problem of sound frame classification into sound source
direction classes and the classification of active sound
source absence. As input data, the algorithm uses the
Discrete Fourier Transform (DFT) for every channel with
sound duration of about several tens of milliseconds
Necessity i DFT
computation for each channel on each iteration and use of

with some previous frames.
two-dimensional convolutional layers, lead to increased
computing complexity of the algorithm. Moreover, the
algorithm uses only amplitude information from DFT and
doesn’t use phase information. It can also negatively
affect the accuracy of localization.

Further in the study, a sound source localization
method based on deep convolutional neural networks
using as input, multichannel sound frames with fixed
duration from microphone array will be proposed.
Unlike in the method introduced in (Yalta et al., 2017) the

network uses only one-dimensional convolutions
which significantly reduces its computing complexity.
Also the process of traiming dataset collection, neural
network training and system testing will be

described.
MATERIALS AND METHODS

Dataset: To perform experiments with deep neural network
traiming, a big dataset of labeled data 1s required. To solve
this problem a python application was developed which
plays a speaker whilst simultaneously
recording it with an 8-channel microphone array with 3 cm

sound via.

spacing, implemented on the basis of MEMS microphones
with PDM mterface (Suvorov and Zhukov, 2017) which 1s
shown in Fig. 2. The application randomly chooses and
plays a music file for a duration of 30 sec from an array of
one-channel sound files from “GTZAN genre collection”
collected n the framework by Tzanetakis and Cook (2002).
In this way, one-hour multichammel sounds for each
direction with a 10° step from 0-180° were recorded. One
hour of silence was also recorded. Everything was
recorded in a 2*3 m room. The sound was recorded with
16 kHz frequency with 16 bit resolution.

As dataset was collected with a linear microphone
array, further the task of sound source localization was
considered as a task for estimation of azimuth to sound
source because the use of linear microphone array makes

1t mmpossible to determine an elevation angle for obvious
geometric reasons.

Fig. 2: Linear microphone array used for capturing the dataset and real time experiments with proposed sound source

localization
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| Input layer, 480 units, § channels |

¥
| 1D convolutional layer, 32 filicrs, 7 filter size, stride 2 |

v

| Batch normalization |
¥

| ReLU |

¥
| 1D convolutional layer, 32 filters, 7 filter size, stride 1 |
¥

| Batch normalization |
¥

| RelLU |
¥

| 1D canvohytional Tayer, 32 filters, 7 filter size, stride 1 |
¥

| Batch nmi:nalizaﬁon |

| ReLU |

¥
| 1D convolutional layer, 32 filters, 7 filter size, stride 1 |
¥

| Batch normalization |
¥

[ ReLU |
¥

| 1D convolutional layer, 32 filters, 7 filter size, stride 1 |
¥

| Batch normalization |
C

I ReLU I

¥
| Dense layer 1000 units |

¥

I Dropout |
¥

| ReLU |
¥

| Dense layer 20 units |
L 2

I Soft max |

Fig. 3: A deep newal network, used for sound source
localization

Neural network architecture: The developed neural
network architecturally consists of four big blocks (Fig. 3):

* Input layer, accepting 8-channel sound frames
from microphone array with duration of 480 samples
(30 m sec) in float format

¢ First 1D convelutional layer (Eren, 2017) performing
primary feature extraction (Eq. 11)

* Block consisting of two residual layers (He et al,
2016). Residual layers allow a delay m overfitting of
neural networks and therefore train deeper networks

¢ Decision-making blocks, consisting of two fully
connected layers, create outputting probabilities that
a sound frame has a sound from one of the possible
azimuths and probability of absence of any active
sound sources in the frame:

= Qs . LA
VS B K[ hsiu b
7

Where:

Ulx,s) = A 1D inputsignal containing S channels

t = Number of output channel

Kix, s, t) = A matrix of size L. by S of the filter for t
output channel

After each convolutional layer, a batch norm layer is
used to allow to train neural networks with a lesser
number of iterations to postpone overfitting (Toffe and
Szegedy, 2015). Batch Normalization Transform is shown
inEq. 12-15.

Mini-batch mean:

_ 1 jiusl 12
up = ;Ezlxl (12)
Mini-batch variance:
1l om 2 13
0L 37 (x ) a3
Normalize:
g =%t (14)
,Icsé-e
Final scale and shift:
Y, =%, B (15)
Where:
m = A batchsize
X = A batch of mput data
yandp =  Parameters to be learned

After the first fully comected layer, a dropout layer
15 also used to delay the moment of overfitting to later
iterations (Srivastava ef al., 2014). Feed-forward operation
of the dropout layer:

1{1] =Bemnoulli{p) (16)

§=ry {amn
Where:
T = A vector of independent bernoulli random variables
each of which has probability p of being 1
* = An element-wise product

ReLU non-linearity (Maas et af., 2013) 1s used after
all the convolutional and fully commecting layers with the
exception of the last dense layer:

f(x)= max(0, x) (18)

On the last layer SoftMax non-linearity (Maas ef af.,
2013) 1s used as it 1s needed to normalize output of the
neural network in such a way that the sum of all
probabilities were equal to 1:
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Fig. 4: The learning process of the developed system

=

f(xl)=ﬁ (19)

Unlike the solution proposed in (Yalta et al., 2017)
the network accepts original signals but not its fourler
image. Tt is possible as the fourier transformation is
essentially decomposition into narrowband components
and therefore one-dimensional convolutional layers are
able to learn this decomposition themselves.

Training and testing: A prototype of the proposed
system was realized with python based on the Theano
and Lasagne hibraries. The learning was done with the
Adam optimization algorithm (Kingma and Ba, 201 5) with
a low parameter of traimng speed (Eq. 21-23). The leaming
was done 1n 20 epochs on a NVIDIA GeForce GTX 1070
graphics card using cuda technology. Cross-entropy was
used as a loss fimction (Eq. 24). In the training process,
the values of the loss function, the accuracy of the
classification and the standard deviation of the azimuth
determination error were momtored. In Fig. 4, it can be

2.000 Ho

1.750 1
1.500 4
1.250 +
1.000 ~
0.750 4
0.500 -
0.250

Validation loss

L 4

A Q)
0.990

0.980 A
0.970 1
0.960
0.950 4
0.940

20.00

15.00 ~

10.00 1

5.000 4

Validation localization error (deg.)

0.000 1 o

0 25 50 75 100 125 150 175
Epoch

seen that overfitting happened only after 18 epochs:

w[t+1] = w[t] <o e v[t1] (20)
yelti]+e
g[t+1] = y.g[t]+(1—u)V(L,w[t])V(L,W[t]) (21)
v[t+1] = Bv[t]+(1-B) V(L. w]t]) (22)
Where:
t = Tteration number
L = Loss function
W = Set of trainable parameters of the network
g, 0 = Scalar parameters of the algorithm
and
(23)

1
Lipy)= X Xy los(p,)

where, matrix p is N*M output of the neural networls,
matrix y is a one-hot encoded real class identifier, M is set
to a number of classes, N is a batch size.
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To analyze the training results t-SNE visualization
{Maaten and Hinton, 2008) for features generated by the
penultimate fully connected layer was implemented
(Fig. 5). It clearly shows the cluster structure of features
and the mutual arrangement of clusters corresponding to
the spatial arrangement of real azimuths which indicates
the good quality of the neural network training.

RESULTS AND DISCUSSION

Evaluation in real time: An application was developed
which allows sound capture from the microphone array in
real time and determines the direction of the sound source
azimuth. Using this application, sound source directions
were calculated in real time for sound sources in a
previously known position. Measurements were done in

400 . - 0° - 70° @ 110° a room where the training dataset was recorded and in
’ =160 = 40° » 80° another room that had a significantly different area and
300 =130° = 10° = 50 : o . :
. o, WI00° *l4p0 * 20° filling meaning it had different reverberation parameters.
200 * . s . -,-gt‘ =90° « Silence It can be seen in Fig. 6 that average absolute values of
oy LY =60° 150 o 2 5 . . &
100 ¥ 18] P 170° 120° sound source direction azimuth determination error did
N g o 180° ; Ca
B 1 #‘ 80 not exceed 12° in both cases which is a good resuli,
¢ ‘ ’
3 00 . ¥ - congidering that the neural network was trained with an
“ R ¥ azimuth step of 10° Mostly the same accuracy of
-100 ‘ . e ;
., localization in the new room and room where the train
-200 dataset was recorded, indicates a good generalization
300 : property for the trained neural network.
Figure 7 gives an example of results of continuous
-400 localization of a stationary source that plays music.
-400 -200 0 200 400 i . .
Layers It can be seen that localization error is complexity of
choice between neighbouring classes of neural
Fig. 5: T-SNE visualization of penultimate lay er features networks.
A
12 | & Azimuth determination
& Real azimuth
I~ 10 4
2
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Fig. 6: Dependence of average absolute values of azimuth determination error from real azimuth with active sound
source. Light grey bars show measurements conducted in the new room. Dark grey bars show measurements
conducted in the room where the training dataset was recorded
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Impact on the whole speech recognition pipeline: A
comparison of the accuracy of far-field speech recognition
was performed with three configurations of speech
recognition pipeline to understand the impact of
developed sound source localization on the final result of
speech recognition. The first speech recognition pipeline
didn’t use microphone array processing:

. Audio capturing from the first chammel of the
microphone array

. Voice activity detection using code from the
WebRTC project

. Speech recognition using Google speech API

The second speech recognition used sound source
localization developed by Grondin and Michaud (2015):

. Anudio capturing from the microphone array

. Sound source localization using weighted
GCC-PHAT with Kalman filtering

. MVDR beamformer { Tashev, 2009)

. Zelinski post-filter (Aleinik, 2017)

. Speech recognition using Google speech API

Implementations of MVDR beamformer and Zelinski
post-filter were used from BTK toolkit. And the last
speech recognition pipeline used developed sound
source localization based on the residual network:

. Audio capturing from the microphone array

. Proposed sound source localization using residual
network with Kalman filtering

. MVDR beamformer

. Zelinski post-filter

. Speech recognition using Google speech API

The 100 phrases were recognized simultaneously
through 3 described speech recognition pipelines. Speech
recognition pipelines shared the same microphone array
during the experiment. Voice sound sources were located
on distance 1.5 m from the microphone array at different
directions. Word Error Rates (WER) were calculated and
compared for results from pipelines (Table 1).

The best result was shown by the solution with
proposed sound source localization. High WER is shown
by the solution with GCC-PHAT because the width of the
beam pattemn formed by the MVDR bearnformer is lower
than the accuracy of the sound source localization
achieved GCC-PHAT on used microphone array, So,
sometimes beam pattern became orentated not to the
sound source. The width of the beam pattern of the
MVDR beamformer is about 20° (Fig. 8). Average
localization error of the developed sound source

Table 1: WER value for different configurations of speech recognition
pipeline

Speech recognition pipeline WER.(%0)

Mone audio capturing without any speech enhancerent 221
Speech enhancement using beamforming and GCC-PHA

sound source localization 2.99
Speech enhancement using beamforming and proposed

sound source localization 1.85

150 4
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0o«
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100 4

-150

7000 000

2000 3000 4000 5000 €0
Frequency (He)

Fig. 8: The beam pattern of the MVDR beamformer in the
endfire orientation for used microphone array

localization system is not higher than 12°. So, their
combination achieves a good quality of speech
enhancement resulting in low WER. Directivity pattern
was modeled vsing following equations (Vary and Martin,
2006):

Y(we)= ‘H(UJ)HU(U),@)E (24)

MVDR filter coefficient vector (Vary and Martin, 2006):

O B
H(UJ) — H(m)NN ii((i)) (25)
2 ()" (@) 2()
The noise cross-power spectral matrix (Tashev, 2009):
ONN(w)= @,,.,.(0)+D, (@) (26)
The instrumental noise cross-power spectral matrix
(Ishi et ad., 2009):
D, (0)=N] (o)L (27)

where, N{w) is the magmnitude of the instrumental noise in
gingle microphone. The cross-spectral density for an
isotropic noise field (Tashev, 2009):

CDIj(w)ND(w)sinc(Wd”} (28)
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O, (w) - Dy ()
Golo)-| (29)
Dy (o) 0 Dy ()
Where:
Ngw) = The noise specttum captured by an
ommdirectional microphone
v = The speed of sound
d; = A distance between i and j microphones

The propagation vector for linear microphone array
(Vary and Martin, 2006):

a{w) = {al: e%,i:], . M} (30)

where, p; 13 a position of 1 microphone. The unit vector in
the required direction of beam pattern (Vary and Martin,
2006):

jocos(8)pi

u(no) {ui:e Vom0, .., M—l} (31)

CONCLUSION

A sound source localization method based on deep
residual neural networks was developed. Tt doesn’t
require a captured signal to be transformed from time
domain to frequency domain with fourier transformation
which positively affects system performance. The
developed method demonstrated good accuracy of the
sound source direction azimuth determination with a
linear compact microphone array even without the
consideration of object dynamics with a Kalman filter or
particle filter. As a further improvement to the method, the
system can be trained in such a way that will allow us to
determine several sound source locations
simultaneously.

SUGGESTIONS

Also in future research, the architecture should
be complemented by LSTM, BLSTM or GRU layers
(Chung et al., 2014) to make the network able to consider
object dynamics.
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Communication Using a Solar Cell
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Abstract: In this study, we introduce a new method to reduce the interference of environmental noise light in
a Visible Light Communication (VLC) system, using a solar cell. In the VLC transmitter a Light Emitting Diode
(LED) array was used for the light source and in the VL.C receiver a differential detector with a photodiode and
a solar cell was used for the light detector. By subtracting the solar cell voltage from the photodiode voltage
using a differential amplifier, we removed the noise contained in the photodiode voltage. In the experiment, the
Signal-to-Noise Ratio (SNR) was improved by about 15 dB using the solar cell. This configuration is useful for
constructing a VL.C link without noise light interference in an environment where the noise light interference

from a conventional fluorescent lamp or incandescent lamp 1s severe.

Key words:Visible light communication, LED, environmental noise light, noise reduction, constructing,

incandescent

INTRODUCTION

Recently, LED manufacturing technology has been
rapidly developing and high-power wvisible LEDs of
several W or more are being mass-produced and widely
used as a light source for illumination. Visible LEDs have
higher power conversion efficiency than conventional
fluorescent lamps or incandescent lamps and the LED
llumination 1s easily controlled by changing the imjection
current, so the use of visible LEDs 1s steadily increasing.
Since, LED light can be modulated at a speed faster than
the human eye can detect, Visible Light Communication
(VLC) technology which uses LED light to perform
simultaneous illumination and communication is steadily
developing (Komine and Nakagawa, 2004; Cheong ef al.,
2013).

Since, VL.C performs both the functions of lighting
and communication at the same time, the system must be
designed so that the lighting and communication are not
affected by each other. Tn order to keep flicker-free
lighting during data transmission, LED modulation using
Amplitude Shuft Keymng (ASK), Frequency Shift Keying
(FSK), manchester coding or Pulse Position Modulation
(PPM) has been widely used. These are efficient ways of
keeping the average LED power constant during data
transmission, thus, preventing the LED light from
perceptively flickering (Ma ef al., 2012; Rajagopal et al.,
2012).

Since, the VI.C usually transmits data through a free
space between the LED and the photodetector, the

transmission condition can be affected by mterference
from noise light from adjacent lighting facilities such as
fluorescent lamps and mcandescent lamps. Adopting an
optical filter or an electrical filter in the VL.C receiver 1s an
efficient way to reduce the influence of noise light
(Kaln and Barry, 1997). When the noise frequency 1s near
to that of the signal or when the noise wavelength
overlaps the signal wavelength, it may be difficult to
prevent noise mterference with optical or electrical filters.
In that case a differential detection can be an efficient way
to reduce the noise light interference (Street ef al., 1997).
Differential detection is a method of using two detectors
with different coupling coefficients to noise and remove
noise components by subtracting one detector voltage
from the other.

In this study, we newly mtroduce a differential
detection method that removes the interference of
low-frequency noise light using a solar cell In this
structure we use two light-detecting components with
different bandwidths: one is a high-speed photodiode and
the other 1s a low speed solar cell. The solar cell has the
bandwidth of a few tens kHz which is much lower than the
photodiode bandwidth, due to its wide receiving area
(Lee, 2015). Although, the response speed of a solar cell
15 very low compared to that of a photodiode, the solar
cell detects 120 Hz noise from fluorescent lamps or
incandescent lamps that are driven by an AC power
source of 60 Hz.

If we use a signal frequency that is lower than the
photodiode bandwidth and higher than the solar cell, the
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photodiode will detect the signal light mixed with noise
light while the solar cell detects only noise light. Tn this
configuration the solar cell 15 used for two purposes: the
AC component of the solar cell voltage is used as a
differential input for removing the noise component in the
photodiode and the DC component is used as a power
supply for biasing the photodiode. This structure 1s very
useful for constructing a noise-free VLC lLink using
LED light in an environment where the interference of
noise light due to a conventional fluorescent lamp or
incandescent lamp is severe.

MATERIALS AND METHODS

The VLC system 1s composed of a transmitter and a
receiver. The system configuration of the transmitter and
a receiver are as follows.

VLC transmitter: The VLC transmitter 1s illustrated in
Fig. 1. It 15 composed of an Amplitude-Shift-Keying
(ASK) modulator, a Field Effect Transistor (FET) and an
LED array. Input data 1s ASCII code generated by a
microprocessor and applied to the nput of the ASK
modulator. The ASK modulated voltage 1s applied to the
gate of the FET. The FET is biased to operate in the linear
region using two resistors Ra and Rb.

The drain current of the FET 1s proportional to the
gate voltage and flows to the LED array and as a result
the LED output light 1s proportional to the ASK
modulated input data. The LED output light is radiated to
the free space and a part of the light reaches the VLC
receiver. The optical power of the LED array can be
expressed as follows:

P,#Psinmt whenV, =1
b(t) =
P, when V, =0

0

(1)

Where:

P, = The DC optical power

Py = The optical amplitude of the ASK modulated signal

@ = The subcarrier frequency

V.. = The input voltage that is applied to the input port of
the VLC transmitter

The devices used mn the VLC transmitter were as
follows. Input data was generated by an Atmega
32 microprocessor and the ASK modulator was made
using a 200 kHz oscillator and ADG 417 analog switch.
The LED array was made of six identical .LEDs in the form
of a 2H3 array, each LED was a 1 W white LED.

V..
Q
Visible
light
=R LED\
Tnput ASK & D N
pul
data > _’modulator_"_'_|(; - FET

Fig. 1: VLC transmitter

Noise

light\ ) Cx V, Diff
amp
Nl LR
signal —®| 1] G
tige —®| B V.
Y R,
V,

Fig. 2: VLC receiver

VLC receiver: The VI.C receiver is schematically shown
inFig. 2. The VLC receiver 1s composed of a PhotoDiode
(PD), a solar cell, a differential amplifier and an ASK
demodulator. In Fig. 2, both the photodiode and the solar
cell are used for light detection, however, the solar cell
has a bandwidth that 1s much lower than that of the
photodiode. R, and R, are the load resistances of the
photodiode and the solar cell, respectively. C, and C, are
the capacitors for AC detection and capacitor C; was used
to supply DC power to the photodiode using the solar cell
voltage. Therefore, in this configuration, the solar cell 1s
used for noise light detection and at the same time
supplying DC power to the photodiode.

The photodiode and the solar cell detect the signal
light from the VLC transmitter. At this time, noise light
from a nearby lighting facility such as a fluorescent lamp
or an incandescent lamp may exist at the position of the
photodetector. In this environment, the signal light from
the VLC transmitter and the noise light from other nearby
lighting facilities enter the photodiode and the solar cell
at the same time. In general, the receiving bandwidth of a
solar cell 1s sigmficantly lower than that of a photodicde.
When the ASK modulation subcarrier frequency in the
VLC transmitter is lower than the photodiode receiving
bandwidth and higher than that of the solar cell, the AC
voltages generated i the photodiode and the solar cell
can be expressed as follows:
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By |k, oBy sinot+hy y By (t) |when v, =
(t) = { gle[l,NPN (1) t t ]wien\\u[fm = IU (2)
Vo (1) = szzkz, uPu (1) (3
Where:
V.i(t) and = The output voltages of the
V() photodiode and solar cell, respectively

Pyt = The noise light power

p,and p, = The responsivities of the photodiode and
the solar cell, respectively

R,andR, =The load resistances of the photodiode
and the solar cell, respectively

k, ;andk, ; = The coupling ccefficient from the VLC

transmitter and the noise source to the
photodiode, respectively

ey = The coupling coefficient from the noise
source to the solar cell

In Eq. 2, the first term 1s the signal voltage from the
VLC transmitter and the second 1s the noise voltage from
the environmental noise source such as a fluorescent
lamp. In Eq. 3, the solar cell voltage only has the noise
term because the solar cell bandwidth 1s lower than the
ASK carrier frequency and it does not detect the ASK
carrier frequency. As shown in Fig. 2, the photodiode
voltage and the solar cell voltage are applied to the
positive and negative input terminals of a differential
amplifier, respectively. The output voltage of the
differential amplifier is:

Via (8 = G (Vg Vo) =

[lelkl,SPS sinort ey Ryky g By (£)-poRokg Py () when Vi, = 1]
GlpRyley Ry (1) -poRoky By (1] when Vi, =0

(4)

where, G is the voltage gain of the differential amplifier. If
we set p Rk, = p,Rk; by adjusting the ratio R,/R,, in
Eq. 3) the noise term disappears and only the signal term
remains. That 1s:

whenV, =0

Dm(t) { GpRyky g sinot whenV, =1 (5)

As a result when the input data is “1” in the
transmitter, only the subcarrier signal exists in the receiver
and when the mput data 15 “07, the receiver voltage 15 0 V,
so that, the ASK signal is normally received without being
influenced by the noise light.

The devices used m the VLC receiver were as
follows. We used an M11080-12 V silicon solar cell,
BPW34 PIN photodiode for light detection and used an
opa228 op-amp for the differential amplifier. The ASK
demodulator was composed of an envelope detector and

Fluorescent

lamp
Input

/ \ oise
light
data
Micro VLC Signal
|1_)rocessor| > |transmju:er| [Q{‘

Fig. 3: Experimental setup

a comparator. The envelope detector was made of a diode
and RC circuit and an TM7171 op-amp was used for the
comparator. The load resistances R, and R, were 1 k and
2 kQ, respectively. Capacitors C,-C; were 0.1, 0.1 and 100
uF, respectively.

Experimental setup: Figure 3 15 a schematic diagram of the
experimental setup. A VLC transmitter and an LED array
were installed on a table. The VLC transmitter circuit was
configured as described in Fig. 1. The LED array was
made of six identical LEDs in the form of a 2H3 array, each
LED was a 1 W white LED. An Atmega 8 microprocessor
was connected to the input port of the VL.C transmitter
and used as a data generator. A 60 W fluorescent lamp
was mstalled on the ceiling of the laboratory for indoor
llumination. The fluorescent lamp showed 120 Hz noise
and it induced noise voltage in the VL.C receiver.

Ata distance of about 2 m from the LED array, a VL.C
receiver with a solar cell and a PIN photodiode was
placed. The solar cell was an MI11080-12 V and the
photodiode was BPW34. The VLC receiver circuit was
configured as shown in Fig. 2. The output of the VL.C
recelver was sent to a computer to see the transmitted
character data. We used an HP 52615B oscilloscope to
observe the waveforms m the VLC transmilter and the
Tecelver.

Observed  waveforms: We  programmed  the
microprocessor  to  generate  ASC2  characters
“AMVLC-CHWw\n” and applied the data to the input port of
the ASK modulator whose carrier frequency was 200 kHz.
The data rate was 9.6 kbps and the data was in
Non-Return-to-Zero (NRZ) code format. The ASK
modulated mput data was applied to the gate of an FET as
shown in Fig. 1. The FET was biased to operate in the
linear region and the drain current was proportional to the
gate voltage. The drain current flowed to the LED array
and 1t radiated visible light into free space.

Figure 4 shows the waveforms observed with an
oscilloscope in the VLC transmitter. Figure 4a shows the
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Fig. 4. Waveforms in VLC transmitter: a) Input data
waveform and b) ASK modulated waveform

voltage waveform of the data going from the
microprocessor to FET gate in the VLC transmitter. The
data waveform corresponds to a character string
“AMVLC-CH\r\n” in NRZ code. Figure 4b is the output
voltage of the ASK modulator. The black region is a 200
kHz carrier signal and the envelope is the same as the
transmitted data. The ASK modulated light from the LED
array radiated toward the direction of the VLC receiver.
The photodiode and the solar cell in the VLC receiver
have different bandwidths. In separate experiments, we
measured the bandwidths of the PIN photodiode and the
solar cell. In order to measure the bandwidths, we
modulated the LED with a sine wave of 1Vpp amplitude
and measured the voltages of the photodiode and the
solar cell while increasing the modulation frequency.

Figure 5 shows the measured AC responses of the
photodiode and the solar cell. Figure 5a is the normalized
AC response of the PIN photodiode and Fig. 5b is that of
the solar cell. The 3 dB receiving bandwidth is the
frequency at which the AC response falls to 1//2 of its
maximum. As shown in Fig. 5, the 3 dB bandwidth of the
PIN photodiode and the solar cell were measured to be
about 500 kHz and about 8 kHz, respectively. Thus, the
carrier frequency 200 kHz in the ASK modulator of the
VLC transmitter was lower than the PIN photodiode
bandwidth and higher than the solar cell bandwidth. The
differential amplifier in the VLC receiver subtracts the
solar cell voltage from the PIN photodiode voltage and
detects only the signal voltage as shown in the circuit of
Fig. 2.

Figure 6 shows the waveforms observed in the VLC
receiver. Figure 6a shows a PIN photodiode voltage in
which the ASK modulated signal is mixed with the 120 Hz
noise from the fluorescent lamp. The peak-to-peak ASK
signal amplitude was about 0.13 V, the peak-to-peak noise
voltage was about 0.14 V and the Signal-to-Noise Ratio
(SNR) was 0.93 (-0.63 dB). Figure 6b is the solar cell
voltage in which only 120 Hz noise is detected. Figure 6¢
denotes the output voltage of the differential amplifier in

1.0
(a) PIN
photodiode
0.8
]
£
-gg 0.6 1
2 ASK carrier
5 041 frequency
2 (200 lkHz)
0.2 i
v
00 1 T ¥ T 1
100 1k 10k 100k 1M

Frequency [Hz]

Fig. 5: AC response characteristics: a) PIN photodiode
and b) A solar cell

250 kSA/ 4.56 2.0
00 mV,200 mV sec .. msec msec E Stop
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®)
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ol TR, svee
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Fig. 6: Waveforms observed in VLC receiver. a)
Photodiode voltage; b) Solar cell voltage; c¢)
differential amplifier output and d) ASK
demodulated output

the VLC receiver. In this waveform, the 120 Hz noise
almost disappeared and only the ASK modulated signal
was detected. In this waveform, the peak-to-peak ASK
signal voltage was about 4.4 V while the peak-to-peak
noise voltage was about 0.8 V and SNR was 5.5 (14.8 dB).
Comparing the two waveforms of Fig. 6a and ¢, the SNR
in the photodetector was improved by 15.43dB by using
a solar cell. Figure 6d is the recovered NRZ digital
waveform observed at the output of the ASK demodulator
in the VLC receiver. This waveform was the same as the
input data “A\tVLC-CH\r\n” in Fig. 4a.

To check the transmission condition of the
characters, we connected this waveform to the serial port
of a computer and observed the characters on the
monitor. Figure 7 shows the characters displayed on the
computer monitor. As shown in Fig. 7, the character string
“VLC-CH” was displayed on the monitor. Among the
characters sent by the VLC transmitter, “\t” (horizontal
tab), “\r” (carriage return), “\n” (line feed) do not appear
on the monitor because they are special characters
indicating the positions of the characters on the screen.
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Differential amplifier and ASK demodulator

Fig. 8 Circuit used in experiments: a)

Thus, we experimentally confinmed that the interference of
noise light can be prevented by using a solar cell m an
environment where noise light could affect the VLC
transmission.

Figure 8 shows the cwcwt boards used in the
experiments. Figure 8a 1s the microprocessor circuit that
was used for a data generator in VL.C transmitter. Figure
8b is the ASK modulator in the VI.C transmitter. Figure 8¢
shows the 2x3 LED array with FET circuit. Figure 8d
shows a PIN photodiode and a solar cell. Figure 8e
is the differential amplifier and the ASK demodulator
circuit.

RESULTS AND DISCUSSION
We have experimentally demonstrated that we can

reduce the interference of environmental noise light using
differential detection with a photodiode and a solar cell in

the VLC receiver. We measured their bandwidths and
determined the PIN photodiode bandwidth was about
500 kHz and the solar cell bandwidth was about 8 kHz,
respectively. The noise frequency from a fluorescent lamp
was 120 Hz which is twice the power line frequency of 60
Hz. Therefore, the noise could be detected by the PIN
photodiode and the solar cell simultaneously. By setting
the ASK carrier frequency ligher than the solar cell
bandwidth, we could reduce the noise interference by
subtracting the solar cell voltage from the photodiode
voltage. Tn experiments we set the ASK modulation carrier
frequency at 200 kHz which 15 between the bandwidths of
the PIN photodiode and the solar cell.

In the VL.C receiver, we placed the photodiode at the
center of the solar cell surface in order to ensure the noise
light mtensity at the photodiode and at the solar cell
would be the same. When the photodiode and the solar
cell were exposed to the ASK signal light from the VL.C
transmitter and the noise light from a fluorescent lamp
simultaneously, the photodiode detected the signal
mixed with the noise while the solar cell detected the
noise only. This is because the photodiode bandwidth
was higher than the ASK carrier frequency while the
solar cell bandwidth was lower than the ASK carrier
frequency. By subtracting the solar cell voltage from the
photodiode voltage wusing a differential amplifier we
could detect the signal with the noise almost entirely
removed.

CONCLUSION

In experiments we improved the SNR in the VLC
receiver by about 15 dB wsing the solar cell. In this
configuration the solar cell was used for two functions:
for noise reduction as well as to supply DC power to the
photodiode. This configuration 18 very useful for
constructing a noise-free VI.C link using LED light in an
environment where noise light interference from a
conventional fluorescent lamp or incendescent lamp 1s
severe,
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Abstract: Building Information Modeling (BIM) 1s a umfied and comprehensive system for all what 1s

associated with the construction project which includes a set of effective policies, procedures and computer

applications that increase the level of performance m construction project during its life cycle. This study

investigated the potential benefits of using BIM in Iraq. The quantitative approach was adopted by conducting
a questionnaire directed to professionals in the field of construction projects in the public and private sectors.

(300 copies ) were distributed to the private compames and governmental institutions and departments. The data

were subjected to the appropriate statistical analysis and the results showed that the three highest potential

benefits of using BIM in Iraq showed saving on the cost of the project, providing high quality and fast data

documentation system was minimizing change orders.

Key words: Benefits, BIM, building information modeling, Irag, providing high quality, documentation

INTRODUCTION

The construction industry is witnessing a paradigm
shuft that will achieve the highest productivity, efficiency,
quality, sustainability and the value of infrastructure and
reduce the costs of the life cycle as well reduce time
(Arayici et al, 2009). This 18 consistent with what
(Azhar et al, 2008) said about construction industry
tends to adopt technmiques that reduce the cost of the
project, increase the productivity and quality of the
project and reduce the project time.

One of these techniques is Building Information
Modeling (BIM) which is a technological and procedural
shift in the construction industry (Succar, 2009).

Building Information Modeling (BIM) is an advanced
tool and process consisting of a combination of virtual
features, systems and concepts facilitated within a unified
environment (Azhar et al, 2015). It includes the
application and keeps integrated digital representation for
different information across different project stages
(Eastman et af., 2011).

One of main benefits of BIM is the accurate
geometrical representation for building parts within an
integrated information environment (RCCT., 2007). The
BIM as a new phenomenon seeks to renew the practices
of the construction mdustry, so, it is subject to challenges
facing its application (Kekana et al., 2014).

For the implementation of BIM, this requires
good plaming and a coordinated approach with
considerations for implementation and innovation
management (Smith and Tardif, 2009).

The urgent need for the reconstruction of Trag
after the and the conditions that that

accompanied with it made the construction industry the

wars

most important among the industries, however, it suffers
from a series of complex problems that make the progress
of projects difficult either in new projects or in the
rehabilitation of existing projects. The fragment nature of
the research and its negative impact on the project, the
weakness in communication and information sharing
among different stakeholders, the hugh cost of projects
which is one of the biggest problems, the delays in
projects and exceeding the prescribed peried and in
addition to other problems.

On the contrary, BIM has recently expanded
and 1s able to solve most of the problems of the
construction projects and despite the benefits they are
not implemented in Iraq as in other countries of the world.
Therefore, building a clear understanding of the concept
of BIM by mvestigating the benefits it offers to the
projects is important to promote the adoption of BIM in
the construction projects of Irag. Table 1 provide a
summary of top BIM benefits according to several
previous researchers.
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UK (Porwal and Hewage, 2013)

Countries firom europe (Brvde et al., 2013)

China (T.i et ef., 2014)

Limiting incidents and improving site safety
Reduce change orders

New Zealand (Stanley and Thurnell, 2014)
Calculate estimates directty from the model
The ability to visualize the building
Minimize rework

Ttaly (Ciribini ef &f., 2016)
Saving on the cost of the project
Reduce the time of the project
Ability to simulate design model

Brazil (Haraguchi, 2016)

Ability to simulate design and
construction digitally

Project data are available to all stakeholders
Provide cooperation between project
stakeholders

Reduce the time of the project
Saving on the cost of the project
China and UK (Zhou ef 4i., 2017)
Reduced cost

quality improvement

Saving on the cost of the project
Reduce the time of the project
Facilitating the construction industry based on
prefabricated building components
Building maintenance management
Ghana (Armah, 2015)
Constructability improvernent

The ability to visualize the building
Improve productivity

Detection of clashes

Improve the quality of the project

China (Doumbouya éf af., 2016)

Provide cooperation between project stakeholders
Decision-making support

Coordination in the project management
Reduce risks

Indonesia (Chandra ef al., 2017)

Saving on the cost of the project

Enhance customer satisfaction

Improving the business opportunities
Reduce the time of the project
Coordination in the management of project

India (NIBT., 2017}
Clients will increasingly insist on BIM adoption
New collaborative way of working and sharing of

Ability to simulate design model

Better modeling for complex buildings

Reduce design errors and rework

Saving on the cost of the project

Reduce the time of the project

Palestine (Abuhamra, 2015)

Provide cooperation between project stakeholders
Tmprove quality of design

Improving in sustainable design

Study alternatives and support the decision-making
process

The ability to visualize the building

Sudan (Osman, 2016)

Saving on the cost of the project

Detection of clashes

Speed up design processes

Optimization of construction processes

Countries from middle East (Gerges of ai., 2017)
Coordination and detection of clashes
Collaboration among stakeholders

Calculate estimates directly from the model
Visualize and manage the sequence of activities through
4D dimension

UK (NBIML., 2017)
Reduction in initial cost
Reduction in the overall time

Reduced project duration information

Reduction in greenhouse gas emissions

Improved safety Reduction in costs and errors
MATERIALS AND METHODS
This study investigates the benefits of BIM

application in Iraq. The data were collected by using field
survey through design a special questionnaire for this
targeted delivery it to the professionals working in the
construction project field. Respondents illuminated their
views in a set of points in the questionnaire where 300
copies of questionnaires were distributed but the total
return was only 273 copies with a response rate 87.7%
with 11 incompletes copies, so, the final number of copies
15 262. The questionnaire built-in two main parts.

Part 1; Respondent information: This part comprises
general information concerning the respondent.

Part 2 ; BIM protentional benefits: This part mcluded a
list of the benefits of BIM. This part contains 24 closed
questions designed by the 5-Likert scale (Likert, 1932).
The scale is (Extremely high benefit, high benefit,
moderate benefit, low benefits, extremely low benefit).
Each respondent was mvited to give a degree of measure
to each question according to what he/she believes within
the environment of the Iraqi construction sector.

After the collection of the questionnaires, they were
arranged, unloaded and analyzed using the Statistical
Packaging for Social Science (SPSS) Software Version 24.

Statistical analysis: A set of quantitative statistical
techniques have been used to analyze the questionnaire

data to obtain a comprehensive view of the opinions
obtained from the specialists in Traqi Architectural
Engineering Construction (AEC) regarding the subject of
BIM potential benefits. These statistical techniques will
be clarified.

Descriptive statistics: Descriptive statistics can be
defined as statistical methods aimed at summarizing data
organizing data and simplifying data (Gravetter and
Wallnau, 2016). Descriptive statistics that have been used
are central tendency measurement and variability
measurement.

Relative Tmportance TIndex (RII): One of the
techniques used in the analysis of data is the Relative
Importance Index RII and the purpose of its use 15 to give
a rank for each item in a particular part n the
questionnaire. The equations:

RII = DA (1)
(AxIN)
RII = 5(n;)+4(n, )+3(n, H+2(n, o, 2)
5(n,+n, +n,+n,+n,)
Where:
W = The weight given by respondents for each

compoenent (ranging from 1-5)
A = The highest weight (which equals 5)
N = The total number of respondents
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RESULTS AND DISCUSSION Table 2: The respondent’s profile
Information about categories Percentage
. . . Work sector
General information for respondents: The demographic Public sector 79
characteristics of target respondents shown in Table 2. Private sector 14
Public and private together 7
. . Gender
RTI For BIM potential benefits: A value of RIT for each  pa00 60
item was calculated to obtain the rank of the single item Female 31
within the rest of the items. ‘;Ogg(()years) ’s
Table 3 shows the mean and standard deviation 31-40 51
values for items and the resulting final ranks for each item. 41-30 18
The results showed that “Saving on the cost of the  Morethansl 6
T . . . Academic qualification
proj gct s the hlghest potenpal bepeﬁt from . B.IM Diploma 3
application according to the point of view of specialists Bachelor 80
with (RII = 87.863, mean = 1.61, SD = 0.777). This result is gihﬂ];tef 1012
consistent with the Iraqi construction projects Suffer. from e 1
cost overruns due to several factors (Al-Ageeli and Specialization
Alzobaee, 2016) who mentioned these factors. Architect 4
: . : : Civil Engi i 52
The potential BIM benefit which was in the second v enameerng
. i ; . ] Electrical Engineering 24
rark 18 “Provide high-quality and fast data documentation Mechanical Engineering 12
system” with RIT = 87.023, mean = 1.67, SD = 0.786. This Other 8
result can be considered acceptable according to the g;;ge(r‘]()b) 1
exposure of many projects after the war and security Consultant 9
conditions to the loss of partial or complete Project Manager 10
documentation of the project in addition to the existence ~ Site Engineer 30
. Contractor 12
of problems related to the documentation system Other 5
itself and on the other hand tlus result agree with Practical experience (years)
(Abdul-Kareem, 2017) who recommended by the need to ;510 gg
exist and apply .Inform.atlon Tech.nology. IT m the fieldof ;5 17
documentation in Iraqi construction projects to overcome 16-20 17
these problems. More than 20 12
Table 3: Rank of BIM potential benefits depending on RII, Mean, 8D
No. BIM potential benefits Mean SD RII Rank
Rl The ability to visualize the building with different details from different angles and 1.82 0.889 83.969 9
better representation for complex buildings details
B2 Tncreased design efficiency by the ability to sirmlate the design model 1.85 0.866 83.130 10
R3 Digital virtual construction enables rapid anatysis of various performance scenarios 1.96 0.888 81.450 14
related building
B4 Link cost, time and other variables to the unified design model 1.74 0.848 85.344 6
B5 Facilitate cooperation between the different stockholder of the project such as the owner, 1.73 0.860 85,725 5
designer, contractor and others to expand the area of interest in several aspects
B6 Tmproving the productivity of estimating the quantities of the project 1.77 0.817 84.733
R7 Support decision-rmaking by providing a reliable database for all parts of the project 1.9 0.878 82.137 11
B8 Saving on the cost of the project 1.61 0.777 87.863
B9 The high flexibility offered by the BIM design, so that, the change in a particular
location of the design followed by automatic change in all variables associated with it 1.97 0.918 80.687 17
R10 Detection of design errors and conflicts between different disciplines at early time and 1.7 0.822 85.954 4
minimizing rework
Bl1 Enhance customer satisfaction 2.16 0.974 76.947 23
B12 Analysis of the building in terms of energy 2.12 1.001 77.634 22
B13 visualize the scheduling of the project this has a role in facilitating the coordination 1.79 0.783 84.427 8
project processes and steps to reach an expected result
R14 Provide high-quality and fast data documentation system 1.67 0.786 87.023 2
R15 Minimize construction waste and manage it well 2.00 0.920 80.763 16
R16 Develop risk management and minimize risks as well as site safety planning and 210 0.991 77.934 21
reduce accidents
B17 Improved construction communication management 2.17 0.947 76.718 24
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Table 3: Continue

No. BIM potential benefits Mean SD RIT Rank
R18 Tncrease the delivery speed and finish of the project 1.92 0.925 82.061 12
R19 Easy and quick access to any details or sections of the building 2.00 1.041 79.924 18
B20 Increase productivity and quality of the project 1.93 0.914 81.832 13
B21 Minimize change orders 1.69 0.825 86.107 3
BR22 Tncreased efficiency of procurement by processing accurate quantitative data as well as 1.93 0.871 81.374 15
identify the plan and times of purchase
B23 Better maintenance management and technical accessories during the life of the building 2.06 0.929 78.779 20
B24 Enhanced location logistics plans and better site equipment management 2.03 0.960 79.313 19

The third potential benefit of BIM 1s “Mmimize
change orders” with RII = 86.107, mean = 1.69, SD = 0.825
that change orders have a role in increasing the cost and
time of the project. This result is in line with (Nazar, 2014)
findings of the benefits of BIM.

CONCLUSION

According to Tragi professionals views the first
benefits of using of BIM 1n Iraqi construction projects are
saving on the cost of the project, providing high quality
and fast data documentation system was minimizing
change orders.

RECOMMENDATIONS

In order to increase the level of knowledge in BIM, it
is recommended that many seminars and conferences be
held which in consultation with the experts in the field of
construction projects on the other hand to raise the skill
level of engineers it is recommended to provide training
programs in govermment centers and institutions. Building
and supporting academic projects as well as encouraging
researchers in the field of BIM which will facilitate the
transfer of expertise and information from the world.
The government must play a vital role by providing the
main gudelines to mstitutions in its transition toward
BIM.
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Abstruct: Ketosis or acetonemia 1s a common metabolic disease of adult cattle which breeded and managed for
high production during early lactation period and late gestation. It mainly oceurs in dairy cattle that stop using
carbohydrates as a source of energy, instead depending on body fats for fuel to meet their energy requirements
of lactation. Mobilization of body fat to the liver releases a high rate of ketone bodies. These bodies diffuse
across the cell membrane to supply the body with alternative sources of energy to meet their needs of lactation.
These ketones are acetone, acetoacetate and B-HydroxyButyrate BHBA | the body gets nd of them in the urine,
fresh milk and exhaled breath. One of the best prevention methods is to detect the acetone level in exhaled
breath during Subclinical Ketosis SCK before appearance of clinical signs of ketosis. Based on the above, this
study proposed a new design of remotely detection system for ketosis proactive in dairy cattle. When the
acetone 1n exhaled breath 1s exceeding a certain level from an identified cow, SMS message will be sent
automatically to the responsible person. This message includes the cow’s RFID reader tag number and its high
Acetone level. The proposed system includes Global System for Mobile communication (GSM) with Subscriber
Identity Module (SIM) card connected to the ardumo umt to allow SMS message sending. Fast and accurate
response with ability of remotely monitoring and messaging 1s the main merits of the presented system.

Key words: Ketosis, dairy cattle, acetone sensor, adaptation circuit, arduino UNO, GSM, SIM, SMS, flowchart,

mvestigation

INTRODUCTION

Under normal conditions, there is low concentration
of ketone bodies in the blood and exhaled breath but in
times of stress (e.g., transition period coupled with
starvation) dairy cows are forced to mobilize body
fat to meet their glucose needs. An elevated blood
p-HydroxyButyrate (BHBA) »1.2 mmol/L. leading to Sub
Clinical Ketosis (SCK) that are characterized by absence
of clinical signs. Thus, veterinarians and farmers have
difficulty finding the affected arumal (Elliott-Martin ef al.,
1997).

Determmation of acetone level in exhaled breath was
employed as the indicator in the early diagnosis of SCK as
it is considered an important endogenous byproduct of
the Negative Energy Balance (NEB) and has special odor
which can diffuse through the pulmonary alveolar
membrane that separates the air in the alveoli from the
blood because it 13 a very thin barrier. This breath
detection might offer advantages over the current urine or
blood analysis, especially for the farmer and the animal
itself (Dobbelaar et al., 1996).

Many research studies are focused on analyzing the
samples of breath and offering a desired action based on

analysis result to the parameter under test, A developed
devise is proposed for nasal breath sampling in dairy
cattle (Elliott-Martin et al, 1997), this study showed the
possibility of recognizing between the healthy cows and
cows with SCK. A multi-functions monitoring and
protection system design is proposed by Attia (2016)
whereas a new system in proposed by Attia and Ali (2016)
for continuous monitoring and protection activities for
any gas leakage using a certain type of gas sensor. The
study of Dobbelaar et al. (1996) focused on analyzing the
levels of acetone concentration in cattle through selecting
four healthy cows based on non-mvasive method. The
study by Weng ef al. (2015) focused on evaluating the
level of alcohol in a sample of breath that offers a suitable
protection step against the driver who exceeds the
acceptable alcohol level at which the driver is still
consclous with quick driving reactions. Different
system methodologies are proposed by Attia et al. (2017),
Attia et al. (2016a-c), Attia and Getu (2015), Getu and
Attia (2015) and Takruri et al. (201 6) in which the process
of the wirelessly monitoring for the related parameters is
adopted to have correct decisions.

Based on the mentioned above of the different
methodologies for acetone, alcohol and gas monitoring

Corresponding Author: Hussain A. Attia, Department of Electrical, Electronics and Communications Engineering (EECE),
American University of Ras aAl Khaimah (AURAK), Rss Al Khaimah, UAE
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systems, beside the merits of the non-incentive testing as
well as the early high acetone detection with wirelessly
messaging ability, this study proposed a detailed
electronic design with 1mplementation steps and
performance mvestigation of a new remotely individual
detection system for the case of high acetone level
cattle.

The proposed system is working on monitoring the
SCK and sending individual SMS message to the
responsible person about each case of high acetone level.
The presented system includes a certain acetone sensor,
a suitable adaptation circuit, Global System for Mobile
commumication (GSM) type SIMBOOL, RFID reader type
RC522 and arduino UNO umt.

MATERIALS AND METHODS

Early detection advantages of acetoneemia in cattle: One
third of dairy cows may be affected by some form of
metabolic disorders during the transition period, dry
period or shortly after calving. Ketosis is considered one
of the important and common disorders that can act as a
primary disease or as a risk factor for other serious
diseases such as mastitis, metritis, retained placenta
and displaced abomasum. Ketosis is preceded by SCK
before the onset of its symptoms which 1s characterized
by a high concentration of B-HydroxyButyrate (BHBA)
>1.2 mmol/L, which equivalent to 2 part per million ppm of
acetone m exhaled breath while concentrations that reflect
climcal ketosis 15 »3.0 mmol/L.

Momitoring strategies of the livestock especially
during these critical periods consider as proactive action
to provide opportumty for mvestigation and fast
mtervention to avoid the consequences and the economic
losses due to treatment, reduced performance or
death. In addition, the treatment of related mfectious
diseases or metabolic disorders is seldom successful
(Dobbelaar et al., 1996). The proposed system enables the
vetermmarian and even the herdsman to diagnose the herd
(closely and remotely) without need for the difficult and
unavailable traditional methods that are either tume
consuming or requiring expensive equipment and skilled
personnel while the proposed system i1s rapid, easy,
low-cost and non-invasive (Weng et af., 2015).

Proactive detection system discription: Figure 1 shows
the main block diagram of the proposed system. The
detection block is represented by a specialized acetone
detector; The selected detector for this function is TGS
822. Detector’s location environment condition and the
period of taking enough breath samples should be

~r
Acetone Adap.
Lo GSM
sensor ":|c1r;u1te|:"> Micro > and SIM ‘l
et
’ N controller
Radio Arduino =>| Personal
Frequency=:> UNO Computer
Identifier PC)
(RFID)
reader

Fig. 1: Block diagram of the proactive detection system

Ve \Y
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100
v, kQ
+5V
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Fig. 2: Adopted acetone sensor; Physical view and the
electrical circuit

considered for ideal testing conditions. An adaptation
circuit is designed and simulated to have a suitable range
of voltage vanation with respect to the detected acetone
level. The adapted voltage is entered to the
microcontroller unit (Arduino Uno) in addition to the
information of the Radio Frequency Tdentification (RFID)
reader. RFID reader 13 designed in the proposed system to
recoghize each cow individually by fixing the RFID tag at
suitable location of cow body based on the physical
arrangement of the barn. The acetone level after detection
and voltage adaptation will be evaluated and compared
with the set value of acetone limit (2 ppm). The cattle have
more than this limit of acetone that will be detected as
proactive ketosis indication. The flowchart of the
designed program will be explammed in the next section.
Based on the program process when the detected acetone
level of an 1dentified cow 1s moere than the set value, SMS
message will be sent via GSM card to the responsible
person, this message includes the alarm states that the
identified cow has high acetone level. This test and SMS
message can be repeated for any cow which has another
RFTD tag. More details and the history of all messages are
recorded and can be shown through the cormected
personal computer.

RESULTS AND DISCUSSION

Acetone sensor and adaptation circuit: The adopted
sensor for acetone detection 1s figaro TGS 822, Figure 2
shows the physical view and the electrical circuit of the
selected acetone sensor. Figure 3 shows sensor behavior
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at normal humidity through the testing records of thus
sensor which 1s considered from (Thati ef al., 2015). As
shown in Fig. 3, the sensor output voltage is varying
from 0.12-0.37 V for acetone concentration from 1-10 ppm
of a breath sample. Based on the literature studies
(Weng et al, 2015, Rydosz, 2015), the acetone
concentration more than 2 ppm in exhaled breath
sample is evaluated as high acetone level indication.
Due to the sensor output voltage 1s in a low voltage
range to have effective momtoring system, this range
should be adapted for easy recognizing by microcontroller
unit.

The designed adaptation circuit mn this study 1s
represented by amplifier circuit with amplification gain of
13; Fig. 4 shows the simulation and a certain result sample
of the designed amplifier. Table 1 shows simulation
results for different input voltages with respect to related
acetone concentration level in ppm whereas, Fig. 5 shows
the behavior of the amplifier circuit for range of acetone
concentration. Congidering the collected results, the user
can set the himit of acetone at which the dairy cattle
addressed as cow has high acetone level.

1 2 3 4 5 6 7 8 9 10

Acetone concentration (ppm)
Fig. 5: Amplifier  behavior of different acetone
concentration

A

Fig. 6: RFID reader type RC522 RFID module

Table 1: Simulation results for different input voltages at different Acetone
concentration

Acetone cons. (ppim) Sensor V, (V) Amplifier (g=13) V, (V)
1 0.120 1.560
2 0.180 2.340
3 0.200 2.600
4 0.220 2.860
5 0.260 3.380
6 0.300 3.900
7 0.320 4.160
8 0.360 4.680
9 0.365 4.745
10 0.370 4.810

Radio Frequency Identificatio RFID reader: The module
type of RFID reader 13 RFID RC522 i which the
integrated circuit is working on identifying the ID tags via.
contact-less communication process. Figure 6 shows the
selected RFID reader with two ID tags of different shapes.
This moedule 15 working by 3.3 V, the operating frequency
13536 MHz and the operating temperature range is
from 40-85°C (Attia and Takruri, 2016).

Arduino Uno: The microcontroller unit which 1s selected
to process and control the proposed system activities is
Arduino Uno. Figure 7 shows the terminals arrangement
of the umt which mcludes different types of input
and output terminals, digital termmals which can be
programmed as input or output. Other terminals are
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Digital ground
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Fig. 7: Micro controlling unit (Arduine Uno)
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Fig. 8: Global System for Mobile Communications (GSM)
module type SIMEOOIT, GSM Module

dealing with analog voltages of 0-5V range: these
terminals can be programmed to work in input or output
mode. About 10 bits is the accuracy of the conversion
(Boxall, 2013).

Two analog voltages are entered to the Arduino unit:
first analog voltage enters through (Al) and represents
the level of monitored acetone. The second analog
voltage enters through (A2), it represents the set value of
the acetone limit.

Global System for Mobile mmunications (GSM): Global
System for Mobile Commumication (G3SM) 18 a standard
developed set of 2G and 3G mobile generations which is
developed by European Telecommunications Standards
Institute (ETST) (Pavithra and Srinath, 2014). Figure 8
shows the physical shape of the selected GSM card wlich
module is STM800L. The function of this card is sending
and receiving (messaging) the required SMS message
between the arduine unit and the responsible person’s
mobile.

Flowchart of the proactive detection system program: The
flowchart of the proposed system program which 1s

=

value (V)
[ Bnter acetone level value (V) ]

No

Yes

Fig. 9: Flowchart of the proposed diagnostic system

uploaded in Arduino Uno umt s shown m Fig. 9 as
shown in the flowchart, the process is started by
initializing the ports of the unit based on the required
actions. The next step 18 entering the setting value of
acetone limit at which or more the breath sample is
considered as it has SCK mdication. The setting of this
value 13 affected by the physical arrangement of the test
location and this value should be adjusted by expertized
persor.

The adapted voltage of the sensed acetone level is
entered to Arduine unit as a second analog voltage: this
voltage will be compared with setting value. The
comparison result determines the next step. The result is
either the acetone level which is lower than the setting
value or greater. In first option, other test will be checked,
whereas 1n second option, RFID reader 1s activated to
identify the tag number of the cow which has high
acetone level, then a certain SMS message will be sent
automatically via. the SIMEOOL GSM to the responsible
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) Enter message

Fig. 10: System implementation: a) Whole system and b)
Mobile and personal computer screens zoom in

person’s mobile. This message includes the tag number of
the cow under test in addition to alarm stating that this
cow has high acetone level.

This program process will be repeated for other
cases considering that each case has special tag number.
For history recording, a personal computer 1s required.
Figure 10 shows the implemented system in addition to
the mvestigation of a two cases of different RFID tag
numbers.

CONCLUSION

By considering the importance of the proactive
detection of the ketosis in dairy cattle and to take the
quick necessary actions, a new remotely monitoring and
alarming system design and implementation is done in this
study for early detection of SCK in dairy cattle. Detailed
design steps of the proposed system are explained and
shown including RFID reader, SIM&00L GSM with
Subscriber Identity Module (SIM) card and Arduine
Uno unit as controller. Personal computer 1s included in
the system for data saving ability for all of previous
cases. The proposed system 1s characterized by fast
automatically messaging to the responsible side. The
presented research offers a promising choice in the field
of proactive ketosis detection in dairy cattle.
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Abstract: Investigations in Niger delta adjacent to Termit basin, Niger has widespread occurrence of radioactive
sands. About 34-45% of producing wells contains this anomaly which 13 misinterpreted as shales in
petrophysical analysis, specifically from Gamma Rray (GR) log. This causes potential pay zones to be
overlooked unless revaluation of conventional logs is done. A four-step approach is established to define
existence of radioactive sands and identifying source of radioactivity based only on conventional wireline logs.
Targeted radioactive sands for the research are hydrocarbon bearing. Methods starts with identifying mudcakes
in shale lithology lavers detected by GR log and cross-referencing with neutron-density (NPHI-RHOB)
crossover. By interpretation of NPHI-RHOB crossover and identifying high values in resistivity log,
hydrocarbon zones are 1dentified focussing specifically on shale layers with mudcake. Hydrocarbon zones
detected as shales contradicts with mterpretation as mudcake only sticks on porous and permeable layers
specifically on sandstone not shale. To confirm interpreted radioactive sands, NPHI vs. RHOB cross plot is
done to identify lithology. This is followed by radioactive source identification by evaluating spectral gamma
ray to determine potential source. Lastly, thorium vs. potassium cross plot 1s used to identify specified minerals
present which contributes to lugh radicactivity. Approximately 25-30 m of accumulated pay zones were found
within all five wells. Methods mentioned is to re-evaluate wells in the system without any additional logging
tools. The study is to facilitate the development and improve interpretative procedures that might lead

to cost-effective re-completion of lndden reservoirs within the same producing system.

Key words: Reservoir characterization, radioactive sands, Termit basin, procedures, reservoirs, hidden

INTRODUCTION

Conventional interpretation based on petrophysics
analysis plays an important role especially in reservoir
volume calculation. Volume estimation would affect in
choosing potential prospect for development. A problem
related to volume estimation is misinterpretation of pay
zone thickness.

The neighbouring region of Termit basin is the Niger
delta which 1s located on the southem section of Nigena.
Several investigations were carried out from 1971-2012
which confirms that there 1s wide spread occurrence of
radicactive sands in the Niger delta (Chudi and Simon,
2012). Amongst the wells drilled 55-70% are hydrocarbon
bearing zones. Out of the producing wells, 35-45% are
believed to be radicactive with thickness ranging from
3-10m (Chudi and Simon, 2012). The mentioned literature,
highlights the importance of identifying radioactive sand
layers.

Radiocactive sands which have potential as reservoirs
are overlooked as shale using Gamma Ray (GR) logs.

Presence of radioactive minerals and clays would give
high radicactivity leading the GR log to detect these
sands as shale. This causes many potential sandstone
reservoirs to be overlooked. From the statement, two main
objectives can be set. First 1s to define the presence of
radioactive sands m well log and second 1s to identify the
source contributing to radicactivity.

The best way to identify radioactive sands 1s by
analysing thin sections but in the scenario where only
well logs are available, a four-step approach can be used.
The paper presents examples of reservoir characterization
on radicactive sands from Koala field, Termit basin of
Niger which includes 5 wells. Tt discusses the
methodology using analysis of only conventional well
logs.

Geological setting

Regional geology: The mesozoic plate tectonic has
contributed to the development of the West and Central
African Rift System (WCARS) during the opemung of the
Atlantic Ocean via. the benue trough and shear zones

Corresponding Author: Muhammad Syafiq Zainal Malek, Department of Petroleum Geosciencet,
Universiti Teknologi PETRONAS (UTP), 40150 Seri Iskandar, Perak, Malaysia
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Fig. 1: Location of Termit basin and tectomie settings in the Central-Western African rift system (Liu ef al., 2015)

cutting Cameroon (Faithead et al., 2013). Accordingly, the
Cretaceous-Paleogene rifts of Niger, Chad and the Central
African rift (C.A R ) resulted in large part of a geotectonic
continuum of the WCARS (Fairhead et ol , 2013; Liuet al ,
2012). The rift extends to a length of 4000 kkm which starts
from the Gao Trough in Mali to the Anza basin in Kenya
(Cratchley et al., 1984). WCARS system 1s subdivided
into two coeval Cretaceous genetically related but
physically separated rift subsystems which are the West
African rift Subsystem (WAS) and Central African rift
Subsystem (CAS) shown m Fig. 1. The mam difference
between the two subsystems is that WAS is filled by
thick sequences of non-marine and marine Cretaceous to
Tertiary sediments, however, the CAS 1s filled by virtually
all cretaceous continental sediments (Genik, 1993).

Termit basin: Agadem block is part of the Termit basin
and koala field 13 in the eastem flank of the block.
According to the Agadem Field Development Plan (FDP)
report, hydrocarbon in Niger is in two large sedimentary
basing which are Lullemeden basin in the west and the
Eastern (Chad) basin in the east which covers 90% of the
national territory.

Termit basin basement 1s Precambrian while the other
components: Donga, Yogou, Madama Upper
Cretaceous, Sokor-1 and 2 of Paleogene and
NeogenetQuartenary (N+Q). The lower Cretaceous

is

thickness is approximately 5000 m and was continental
coarse fan delta, underwater fan and lacustrine facies.
However, Upper Cretaceous which composes of Donga
and Yogou formation was of marne environment while
Madama was under the continental environment (Gemk,
1992, 1992). This was proven by the lithologies found.
Figure 2 shows the geological profile of formations found
in Termit basin.

Termit basin is individualized during early Cretaceous
and belongs to the northern intracration of the Western
African Rift Subsystem (WARS) (Farrhead ef al., 2013).
According to well report, it has been proven that an
abundant oil-generation kitchen by drilling was
discovered in seven fields surrounding the Koala field
area. The o1l and gas discovered have been made mn the
Eocene reservoirs on tilted fault blocks and uplifted horst
blocks in the Agadem block, the central portion of Termit
basin. Neponto Regency capitalized in Bontosunggu has
wide are or 837,99 km, and divided into 113 village and 11
subdistricts. Jeneponto Regency has main commodities
such as agriculture, pleantation, agriculture, fishery,
livestock and service sector. Mam commodities of
agriculture are corn, soybean, potato, banana, pmeapple,
sweet potato and cassava. Main commodities of fishery
are fishery catch, fresh water pond culture, sea culture
and brackish cultivation. Main commodities of livestock
are cow, sheep, goat, buffalo and horse. Main commodity
of service are culture and nature tourism.
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Fig. 2. a) Map of the Agadem permit area in the Termit basin, SE Niger and b) The geological profile of Termit basin
(Bottom) (S = Sseal, R = Reservoir, SR = Source Rock) (Liu et al., 2012)

Petroleum system: Termit basin petroleum system 1s in
the in upper Cretaceous and Paleogene (Fairhead et al.,
2013; Genik, 1993). The formation ranges involved are
Yogou to Sokor-1 and -2 systems. Eocene and Upper
Cretaceous sandstones are the main reservorr intervals
found in Termit basin. The main oil discoveries occur
mainly in the Eocene reservoirs while the source rock and
the seal are from the upper Cretaceous and the Eocene
marie and lacustrine shales (Gemk, 1993; Harouna and
Philp, 2012).

There are two main oil groups classified in WCARS
The first 1s derived from marime-paralic source while the
second 18 from lacustrine source. Umique geological
features are established to have 5 types which are source
rocks, reservoir rocks, regional caps with controlling
factors, major play types and favourable accumulation
zones 1n passive rift basin (Fairhead et al., 2013). The
petroleum geology of Termit Basin (Wan et al., 2014) are
made of:

*  Reservorr rock: upper member of Yogou Formation
and sandstones from upper Paleogene Sokor-1
Formation (dominant)

¢+ Sowrce rock: principal source rock are in Yogou
formation and Lacustrine mudstone in Sokor-1
formation

¢ Seal: regional top seal from Sckor-2 paleogene
formation and intraformational mudstone seal from
upper member of Yogou formation

Radioactive sands occurrences: Gamma Ray (GR) log
responds based on the concentration of radioactive
matenials contamned in the rock adjacent to the borehole.
Enough energy 1s emitted by the rock for the GR tool to
detect. The three-main usage of GR log is well correlation,
lithological identification and as shaliness indicator. GR
has lugh affimty for radioactive minerals like Thorium

(Th), Uranium (Ur) and Potassium (K40) which are
contained in shale and flag off as high radicactive counts
in the log while sands is vice-versa. In the case of
sediments originating from nearby gramtic highland,
sands and gravels found usually consist of high
concentration zircon or maybe highly arkosic (high
feldspar content) with high potassium content. From the
explanation, the question that arises 1s whether natural GR
log can be used as a sole discriminator for sand/shale or
reservoir/non-reservoir and how it impacts in choosing
reservoir tops or base for net pay calculation. In some
cases, clean sandstone can produce high GR response if
the sand contains potassium feldspar, glauconite, micas
or uranium rich water which is known to be radioactive
sands or hard sands. The challenge present in this case is
how net sand 1s defined and what constitutes valid criteria
for differentiating net reservows from non-reservoirs.
Tdentifying radioactive sands can increase potential pay
zones which 1s important for prospect evaluation

The aim of research: This study conducted research
based only on conventional logs with the objectives of
defining existance of radicactive sandstone and
identifying the source of radioactivity.

MATERIALS AND METHODS

The methodology conducted in the study area
consist of Field Development Plan (FDP) report, 3D
seismic data and conventional wireline logs. For this
evaluation only the FDP reports and wireline logs were
used. Software used was Interactive Petrophysics (IP) by
LR synergy for petrophysics analysis. The following
steps were carried out for the study:

Phase 1: Interpreting and analysing data of the study area
based on the regional geology with petrophysics analysis

5124



J. Eng. Applied Sci., 13 (13): 5122-5130, 2018

and formation identification based on the stratigraphic
column. Termit basin basement is Precambrnian while the
other components: Donga, Yogou, Madama, Sokor-1,
Sckor-2 and NeogenetQuartenary (N+Q) is Lower
Cretaceous. The focused formation of study 1s on Sokor-1
formation which has complete petroleum system.

Phase 2: Evaluation of radioactive sands based on
conventional petrophysics data from the wireline
logs.

M1: Comparison of gamma ray log with calliper log along
with density and neutron density logs. This is to identify
presence of mudcake and sections with hydrocarbon as
well as determining the facies.

M2: Analysing assumed layers through neutron-density
(NPHI vs. RHOB) cross plot to confirm defined layers of
radioactive sands.

M3: Interpretation of source of radicactivity using
spectral gamma ray (uranium, thorium and potassium).
Observation on the increase of each mdividual spectrum
indicates different causes of radicactivity.

M4: Identifying contributing minerals using potassium
vs. thorium cross plots (Spectral Gamma Ray (SGR)
components) to determine the specific mineral causing
radioactivity in the sands.

RESULTS AND DISCUSSION

Sandstone interval identification: Interpretation of the
sandstone interval was identified from three major traits
which are from Gamma Ray (GR) log, resistivity log and
neutron-density log. In the GR log, American Petroleum
Institute gravity (API) range set for sandstone is 0-75
where 2 types of lithology were set which are clean
sandstone (0-40 API) and fine sandstone (40-75 API).
Siltstone was set at a range of 75-100 APT while shale
ranges from 100-150 API. Resistivity of the layers will
indicate the potential content of the respective layers
whereby high resistivity usually indicates oil or gas
(hydrocarbon). In addition, the gap between deep
resistivity log and shallow resistivity log will indicate the
permeability of identified layers (the bigger the gap, the
higher the permeability of the layer). Comparison between
the Neutron density Hydrogen Index (NPHI) log as well as
the density (RHOB) log indicates low values in both fields
for sandstone while shale would have lugh values.
Interpretation of sandstone interval is shown in Fig. 3.

Radioactive sandstone interval identification: Ml
comparison of gamma ray log with calliper log along with
density and neutron density logs. Tnitial interpretation of
radicactive sands which are hydrocarbon bearmng was
seen in the three major aspects. An indicator is from
gamma ray log respond where it suggests shale lithology
but 1s seen to have presence of mudcake detected by the

Koala E-1
DEPTH I8 5600 TH002

Seen as
sandsione

of fovmation

vesistivity and shallow
indicates permeability

s i B 0 L N ST PR

NPHI vs RHOB
Indicates sandstone
lithology

Fig. 3: Example of chosen sandstone interval based on Koala E-1 well
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calliper log. Mudcake may indicate formation swell and
flow (swelling of shales) into borehole or presence of
porous and permeable formations which is a characteristic
of sandstone.

To further confirm this analysis, observation from the
crossing of NPHI log and RHOB log is used. Cross over
may either be hydrocarbon presence or lithological
differences of scaling effect. Besides that, NPHI and
RHOB log will have low value in sandstone layers. To
further confirm presence of hydrocarbon zone, the
resistivity log illustrates high value together with obvious
separation between shallow and deep resistivity log (high
permeability). These three indicators give the first
evidence for defining radioactive sands with
hydrocarbon. Figure 4 shows examples of radioactive
sand interpretation for two zones of Koala CE-1 well.
However, zone 7 shows more promising in hydrocarbon
bearing potential as the permeability is much higher than
zone 6.

M2; Analysing assumed layers through neutron-density
(NPHI vs. RHOB) cross plot: The neutron-density cross
plot function used for the mterpretation 1s Schlumberger
Neutron-Density Raw Rhob = 1.1 mode which includes
three lithology reference lines which are sandstone
(quartzite) line, limestone line and also the dolomite line.

From Fig. 5, the interpreted radioactive sand layers from
the previous section is plotted to further confirm that it is
sandstone. Plotted points that fall on the sandstone line
verifies that the layers are radioactive sands and not
shale. Zones where plots do not fall on the sandstone line
are automatically removed as they do not fulfil the
characteristics of sandstone. In addition, the referenced
lithology lines do include the range of porosity for the
zones, in the example it is seen that the interpreted
radioactive sand zones range from 25-45% porosity.

M3; Interpretation of source of radioactivity using
spectral gamma ray (Uranium, Thorium and Potassium):
After conforming the radioactive sands, spectral gamma
ray analysis is studied to identify the source of -1
radicactivity. Three common naturally occurring
radioactive elements i rocks are uramum, potassium and
thorium. Analysis of spectral gamma ray which consist of
the three mentioned spectrums each has different
indication of the source of radicactivity. Increase in
Thorium reading as seen in Fig. 6 indicates the presence
of clay minerals and/or heavy mmerals, e.g., kaolinite,
illite, smectite and chlorite for clays and monazite and/or
zircon (found near granitic lighlands in unconformities or
erosional surfaces) for heavy minerals. Uranium increment
is associated with phosphates and organic compounds
(shales, plants, shell fragments, euxinic environments). An

Koala CE-1
DEPTHATEN - DO

Seen as shale or
siltstone

NPHI vs RHOR Indicates
sandstone lithology

Fig. 4: Radioactive sands interpretation based on present of mudcake with comparison of gamma ray results and

NPHI-RHOB crossing n Koala CE
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Fig. 5: NPHI vs. RHOB cross plot indicating the interpreted radioactive sands as having characteristics of sandstone

Fig. 6: Spectral gamma ray-thorium spectrum increase 1n interpreted radioactive sands layer 6 and 7 in Koala CE-1 well
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Fig. 8: Spectral gamma ray-potassium spectrum increase in interpreted radioactive sands layer 7 in Koala N-1 well

Table 1: Summarizing gamma ray spectrum and radioactive source

Spectral gamma ray Source indicator
Thorium Heavy minerals
Clay minerals
Uranium Organic compounds
Phosphates
Potassium Presence of mica
Presence of K-feldspar

example of increment in uramum reading can be seen in
Fig. 7. In addition, sometimes increase in the Uramum

reading 1n the sandstone layer 1s due to water saturation
where the water 1s washed out from the shale layer
beneath the sandstone thus resulting in the presence of
uranium rich water. On the other hand, increase in
potassium reading in radioactive sands is due to high
mica content and/or K-feldspar mineral as seen in Fig. 8.
This relates to sediments originating from nearby granitic
highlands. Table 1 summarizes each mdividual spectrum
and its potential source referred from Chudi and Simon
(2012).
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M4; Identifying contributing minerals using potassium
vs, Thorium cross plots (spectral gamma ray
components): The potassium vs. thorium cross plot is
divided mto 9 types of mineral zones. Clay minerals in the
range are kaolimte, montmorillomte, chlorite, mixed layers
(corrensite and rectorite), illite and muscovite. The
balance three are glauconite, biotite and orthoclase. These
minerals are said to have significant radioactive
characteristics. Glauconite which is also known as green
sand is deposited in continental shelf marine environment
with slow rates of accumulation. Biotite is considered as
a common phyllosilicate mineral within the mica group.
Also known as “Black mica” as opposed to “White mica”
(muscovite), 1t 1s found in igneous and metamorphic
rocks. Orthoclase is an important tectosilicate mineral from
1gneous rocks. Figure 9 shows a good example of the
minerals found in the interpreted radioactive sands which
consist of clay minerals. From the example, the presence
of kaolinite has potential in altering the wettability of the
formation to the extend in some cases from oil-wet to
water-wet. Mineral identification 1s unportant as it helps in
choosing suitable composition for drilling mud, since,
different clay minerals would affect the porosity and
permeability of the reservoirs as well as wettability.
Hence, highlighting the importance of identifying the type
of radicactive minerals.

CONCLUSION

Radioactive sands are a major feature in petrophysics
interpretation and has serious mmpacts to the exploration
evaluation. Tdentification of the true net pay thickness
including radicactive sands is essential for the volumetric
calculation. Tn addition, determining the source of
radioactivity gives better understanding on the
depositional environment and during well development
phase especially in choosing the most suitable mud and
cement composition. This is because suitable mud will
affect the permeability of the formation. By following the
proposed methods, volumetric calculation of the reservoir
and the pay zone can be achieved as well as
accomplishing positive economic values of the studied
area.

From the results, it can be observed that the defined
radicactive sands are seen directly adjacent between
interbedded sands. Thickness of the anomaly ranges from
0.5-3 m which may not be thick but coverage of area 1s
large enough to give sigmficant effect on volume. Source
of radicactivity based on spectral components are
dominated by the presence of heavy minerals seen by the
subjugation of thorium spectrum. This indicates that
radioactive sand interval has clay mineral present. With
regards to minerals present, majority of radioactive sands
consist of kaolimite, montmorillonite, mixed layers
{corrensite and rectorite) and chlorite. Thus, the study
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highlights the geological implication on radicactive sand
concept and its importance. In addition, it shows that
gamma ray sole interpretation is not enough to define
sand or shale sequence, especially in areas which are
highly interbedded. Overlooking net pay reservoirs due to
misinterpretation of radicactive sands could result n
the losing of potential barrels of oil.

The mentioned methods can be used to re-evaluate
the wells in the system without the need of other
additional logging tools. This study illustrates employing
mnproved interpretative procedures that lead to more
cost-effective re-completion of hidden reservoirs within
the same producing system.

RECOMMENDATIONS

Since, the mterpretation of the radicactive sands are
based on petrophysics analysis only, the interpretation 1s
an assumption based on statistical analysis from the cross
plots as well as standard conventional interpretation
from wireline logs. If new wells are explored it is
suggested to execute as Many Sidewall Core (SWC),
Modular formation Dynamic Tester (MDT) and Formation
Multi-Tester (FMT) to increase the understanding of the
well. If there is core data and thin section analysis or
reports, more accurate interpretation can be established.
In addition, from the cross referencing of the core
analysis, petrophysics data and seismic data an excellent
geological model can be achieved.
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Abstract: High Speed Trains (HST) 1s a wonderful way for transporting that raised more attention in wireless
communication system within great speed environments. Numerous experiments of HST till 450 km/h are done
around the world. The investigation of performance for standard structure design is concentrates on mobile
system 1n the urban with respect of speediness. There are more factors that effect on the activity of this system
but the most mmportant effect 1s the Doppler shift frequency which becomes essential factor that corrupting the
performance of the system which increases errors of received signal. The aim of this study is to demonstrate
the robust of the system that is serve in HST by investigate the throughput with the Bit Error Rate (BER) for
the signal that 1s transferred from the antenma and which error will be occurred with the same signal when 1t 1s
received by the user outside or mside the train. The tests are done withun different circumstances and variable
cases in order to measures the powerful of this system. The results show that the system provides a high
throughput with lower BER with variable parameters such as number of antennas, doppler shift frequency and

reference chamnels.

Key words: HST, throughput, BER, reference channel, antenna, frequency

INTRODUCTION

Portable broadband communications have been
widely industrialized for global transportation to reply the
accumulative crowded of programs downloading. So, if
the application still and never changed, these techniques
will not appropriate for the requirements of HST travelers
as the speed is much high and more stimulating for
communication strategies (Luo et al., 2012). Every year,
the contribution of automatic structure in numerous
productions in the domain increases. The method
computerization could decrease energy feeding and
growth source productivity. Tn latest era, many hard
works are done on adjusting the conservative GSM
structure to High-Speed Tramm Commumnication (HSTC). It
15 not easy to support great-data-rate commumcation
services, like “online video or gaming” within HST up to
430 km/h. So, within the fast growth of HST it is required
to cumulative railway controlling data for security
observing and conservation that 18 requests to be
transmitted within HST (Zhang et al, 2014). Also, the
passenger that use mobile phone request more capacity
of the network and more dependable quality without
depend on the position or speediness. Tt can be said that
the current scheme “GSM-R” simply offers a supreme rate
with fewer than 200 kbps. This 1s primarily works for
railway control and cannot to occupy the necessities of
upcoming great data rate transmission (Hiruta ef al., 2009).

So, an innovative wireless system is in request for HSR.
Main think of design for any wideband mobile scheme 1s
the propagation features for the channel. The dependable
and accurate channel model works as the allowing basis
for real-world scheme and challenging of the HSR scheme.
In the real positioning of a wireless scheme, the genuine
network arrangement optimization, ability and everything
are applied conferring to the propagation atmosphere
(Dong et al., 2010). The small scale fading topographies
are critical in strategy which assist designer to made
fading measures. This measure is variable like such as
“Diversity of transmission/reception, error correction
coding and interleaving and equalization procedures”. So,
the structures of HST chammel model meanmingfully vary as
compare with other communication chammel (Cichon ef af.,
1995). These differences originate from the following
specific features of the HSR radio propagation.

Diverse scenarios. HST is regularly located on a
viaduct overpass residential or rural zones. The
transmitter and receiver meet altered channel
surroundings. This vanation contingent on topographical
position, viaduct tallness, antenna location and other
parameters and can be demonstrated in Fig. 1. Channel
environments are categorized to more kinds such as:
“Viaduct, hilly terrain and tunnel (Liu et al., 2012).

Line of Sight (LOS) ascendancy. The modern types of
HST paths are illustrious from conservative outlines by
milder curves, lower chammels and broader channels. Jomnt
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Fig. 1: Vaniable chammel specification with different
situation on HST

with tall antenna, these exterior situations produce a pure
space to commumnicate. Dissimilar urban and interior
situations with in these exterior situations, the specular
L.OS factor is robust and additional multipath
reverberations happen fewer regularly among the mobile
station and base-station.

Great Doppler shift and quick Doppler transition. The
extreme speed of HST is currently 480 km/h. this speed
lead to get “Doppler shift” of 946 Hz at 2.1 GHz. In case of
the base station located remote from the tran sideways.
The chief aim 1s that the “Incident angle™ among the train
and the base station 1s about 90°. So, the base station 1s
frecquently fixed back thirty meter away from train. At once
the train crosses the base station, the angle among the
received signal and the movement route 1s altered quickly
begun with 0° and end with 180°. This will lead to quick
“Doppler transition” (Dimic and Sidiropoulos, 2005).

The meaning of High Speed Train (HST): The lugh-speed
train which is shown in Fig. 2 is a flexible word. In order to
know this survey, it mvolves schemes within the
important features (Biguesh and Gershman, 2004):

*  Trains aimed for continued works between 200 kin/h
to about 500 km/h

that deliver among populace
midpoints or urbanized zones. This service comes
with some temporary end

¢ Trains that normally usage “Semi-permanently”
coupled groups of energy engines and coaches of
numerous structures

*  Trams that ensure dedicate using “Rights-of-way”,
mainly external of stations

¢ Trains that utmost frequently using over-head,
continually “Tensioned catenary™ to take energy to
trains and power engine

¢ Structures that using certain kind of “Automatic
Train Control (ATC)” or “Positive Train Control
(PTC)”

s  Trams services

Base Station (S)
S+1
(Ai+1, Bi+1)
il S+2
'i.." ! (Ai+2,Bi+2)

“Mobilestation " = Route of thetrain

R (x(0), y() s T

Fig. 3: The communication system between HST and
base-stations

The communication system model: Dissimilar commurty
wireless communication scheme, the system of
communication that is design to works in railway is
devoted to spreading and transmitting

information. The “Base Stations (51)” are then positioned

control

alongside the train to assurance high dependability.
When making comparison to the weakening produced by
“Distance and fading”, the result of elevation difference
on received sign 1s of “No account”. In a actual easy
method, the drawing of “Wireless communication system”
for HST 1s shown mn Fig. 3. So, the synchromze order of
entirely base Stations (S) are fixed as a distinct order
{(AL B, (AL By, L (A B (A, B} in progress
(Serbetli, 2008). Within real design, the tracks of the HST
are never continuously straightforward. This 1s because
certain difficulties in the route. These difficulties may
be hills, rivers and woods. The situation of the “Mobile
station (R)” rests on the track within tram. This 1s
signified as a “Continucus time function (x(t), ¥(t))”. The
1th base-stations are active within works m the case as
(Hamdi and Pap, 2010):

(A B)ming(A y(t)) +(Bx(t)) D

1< j=m
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In calculation observation, “Discrete sequence” is a
singular type of “Multi-partition function”. So, the
function for the continuous time of the base station Si
(A, B(1)) 1s (Suraweera ef al., 2010):

(A1), BH) = (A, B)mingf{ Av(0) +(B.x(1)] @

l<i<m

To study the doppler mfluence as shown within
Fig. 2, c(t) and e(t) are definite as™ horizontal acceleration
respectively. This are
associated with topography and period between
neighboering train stations. Within the physical side, the
immediate velocity charted to x, y coordinate while the
path angle is calculated as:

and vertical acceleration”,

v.(t) = [le(t)de ®

v, (1) = [[e(t)dr (4)
8, = arctan {V"(t)} (3

Therefore, the organization of R is moreover stated as
a meaning of acceleration:

x(t) = [ v, (v)de = [ e (6)dbds (6)

y()= [y, (@dr=[ [e(wpoyee 7

Now, the measure of angle among the received signal
and the speed is:

0= arctan(

B(t)-y(t)}_man(vy(t)} (®)
A v, (t)

So, Doppler shift of the straight line of site factor f5
will be written as:

%O (f ©)

AU RACL (10)

So, we can say that the HST situation for the check of
the baseband act 15 “A non-fading propagation channel”
with single tap. Then, Doppler shift 13 known by
Ahmed and Arslan (2008):

f,{t) =f, cosB(t) (11)

f, is represents the extreme Doppler frequency:

D /*"
cosf(t) =——=———— 0<1<D,/"  (12)
DIZTAII'A+(D5/27W)
- +
cosB(t 1D, vt D, /v<t<2D, /(13)

):
\/Dfm+(-l.5Ds+vt)2
cosO(t) = cosO(tmod (2D, /v)) t>2D, /* (14)

The D2 1s the original expanse of the train from base
station. It 1s measures in meters. v is the speed of the train
(Patzold and Nguyen, 2004).

MATERIALS AND METHODS

The hardware component of the system: The hardware
components that are used for sending and receiving the
information via the mobile wireless system in HST can be
shown mn Fig. 4. In this system, the signal will input as a
block of modulation samples in which different types
of modulation will be selected according to channel
case (QPSK, 16QAM and 64QAM). the three types
of modulation 1s shown in Fig. 5. That means when
channel is n healthy condition the 64QAM will be apply
with minimum bit error rate BER while when the channel in

MIMO
o0 ) i
g 2 Elpl.. g| |& | transmitter
5 Z [ & Z S| = EINERS
= Z S @ £l 1] S
on 4 o L L3 2 8.8
= = = O < g =g 153 17
=l |s 2 2 2 g Sty 2plc 5
& =1l S (] £ 8 o B = = 9
= 3|2 15} ) S = = 9 ol |s 2
1N ¥} S o E o) g‘ = S ] b
2 £ =
= SN NG e
w &) ‘494 w =)

Additive white gaussian
Noise+path loss+fading

©

MIMO
receiver

Output
De-modulation
De-coding
P/S conversion
de-mapping
Equalization
Fast fourier
Cyclic prefix
removal
S/P conversion

A __
Analog to digital
conversion

Fig. 4: The block diagram for the communication system
in HST
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bad condition the QPSK will be choose in order to reduce
the BER. When the channel case i3 m the middle, the
16 QAM will be taken in order to minimize the Bit Error
Rate (BER).

After that the modulated signal is moved to a next
block which is the coding then the coded signal enters to
serial to parallel block. Inside this block the signal is
transferred to parallel form. The amownt of parallel
numbers corresponds to the amount of carriers in the
system. Then the parallel signal pass through the new
block which 1s subcarrier mapping in which the number of
carrier will be increased. There are two types of mapping
which are Localized Frequency Division Multiple
Accesses (LFDMA) and Distributed Frequency Division
Multiple Access (DFDMA). These two types of mapping
are shown m Fig. 6.

After that the result signal enters to the important
block which is the Inverse Fast Fourier Transform (IFFT).
Now the signal passes through the very necessary block
which 1s the cyelic prefix block. To explain the need for
this block it can be said that When the OFDM data is
serve to broadcast via. an extensive frequency, the inter

QPSK 16 QAM
H E|ER =
| |
" =n | H =
| H = | " u
| |
H E|E® =N

Fig. 5: The three types of modulation

signal interference is so large. This will destroy the
orthogonally between subcarriers. This will produce
demodulation mistakes and effect in BER. The designers
supplement shield which 18 “Guard Interval (GI)”. Though,
in case of GI is unfilled, the orthogonality among
sub-carriers is never longer obtainable, since of “Inter
Carrier Interference (ICI)” produced by multipath. To
remove the “ISI and ICI”, Cyclic Prefix (CP) 1s put in
OFDM transmission. The altered CP spans could be
working in changed transmission situations (Fig. 7):

A

S

AN
I

Frequency

(a) User 1 User 2 User 3

Amplitude

Amplitude

v

Fig. 6: The two types of subcarrier mapping: a) Localized
mode and b) Distributed mode

@
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2nd delayed version of OFDM symbol
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Fig. 7: The effect of adding or remove CP on the received signal
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Shorter cyclic prefix in normal-cell atmospheres to
reduce the “Cyclic-prefix overhead”

Longer cyclic prefix through risky time dispersion. In
case of high speed train this type of CP 1s used

The process of CP is demonstrates in Fig. 7. In Fig. 7,
we can understand the effect of adding CP to the symbol
and how the signal loss part of the information n case of
remove CP. Then the resulting signal after adding CP will
be return to serial form using the parallel to serial
block.

The signal now returns to analog form in order to
transfer through channel to reach the receiving end. Now,
the wireless channel suffering from three types of
impairments which are frequency, distance and time which
can be illustrated n Fig. 8. The distance impairments can
be divided into three parts which are multipath fading,
shadowing and path loss which is effected on power
transmitted and cause the degradation as shown mn Fig. 9.
From Fig. 10, it can be shown that the data rate of the

Wireless channel
impairments

(Frequency] [Distance] [ Time ]

s ol AN v

Fig. 8: The parts of wireless channel impairments

/L.

2
T

N

signal depends on the quality of the channel because
when the channel is bad then error will be increased and
retransmitted the signal 1s ocourred and the data received
with error will mereased.

Doppler spread is additional chief test for
understanding wireless broadband HST. Particularly for
high speed tramn communication structure that depends
on OFDM. The ligh chamel differences inside one
OFDM  block terminate the orthogonally among
subcarriers that lead to inter-carrier interference relative to
the “Doppler frequency”. The orthogonality means the
peak point of one carrier equal to zero value of all other
carriers. This rule of orthogonality between the carriers
can be shown in Fig. 11.

At this time the signal reach to the receiving end and
all the blocks in the transmitting will be inversed and one

. (@) (b)

1

Power
Quality

A
——Path loss alone
s Path loss and shadowing
=——= Path loss, shadowing and multipath
o
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A >
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Fig. 9: The effect of distance impairments on power
transmitted
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Fig. 10: The effects on channel quality on data rate of signal: a) Transmitted power; b) Channel quality and ¢) Date rate

5135



J. Eng. Applied Sci., 13 (13): 5131-5141, 2018

= Carrier No. 1
== Carrier NO. 2
= Carrier No. 3

— Carriey No. 4

Amplitude

Frequency

Fig. 11: The orthogonal carriers for communication system
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Fig. 12: The simple type of equalization used in

communication system

block 15 adding to reduce the chammel effect which 1s the
equalization block. The purpeose of equalization is to
discover an opposite filter that recompenses the “IST”. So,
the multipath signals turn out to be moved and allied in
time. The simple type of equalization can be shown
mFig. 12.

Tt can be said that the design of the transceiver in the
HST is robust against all types of degradation and errors
that can be occurred due to the high speed and channel
alteration within small period of time. So, the target of
designer is to makes the BER be minimized and the
throughput 13 maximized.

RESULTS AND DISCUSSION

In the HST, the route divided into two cases which
are: the open space (case 1) which 1s the most case that 1s
taken in HST while the other case 1s within tunnel (case 2)
that is occurs within some times for small distance. The
necessary values for simulation are found in Table 1.
After apply the simulation the relations of Doppler shift
with time for two cases are shown n Fig. 13 and 14.

In this study, the first situation which i1s open space
(case 1) is taken in consideration. Tt can be said that a
more amount of base station RRHs exist and dispersed in
equal space or distance along the train-truck. The
distance =Ds with the similar base station number as
shown in Fig. 15

In the beginning, when running the simulation the
trajectory of power m dB with respect to distance for

15004

1000+

-1500 T T T
0 10 20 30 40 50
Time (sec)

Fig. 13: The doppler shift trajectory for case 1 channel
15001
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E
:
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Fig. 14: The doppler shift trajectory for case 2 channel
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Fig. 15: The open cpace (case 1) configuration

Table 1: The value of necessary component in HST simulation with two
cases of channels

Components Case 1 Case 2
D, 1000m 300 m
Do 50m 2m

v 350 kivh 300 km/h
fa 1340 Hz 1150 Hz,

different base stations RRHs which 1s began from the ID
(-1) (RRH,)) that means the train leave this base station
and faraway from this base station therefore 1t can be seen
that thus power 1s low as compared with other base station
as shown in Fig. 16. The trajectory of Doppler shift in (Hz)
with distance m meter for all base station i1s shown
i Fig. 17. Also the trajectory of absolute delay with
relative delay for all base stations 1s shown in Fig. 18.

In this study, the behavior of the lugh speed train
communication system 1s analyses within different cases
with variable factors. The benefit of this study is to
know the powerful and drawback points m this system,
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especially, when the speed is very high and how can this
system stay valid and can obtain the information with

@
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Fig. 19: The performance under the single antenna (SISO):
a) Throughput vs. SNR and b) Running average
throughput per frame for all SNR valuse

Table 2: The variables that iz uged in the simulation

Variables Quantite

No. of antenna, 1 2 4 8
Doppler frequency (Hz}) 5 70 300 750
Channel reference RO Rl R3 RS

minimum errors. The high speed train communication
system is testes within three main variables which are: the
amount of antennas used, Doppler frequency and the
channel reference. All details of these factors are shown
in Table 2. The main parameter that will take in
comparison of performance for the system is the
throughput which is the rate of successful message
delivery over a communication channel. The data these
messages belong to may be delivered over a physical or
logical link or it can pass through a certain network
node. Throughput is usually measured in bits per
second (bit/s or bps) and sometimes in data packets per
second (p/s or pps) or data packets per time slot. The
system throughput or aggregate throughput is the sum
of the data rates that are delivered to all terminals in
a network. Throughput is essentially synonymous to
digital bandwidth consumption;, It can be analyzed
mathematically by applying the queuing theory where the
load in packets per time unit is denoted as the arrival rate
(A)and the throughput where the drop in packets per time
unit is denoted as the departure rate (u) (Fig. 19-30). In all
figures which numbered from 19-30 it can be seen that the
“Target throughput” is designed to 30% from the full
amount of throughput and it can be noticed that the real
throughput is increased from lower values to 100% when
the amount of signal to noise ratio increased. The amount
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Fig. 20: The performance under the two antennas
(MIMOY: a) Throughput vs. SNR and b) Running
average throughput per frame for all SNR valuse

0 SNR=1dB , sSNR=6dB
SNR=2dB [ SNR=7dB
% SNR=3dB# SNR=8dB
SNR=4dB ' gNR=9dB

@ SNR=50dB- - - Target throughput

.

=
N O OO
o O oo

o

Throughput (%)

o

=

N O OO

Sy —0—©

2.2.2.2.2
\
P
¢

Throughput (%)

2

e e
Frame numb er

o
|
N

Fig. 21: The performance under the four antennas
(MIMO): a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse

of throughput 1s reach to maximum value at different
amount of signal to noise ratio which differs from case to
others that depends on the variables such that amount of
antenna, Doppler frequency and reference channel.
Within the first parameter which is the amount of
antennas four values of the numbers of antennas are
taken which began with single antenna until reach to
eight. Tt can be shown that the throughput is with
minimum value within the single antenna and begun with
20% from the meximum value of throughput with
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Fig. 22: The performance under the eight antennas

(MIMO): a) Throughput vs. SNR and b)

Running average throughput per frame for all
SNR valuse
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Fig. 23: The performance under doppler frequency equal
to 5 (Hz) a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse

SNR =1 dB which 1s shown mn Fig. 19 and raise until reach
100% at SNR = 8 dB. When the antenna become two
antennas it can be show that the throughput begun with
47% from optimum at SNR =1 dB as shown in Fig. 20 and
reach to maximum value at SNR = & dB. But when the
antenna increased and become four antennas the
throughput will be increased and begun with 68% from
optimum with SNR = 1dB as shown i Fig. 21 and become

maximum value at SNR = 3 dB. The final value of changing
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Fig. 24: The performance under doppler frequency equal
to 70 (Hz): a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse
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. The performance under doppler frequency equal
to 300 (Hz): a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse

the antenmna amount 1s when the amounts of antenna
increased and become equal to eight antennas. Tn this
case which is the best one, it can be shown that the
optimum will occurred from the beginning with SNR = 1
dB as shown in Fig. 22 and continued with optimum
values for all signal to noise ratio.

The next parameter that will changes in this
simulation is the Doppler frequency which relative to
speed of the train and carrier frequency that 1s used in the
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Fig. 26: The performance under doppler frequency equal
to 750 (Hz). a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse
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Fig. 27: The performance under the reference channel
equal to Ry a) Throughput vs. SNR and b)
Running average throughput per frame for all

SNR valuse

process of transmission. This parameter will take m the
beginming the value of 5 Hz. In this value, it can be seen
that the amount of throughput is begun with about
46% from optimum value at SNR = 1 dB as shown in
Fig. 23 and mcreased until reach the optimum value with
SNR = 5 dB. After that the Doppler frequency become
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Fig. 28: The performance under the reference channel
equal to R;: a) Throughput vs. SNR and b)
Running average throughput per frame for all
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Fig. 29: The performance under the reference channel
equal to Ry a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse

70 Hz and the throughput begun with 45% from optimum
value as shown in Fig. 24 but reach the maximum
value in SNR = 5.7 dB. Now, the value of Doppler
frequency becomes 300 Hz and the throughput begun
with value of 44% from maximum value as shown in Fig. 25
and the optimum value reach at SNR = 5.9 dB. The final
value of Doppler frequency is 750 Hz Tn this value the
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Fig. 30: The performance under the reference channel
equal to Ry a) Throughput vs. SNR and b)
Running average throughput per frame for all
SNR valuse

throughput begun with value of 43% from optimum value
as shown in Fig. 26 and raised until reach maximum
at SNR = 6 dB.

The third parameter that is taken in simulation is the
reference channel. In this case four types of reference
channel are taken which are Ry, R,, R;andR,. In the first
reference channel which 1s R the value of throughput 1s
46% from the maximum value at SNR = 1 dB as shown in
Fig. 27 and reach the maximum value at 5.8 dB. In the
second case when the reference channel is R, the
throughput will began from 44% from the optimum value
at 1 dB as shown mn Fig. 28 and reach the maximum value
at 6.1 dB. The third case when change the reference
channel to R,. In this case, the throughput start with 6%
from the optunum value at SNR = 1 dB as shown m Fig. 29
and reach the 36% from the maximum value at 9 dB. The
last value of reference channel 13 R5 m which the
throughput began with 0% from maximum value at 1 dB
and reach 32% from maximum value at 9 dB as shown in
Fig. 30.

CONCLUSION

The high speed property for this type of train which
1s called (lugh speed train “HST™) makes it more complex
to deal with the circumstances that will drop the efficiency
of thus system. So, more than one factor will effects on the
working of communication system that exist in this train.
In this study, three selected factors that is govern the
activity of the communication system are selected to test
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and show how can the throughput changes with these
factors. In the first factor that is the amount of antennas
used m simulation when increase the number of antennas
the throughput will improved and the error will be
decreased but this need robust control system on the
information that will splits between the antennas in order
not to mix the information and loss the data so make the
tradeoff between the number of antennas and the
throughput that will be gained. Within the second
parameter which is the Doppler frequency when increase
the Doppler frequency the throughput will be decrease
and the error is increased mn the signal that 1s transferred
though the channel. It can be noticed from third parameter
which is the reference channel when increase the
reference channel from R,-R ;lead to decrease the
performance of the system to lowest value within the
simulation.
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Abstract: As fabrication technologies continue to provide smaller transistors, the number of processing cores
that in multi-core processing systems increased. Large amount of data 13 transferred between these processing
cores using Network on Chip (NoC). Fast NoCs are required for this task. Recently, wireless networks concepts
1s proposed to be used in NoCs. In the past decade, attention has been paid to Wireless Network on Chip
(WINoC). This research investigates the latest improvements in the field of WiNOC since the year 2014. It 15
mtended for this research to cover the state of the art of the latest proposed research in this era. Several
research study have been studies in this research. The study’s focus varied on different topics starting from
system level down to the circuit levels. All of these levels have been covered in this research. Tens of research
papers have been studied in preparation for this research. Only ten study which have vital contributions are
presented. The discussed contributions varied on different levels starting form circuit level up to application
level. Challenges and suggestions for future research are presented at the end of this study.
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INTRODUCTION

Adaptive using advanced fabrication technologies
con-tributes to reduce size, mcrease speed and decrease
power consumption of transistors. This improvement led
to produce more complex integrated circuits where
complete computer system has been built on a single IC
(system-on-chip). The SoC contains all functional
elements of a computer system including a processor on
chip memory and all other peripheral components
(Martin and Chang, 2001). The multi-core-system-on-chip
15 a more sophisticated version of SoC. This system 1s an
mtegration of a mumber of one or more types of
heterogeneous  processing umits, general purpose
processors, DSPs or specific processors (Devigo ef al.,
2015). These processing units (cores) sunultaneously
cooperate to implement complex tasks. It consists of a
number of hardware processing cores that cooperate to
process large scale tasks simultaneously. As a parallel
computing system, SoC 1s demanded on many scientific
and commercial applications like weather forecasting,
bioinformatics applications, data analysis, CAD or video
rendering.

To get high efficiency of this multiple processor
system on clip, processing umts (cores) have to be
comnected by a high efficiency network. This network
should satisfy special requirements. These requirements
are high bandwidth, low latency and low power
consumption. Figure 1 shows an example of multi-core

Fig. 1:
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An example of multi-core system on chip. It

consists of a number of processing cores that

are comnected using comnection links. In this

particular case 2D mesh network 13 used
(Liu et al, 2012)
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system on chip. It consists of a number of processing
cores that are connected using connection links. In this
particular case 2D mesh network 1s used. The links are
comnected using routers that are distributed at each cross.
The processing cores are connected to the network
through the networlk interface unit.

Conventional electrical mterconnects that use metal
wire has several problems such as high latency and
limited off-chip bandwidth. They also, dissipate high
energy compared to performing a single floating point
operation. Wireless and photonic interconnects are
strong candidate to solve this problem. This research
investigates the latest update in this tropic and it focuses
on the research study published, since, the year 2014.

Motivation: WiNoC has been an emerging technique in
multi-core processing system. The performance of such
system can be increased by providing a high speed
commumication networks. In the past decade, attention
has been paid to WiNoC. This research investigates the
latest research in the field of WiNOC, since, the year 2014.
It is intended for this research to cover the state of the art
of the latest proposed research in this era. Several
research study have been studies in this research. The
study’s focus varied on different topics starting from
system level down to the circuit levels. All of these levels
have been covered m this research.

Research questions: The goal of this research is to study
the WiNoCs and how they can be adopted in the NoC. In
addition, it studies the architectures and performances of
the recently proposed research. The four mam questions
of this research is trying to answer are:

¢  Why do wireless network have advantages over
conventional electrical networks?

¢+  How are the concepts of WiNoC can be adopted in
NoC and what are the recently proposed
architectures?

*  What are the latest state of the art contributions?

¢ What are the challenges facing improvements of
WiNoC?

MATERIALS AND METHODS

wireless networks: Several factors stands by suggesting
the wireless link over wired in muli-core processing
systems. In this study, we will try to analyze some of
these factors. Most of the information in this study has
been adopted from research by Abadal ef al. (2015) and
Laha et al. (2015). The study 1s tries to answer the first
two research questions that this research i1s trying to

answer: Why do wireless network have advantages over
conventional electrical networks? And how are the
concepts of WiNoC can be adopted in NoC and what are
the recently proposed arclutectures?

It has been observed that when the distance of
electrical meta wire links mcreases, the capacitance and
resistance also increases. In addition, electrical wires
require a humber of inverters to serve as repeaters while
the signal 1s propagated. These two factors, wire distance
and repeaters, represents some of the reasons behined the
high energy per bit that the conventional electrical link
has. For this reason, long distances electrical wires suffer
from high energy dissipation and high latency. In addition
to these factors, wired links required number of repeaters
and switches that in order to use them in a network. These
components consumes substance amount of the overall
energy fed into the network. For comparison purposes the
energy transferred bits module 15 used. Figure 2 shows
the energy per bit for three main interconnect
technologies including electrical, wireless and photonic.
This figure has been adopted from a research by
Abadal et al (2015). The energy per bit in this figure for
the electrical and photonic links 1s calculated using the
DSENT modeling and simulation tool (Sun ef al., 2012).
The energy data for the wireless link is estimated using
trends in wireless intercommect technology. Such data are
available at Kaya et al. (2013). According to the data in
this figure wireless interconnects have constant and low
energy per bit compared to the conventional electrical
links for more than 10 mm distance. It is also shown that

3.5 9 —+Electronics
- Wireless
3.0 -&Photonics
2.5 4
2.0 4

1.5 4

Energy (pJ/bit)

1.0 4

0.5 4

0.0

L] T T T T T T L) T T T L) E) 1 T 1 T T 1
12 34567 891011121314151617 181920
Distance {(mm)

Fig. 2: Energy per bit for three interconnect technologies
candidate for building NoC on multi-core systems:
electrical (blue color), wireless (red color) and
photonics (green color). It 1s clear how the energy
consumed in the electrical networlks is dramatically
increased as the number of transferred bits is
mcreased (Laha et al., 2015)
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the energy consumed by the wireless links is independent
of the number of transferred bits. In the other hand,
energy consumed in the electrical links is dramatically
mcreased as the number of transferred bits 1s mcreased.
Photonic mterconnects show low energy dissipation per
bit. In the same time, however, this does not mclude the
energy consumed by the laser and the energy consumed
in other devices such as splitters. Counting these extra
energy costs in addition to the transmitting energy of the
photonics will push the photomcs out of the comparison
by high difference. In this case the wireless links arethe
stronger candidate unless small, low-power and cheep
lasers guns can be fabricated on silicon substrates. For
this reason, wireless interconnects have two advantages
over the photonic in terms of the technology required for
fabricating such networks and power consumed per bit
transferred of it.

In addition to energy, several other factors are
important in evaluating wireless links. Both bandwidth
and latency are important factors for network on chip
technologies. Wireless signals propagate very fast
compared to their technologies. With near the speed of
light, data transferred over wireless links can be received
mn one clock cycle considering all the time starting form
after modulation to receiving the signal by the transducer
of the receiver. Meanwhile, electrical links that use metal
wires could take about three or four cycles to transmit a
signal for 20 mm within the same chip. The number of
cycles 1s increased to order of hundreds at transmitting
signals between chips. Bandwidth 1s an important factor
based on what the inter connects technologies are
compared. In this factor, the wireless technology is limited
by the frequency bands available for such communication
tasks. In wireless, chammels each with different frequency
band is required to increase the bandwidth. In the other
hand the bandwidth of the electrical connections can be
directly increased by adding extra wires. However, this
will increase the area of the systems and power dissipated
by these wires. From the obove discussion, it is easy to
see that wireless networks have limited bandwidth but
every efficient power consumption and low latency when
they are used for long distance commumication that are
more than 10 mm.

For this reason, wireless networks have been used in
the multi-core processing systems in addition to the
conventional wire networks for the long distance
commumcation for their favorable characteristics, low
power consumption and low latency. Several other
benefits that wireless links have over other type of
connections such as:

* Low power consumption for long distance on-chip
comumunication

*  Wireless networks are compatible with CMOS
fabrication technologies

¢ Can adopt existed network architectures
¢+ Easy to design and build compared to photonic
connections

Wireless network on chip: Over the last five years, many
research study suggested techniques to improve the
WINOC. The goal of all of these efforts 1s to mtroduce
network modules that are efficient to use m the current
commercial parallel computing systems. This study is
trying to answer the second question that is raised in
research motivation part. What are the latest state of the
art contributions? Several techmiques have
suggested each with different level such as:

been

s Circuit level

s Transceiver level
s Architecture level
*  Application level

This study mtroduces the research that has been
suggested at each of these levels.

Circuit level: Different hardware components are used in
the WiNoC mecluding transceivers, routers or antennas.
These components form most of the costs of the WiNoC
in terms of area and power consumption. Designing these
components specifically for the WiNoC could improve
these metrics. Different novel and circuit level
components designs have been proposed. By Yu et al.
(2015) proposed circuit level On Off Keying (OOK)
demodulator. OOK has low complexity architecture
compared to other modulators. It 13 also considered on the
top of the most energy efficient modulation circuits when
it 1s used for commumcation of distance of order of
millimeters. It is already discussed that most of the
WiNoC designs require specific performance metrics such
as small area overhead, low power consumption of about
1 pJ per bit and high bandwidth. Tn order to achieve such
requirements, Yu and his team pro-posed an OOK
demodulator with a novel differential envelop detector ED
topology that has dual gain-boosting techniques. In
addition, it is equipped with a single-stage Base Band
(BB) peaking amplifier. This amplifier 1s provided with
Actively-Enhanced Tunable Inductor (AETI) load which
is used to extend the R¥X bandwidth. Figure 3a shows the
proposed OOK circuit schematic. The proposed OOK is
fabricated using a 1POM 65-nm CMOS technology. The
area of the overall system 15 0:25 with the external pads
while the active area is about 0:043. The measurements of
the on-wafer tests are taken using cascade summit-11000
probe station. An Agilent PNAX network analyzer 1s used
for S-parameter measurement up to 67 GHz.

5144



J. Eng. Applied Sci., 13 (13): 5142-5149, 2018

Envelop detector
A

BB amplifier
A

Buffer

A}

g, =~ Vo
boosted R
1
cascode

Activity
enhanced
tunable
inductor

sy

C,

Cross-coupled

capacitor
01
(a)
M. M, M, M, M, M, Cipn L, R, R, R,
20 pm 10 pm 20pum 8 um 30 pum 18 pm 250 fF 1.6 mH 700 100 500

Fig. 3: a) Schematic of the proposed On Off Keying (OOK) demodulator. The sizes of the component of the design are
listed in the figure. These sizes are based on the 60 nm technology and b) Schematic of conventional differential

envelop detector (Yu et al., 2015)

The PNAX is used to generate the 60 GHz carrier
signal. The BB data is analyzed by an Agilent N4960A
Bit-Error-Rate Tester (BERT). A Tektronix DSAZ300
sampling oscilloscope is used for the evaluation of the
demodulated BB output from the OOK demodulator.
Results show that the peak data rate of the proposed
modulator is 18.7 Gb/sec. This speed comes at low power
cost bit-energy efficiency of 0.25 pI/bit. This means that
the overall power consumed was 4.6 mW that is taken
from a 1-V supply. The researcher claimed that this OOK
demodulator has a high data rate and very low power
consumption compared to the state of the art modulators.
Research has been conducted to improve the antennas
used in WiNoC. Almost all of the WiNoC architectures
use millimeter-wave omem antenmas that use token
passing protocol to control access to the shared
wireless medium. This protocol allows only one point to
point communication at a time which limit the
performance of the network. In this scheme a number of
non-overlapping channels are required in the same
chip to cover the demand of data transfer in the
mullti-core chip which requires complex filters in the
transceivers. This solution is costly in terms of power and
area. Mondal et al. (2017) have proposed directional
antennas that allows multiple wireless interconnect
pares to communicate simultaneously to improve
performance and energy-efficiency. To avoid interference,
the Wireless Interface (Wis) are placed according to an
algorithm that is designed for this specific purpose.
This algorithm is alos responsible for the routing
operations for network. The architecture uses directional
Planar Log-Periodic Antennas (PLPAs). The proposed
Directional Wireless Network-On-Chip  (DwiNoC)
architecture is shown in Fig. 4. Tt is built based on small

SW,, sw, |

[ sw, |

]

<) Transmission/reception

region angle from sender

Switches with W1
Switches without WI

Wireless links

O to receiver j

Wired links

Fig. 4: The proposed directional wireless networlc-on-chip
(DwiNoC) architecture. Tt is built based on
small-world network topology (Mondal et al.,
2017)

world network topology. In this topology wire links are
used between nodes in sub networks while the directed
wireless links are used to commect between the sub
networks. The proposed DWiNoC architecture 1s tested
using cycle accurate sumulator. It 1 used to models the
progress of the data flits accurately over each clock cycle.
HFSS tool is used to produce results of the PLPA
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Fig. 5: Maximum obtained bandwidth and power
consumed per transmitted packed of the proposed
NoC architecture and several other NoC
architectures. All of these networks have the same
system size of 64-core (Mondal ef al., 2017)

antenna. These characteristics are used to produce an
accurate model of the energy consumption, bandwidth
and reliability for the network.

Two system sizes of 64 and 256 cores are considered
in the experiments. Results showed that the proposed
DWiNoC overcomes other conventional NOC in terms of
peak band-width and power consumption. Figure 5 shows
simulation results of energy dissipation and peak
bandwidth of a 64 core system. This system is tested
using uniform random traffic distribution. The figure also
compare different other NoC architectures such as mesh
toures, Clos and mm-Wave WiNoC. It 1s clear from the
figure that the proposed research has gain over all other
networks.

Transceiver level: In addition to the circuit level, efforts
have been paid to improve the transceivers and
transducers used in the WiNoC. Transceivers represent
important components of any wire-less networks. They
come with high cost of area and power consumption. For
this reason, several research groups have been working
on improving the transceivers in WiNoC. Agyeman et al.
(2015) proposed a novel transducer design to generate
wireless signals with high signal strength. This research
is focusing on reducing error rate of the WiNoC to the
point where it is competitive with the conventional NoC.
Conventional wire network have extremely low Bit Error
Rate (BER). It 1s estimated to be of around 10-14 while the
error rate of millimeter-wave is of around 10-7 as it is
estimated by the research presented in this paragraph.
Losing one message in multi-core systems could lead
to lugh effects on the performance of the whole system.
For this reason, this research group is trying to improve
the BER of the WiNoC by proposing a WiNoC fabric with
a novel transceiver. This device 1s used to launch surface
wave signals mto a commercially available thin metal
conductor. This material is coated with a low cost
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Surface waye —B— Transmitter
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Fig. 6: Block diagram of the proposed transceiver
(Agyeman et al., 20135)

For a reliable transmission, the
proposed transceiver should have a low power
consumption circuit with a wide bandwidth and high data
throughput. The proposed transceiver 1s shown in Fig. 6.
Tt is an update of low-power non-coherent On-Off Keying
(O0OK) modulator. An up-conversion mixer and a Power
Amplifier (PA) are embedded in the transmitter. In the
other side, the receiver 1s equipped with a Low Noise
Amplifier (LNA), a baseband amplifier and a down
conversion mixer. A smgle imection-lock Voltage
Controlled Oscillator (VCO) is used for both the receiver
and transmitter to reduce the area and power consumption
of the proposed design. The proposed research is tested
using cycle-accurate experiments. An extended version of
Noxim simulator which is an open source system simulator
1s used to perform the experiments. Results showed that
the proposed transducer has a very high band width
range of 45-60 GHz. The tested device is also found to
have high efficiency i terms of average packet delay and
power consumption compared to other mm-wave
WiNoCs.

dielectric material.

Architecture level: A number of research groups have
suggested architecture level improvements to increase the
efficiency of the WiNOC. Most of these inprovements
focus on reducing latency and power consumption
while keeping an eye on the area of the architecture.
The wireless transceivers and the associated antenna
umply power and area overhead. Therefore, the
number wireless links that can be used within the

multi-core system on chip is limited. Rezaei et al. (2014)
proposed a hierarchical WiNoC. They called it
hierarchical wireless-based architecture and for short
they gave it the acronym HiWA. Tn the HiWA, the
network is divided into groups of smaller networks,
subnets. The commumications within the subnets are
carried over wire links. A single-hop wireless connection
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Table 1: Latency results of the proposed algorithm. The numbers in this table are normalized to the dama results to ease comparison (Rezaei et af., 2015)

Variables NN (Mondal et af., 2017) BN (Agveman et al., 2015) INC (Rezaei et al., 2014) DAMA
AWD 1.25 1.30 1.42 1.00
AWMD 1.29 1.32 1.36 1.00
NMRD 1.24 1.62 1.21 1.00
ICR 1.52 1.21 2.01 1.00

chanmel 1s used for communication between the nodes.
This means that both wired and wireless links are used in
this hybrid network. The proposed HIWA is based on a
2D mesh that is divided into scquare subnets. Each subnet
is connected to a center baseline router. The router in
each subnet is replaced with wireless routers that
communicate with the neighbour subnets. Two different
size HIWA: 225 and 256 are built. Figure 7 shows the 256
56 nodes HIWA. The nodes without color are baseline
comnection nodes while the green nodes are wireless and
red presents the borders of each block. The wireless
routers placement 1s designed in such a way to decrease
the number of the wireless routers that that are required to
perform the inter-subnets communication. The goal of this
step is to improve the performance of the network and
energy efficiency. An algorithm is custom designed for
this purpose. In addition to the router placement, several
other aspects of the architecture have been considered.
An addressing method is used for routing packets
between the nodes. The system is managed using a
routing algorithm that also take in account avoiding
deadlock 1n the routing the packet around the network.

Application level: The contributions i these levels try to
design the code m such a way that 13 efficient to be
implemented on systems that utilizes WiNOC. In
multi-core systems, applications will enter and leave as
sets of communicating tasks at rn time might. In some of
these cases the owverall system might face a highly
dynamic research load. The tasks load is controlled by the
map-ping of the system manager. It is the manager’s
responsibility to allocate application’s tasks onto the
system in a way that efficiently utilize the system
resources. Rezael et al. (2015) proposed a Dynamic
application Mapping Algorithm (DMA) for WINOC
systems. The goal of this research is to reduce both
mtermnal and external congestion. Congestion has a
negative impact on the network performance which
dramatically affects on the delay of the system.
Without an efficient mapping mechanism, the wireless
routers will be heavily used very. The proposed
algorithm has been implemented on the HiIWA that is
already presented in this study (Rezaei et al, 2014).
The tests included different scenarios with several
applications. The of tasks within the
applications varied from 4-35 tasks. Task graph generator

number

Baseless
connection

Subnet | Subnet  Subnet  Subnet
(3.0 ()] (31 (393

Subnet  Subnet  Sybnet  Subnet

2o @1 (@22 @3 .
Subnet  Subnet  Subnet (/'Subnet‘\‘
1,0 11

L2 " L3/

Subnet  Subnet | Subnet = Subnet
©9 @0y ©2 ©3

Fig. 7. Hierarchical Wireless Network Architecture
HiWA; a) 256 nodes HIWA (The white nodes are
baseline connection nodes while the green nodes
are wireless and red presents the borders of each
block) and b) Physical structure of the 256 nodes
HiWA along with its addressing method
(Rezaei et al., 2014)

tool is used to generate the tasks. The tests are performed
on an open source simulator (XMulator). Several metrics
have been used m evaluating the algorithm such as
Average Manhattan Distance (AMD), Average Weighted
Manhattan Distance, Mapped Region Dispersion (MRD),
Nor-malized Mapped Region Dispersion (NMRD) and
Internal Congestion Ratio (ICR). Table 1
comparison results of the latency of the proposed
algorithm against other algorithms. Tt can be seen that
the DAMA is more efficient than the NN algorithm
by 23% in average of all evaluation tests. Tt has also
shown that DAMA has 40 and 20% improvements
compared to the BN algorithm at reducing congestion.
In the same time, DAMA has 50 and 15% gamn over
the INC and external congestion,
respectively.

shows

mternal
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RESULTS AND DISCUSSION

This study discusses the results obtained in from all
the research presented in the previous study. Several
challenges are facing using the NiWoC in commercial
application. It 1s inportant keep in mind that the
technologies utilized for electrical wire NoC are much more
optimized compared to the technologies used with the
nanophotonic or WiNoC devices (Abadal ef af., 2015).
The technologies used in WiNOC are still in thewr mfancy.
They could be improved in the following years. The
fourth question raised at the beginning of this paper
answered here. The challenges and improvement aspects
of the WiNoC can be grouped into levels.

Circuit level: Most of the circuits presented for the
WiNoC are merely updated versions of the circuits used
i tradittional networks. Novel and optimized circuit
topologies that are designed specifically for WiNoC could
lead to a important improvements in reducing the area and
power consumption. The underlying technology limits the
performance of the wireless transceiver that 1s proposed
so far in the literature. The raises the question about the
compatibility between the proposed circuits and the
CMOS technologies used for the multi-core systems.

Transceiver level: Transceivers and transducers are
important components of the WiNOC. They consume
much of the power of the network and require large area
of the chip. For this reason, a transceiver design that tries
to trade-offs between transceiver energy consumption,
radiated power in one side and received power in the over
side 13 highly recommended to improve energy
efficiency.

Architecture level: Several architectures have been
adopted for WiNoC. Most of them are based on the
traditional network typologies such as 2D mesh torus and
tree. These typologies might look good fits for the WiNoC
at the schematic level. However, high schematic level
does substrates
fabrication level. It 1s vital to keep n mind this fact while

designing such architectures.

not mnecessarily reflect the actual

Application level: To the best of my knowledge almost all
the research that has been presented, so, far lacks testing
mechanisms at the application levels. The designs
proposed in the field are tested on simulation software
hypothetical scenarios and with randomly
generated data. A standard application level bench mark
is required for evaluation and comparison with other

under

research.

CONCLUSION

Parallel processing has been heavily used for divers
of application including weather forecast, data mining and
machine indulgent. The multi-core system on chip is one
of the highly growing era of parallel processing. Such
systems contains number of processing umts that
collaborates to process large amount of data concurrently
which acquires data transfer between these processing
units. Wireless network on chip has been presented as a
solution for the demand high traffic communication in the
multi-core system on chip. Tt is used for its promising
characteristics such as high bandwidth, small area and
low power consumption. However, WiNoCs are still
evolving to reduce their complicity and overcome the
performance of the conventional wire NoC. This research
1s trying to study the inprovements that have been made
to the designs of the WiNoC in the past half decade. A
study that have important
contribution in this field has been presented. The focus of
these contribution varied on different levels between

number of research

circuit and technology level up the application level. At
the end of this research the challenges that are facing the
improvement of WiNoC are discussed along with some
points for future improvements.
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Abstract: Fiber Reinforced Material (FPR) has become an effective alternative reinforcement for concrete
constructions owing to their higher ultimate strength in tension and strongly anticorrosive properties. However,
the low ductility behaviour of FRP Reinforcing Concrete structure (FRP-RC) 1s appeared comparing to high
ductility of conventional Steel Reinforcing Concrete structures (S-RC). Successfully hybridization of
reinforcement by combining FRP and steel rebar presents effective solution to migrate corrosion of steel rebar
in steel reinforcing concrete constructions and advanced ductility of FRP-RC structures. Also, a good
improvement is achieved in structural performances of concrete beams in terms of ultimate strength, central
deflection, number cracks and crack width. In this study, a theoretical prediction analysis model of Hybrid
Reinforcing Concrete (H-RC) members reinforced by FRP and steel rebar presents. The moment-curvature
relationship 18 predicted to achieve load-deflection curve and bending moment capacity of beams. A good
agreement has been indicated from verification between results of predicted theoretical model and 19
experimental results of other researcher. The hybrid reinforcement in HRC section can be replaced by equivalent
steel ratio to conduct limitations of reinforcement ratio. The ductility index of H-RC members is measured to
reference S-RC member while the ultimate strength index 13 measured to reference FPRC member. A critical
limitations of (A/A) ratio 1s found for H-RC members for specified mechanical properties of concrete, steel and
FRP rebar also, this himitations are affected by the equivalent steel ratio of hybrid concrete section. A parametric
study of different parameters specially that influencing the amount of hybridization reinforcing ratio (A/A,) is
involved to explore the critical margin of (A#/A,) ratio utilizing the ductility and ultimate strength requirements.
Also, various modes of failure were conducted to the corresponding area of reinforcing FRP and steel rebar.

Key words: Theoretical prediction model, FRP and steel reinforcements, hybrid remforced concrete members,

flexural investigation, ductility index, ultimate strength

INTRODUCTION

In the last decades Fiber Reinforcing Polymers (FRPs)
are using as reinforcing materials for the concrete
constructions because of their higher corrosion resistance
and a high ratio of strengthen to weight. Moreover, they
are nonconductive to electrical power and nonmagnetic,
making them aftractive as alternatives to traditional steel
reinforcing rebar in concrete structures with severe
environments or special situations such as transparency
1s required. Besides all these advantages, FRP rebar have
mainly two disadvantages which are brittleness and low
elasticity modulus. For pure FRP-Reinforcing Concrete
(FRP-RC) beams, elastic behaviour of FRP rebar is linearly
upward to failure (i.e., without yield point) which is
caused brittle failure mode without warning rather than
ductile. Codes of design adopted over reinforcing FRP
principle for designing criterion which is further gradual
and reduced probability to sudden collapse with more
deformability grade. Furthermore, ductility lack for
FRP rebar due to low of elasticity constant comparing
with steel rebar, consequently, FRP-RC members suffer

large deflection and widening crack width than Steel
Reinforcing Concrete (S-RC) members having the same
cross section and reinforcing ratio. However, designing
criterion of FRP-RC structures based on service ability
limit states which ensure structural behaviour mstead of
the strength to venify safety and functional of the
structures within expect life. Structural performances of
concrete structures are enhanced by merging FRP and
steel reinforcements (hybrid reinforcements) in order to
migrate corrosion problem caused by Steel Rebar in SRC
structures and advanced ductility of FRP-RC structures.
Hybnd remnforcements (FRP and steel rebar) present a
realistic and appropriate solution for structural concrete
design. Tan (1997) investigate hybrid reinforced concrete
members were reinforced by Aramid-Fiber Reinforcing
Polymer (AFRP) and steel rebar. He mdicated that
sufficient serviceability parameters have been utilized
when the amount of AFRP reinforcement area less than
one half of the whole reinforcement (Tan, 1997).
Adello and Ombres (2002) concluded by placing steel rebar
on interior level and FRP rebar close to exterior face of
tension region, the stiffness of hybnd remnforeing
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members is increased. Thus, the steel reinforcement within
hybridization section have less involvement to the
ultimate strength, whilst it provides an effective
contribution regarding ductile and structural stiffness
performance also, the crack widening and spacing is
diminished (Aiello and Ombres, 2000). Leung and
Balendran (2003) were explored the flexure behaviour
of H-RC members reinforced by GFRP and steel rebar
which located at different effective depth. They indicated
that at stage of loading after yielding of steel rebar is
occurred, the ultimate strength of H-RC member 1s
mcreased as the FRP remnforcement strength is mncreased
(Leung and Balendran, 2003). Qu ef al. (2009), carried out
experimental program for H-RC members with hybrid
remnforcing steel and (GFRP) rebar, they indicated by
presenting a sufficient amount of steel to GFRP
reinforcement, the beam’s ductile and serviceability
can be enhanced. Lau and Pam (2010) were reported the
hybridization of reinforcement strongly improved the
ductility of H-RC members in comparison with FRP-RC

members throughout experimental program as well

Hawileh (2015) studied H-RC beams using numerical
approach represented by FEA model with AFRP and steel
remnforcements, he found that the compressive strength of
concrete has moderate effected on flexural behaviour
features (Hawileh, 2015). Tlker ez al. presented a mumerical
model for H-RC section They found that the FRP
reinforcement a core of loading resistance after steel 1s
vielding (Kara et al., 2015).

Previous research programs were concentrated mainly
on the strength evaluation, failure models, load-deflection
response and cracking patterns in H-RC beams. These
beams were reinforcing by various FRP rebar types and
containing a large range of remnforcing ratio with dissimilar
in geometry and mechanical parameters. The obtaining
tested results ensured the efficiency of steel rebar to
improve the structural behaviour of H-RC beams in terms
of ductility index and serviceability limitations comparing
with FRP-RC members. However, the ductility 1ssue
remains focal of structural capability aspects of H-RC
members, vet, needed more investigation. Tt stills
unrecognized the conditions to be introduced H-RC
members having ductility features similar to that of 3-RC
members. Extra investigation of experimental and
theoretical programs should be provided to clarify
reinforcement hybridization features.

In this study, a theoretical model has been introduced
to study the flexure behaviour of H-RC concrete members.
This model based on forces equilibrium and compatibility
of strain to establish the moment-curvature relations
(M-E), the load-deflection and flexural capability of H-RC
beams. A good agreement has been mdicated from

verification between results of predicted theoretical
model and 19 experimental results of other researcher. The
hybrid remforcement m H-RC section can be replaced
by equivalent steel ratio to conduct limitations of
reinforcement ratio. The ductility index of H-RC members
is measured to reference 3-RC member while the ultimate
strength index 1s measured to reference FPR-RC member.
A critical limitations of A/A, ratio 1s found for H-RC
members with specified mechanical properties of concrete,
steel and FRP rebar and this limitations are affected by the
equivalent steel ratio of hybnid concrete section. Also, a
parametric study of different parameters specially that
influencing the amount of hybrid reinforcing ratio (AyA,)
is invelved to explore the critical margin of AyA, ratio
utilizing the ductility and ultimate strength requirements.
Also, various modes of failure were conducted to the
corresponding area of reinforcing FRP and steel rebar.

MATERIALS AND METHODS

Theoretical model: A theoretical model is introduced to
formulate a flexure response of FRP/steel remforced
concrete (i.e., H-RC) beam. Using equilibrium of forces
and compatibility of strains, the moment curvature relation
1s established of H-RC member. Then mid-span deflection
of the beam determined using relative curvature of
mid-span. The adopted approach illustrated in more
details as follows.

Stress-strain relationships of materials: In this
investigation, the stress strain relations of implemented
materials concrete and reinforcing steel and FRP rebar are
presented in Fig. 1. Other material models can be adopted
in proposed model. The adopted model of stress strain
relation for concrete under compressive loading that
proposed by Hognestad et al. as descried in Eq. 1 and
Fig. la (Qu et al., 2009):

2
re)=1 2€°—{S°} if &, <, @

£ (e)="f [14).15 E‘C‘E)} if g <e <g, (2

co

Where:

i = Cylinder concrete compressive
strength

€, = Concrete compressive strain

€, (= 1.8 f/E) = Concrete strain with peak stress

€,=0.0038 = Ultimate concrete compressive strain

E. (= 470041y = Concrete elasticity constant (ACI,

318-05, 2005)
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Fig. 1. Concrete, steel and FRP reinforcement stress
strain relations (Qu et al., 2009; Bischoff and
Paixao, 2004; Nayal and Rasheed, 2006). a)
Concrete in compression; b) Concrete in tension;
¢) Steel-reinforcement and d) FRP-remforcement

Bischoff and Paixao (2004) determined the tensile
strength for H-RC members, they concluded that the
less concrete tensile strength 15 extubited by S-RC
beam in comparison with GFRP-RC members. Nayal and
Rasheed (2006) investigated the behavior of S-and
FRP-RC members in terms of tensile strength effects,
they used a reverse integration technique of non-linear
numeric evaluation and experiment results to provide a
concrete tensile strength model for concrete member
with hybrid reinforcements as described in Eqg. 2 and
shown in Fig. 1b:

f =E e if 0<g, <&, (3)

0

f, =0.45 f+035f, {4:“ i Jif e <g <4, (&
£

f =045£+035f [ng”'ef]if 4g, <e, <Fde, (5
E gy -4 &
F, =124-0.05 & (6)
j B AE A 7
n, d +n; d;
Where
f, = Concrete tension stress
= = Concrete tension strain
S
(=0.2631f’)= Concrete tension strength
F, = Proportional factor of the maximum
strain in tension to the stramn of
concrete cracking
E, = Elasticity constant of steel rebar
A, = Steel area
B = Elasticity constant of FRP rebar
A, = FRP area
n, = Steel rebar number
d, = Steel rebar diameter
n, = FRP rebar number
d; = Rebar FRP diameter
A = kKN/mm
F, = kN/mm

The multilinear descending mode of concrete in
tension reflects imtially and secondary cracking of
concrete. Researchers were suggested special values,
F, = 100 to the FRP rebar and F, = 10 to the steel rebar.
Since, the parameter F, designate the variance of S-and
FRP-RC members in tensile strength. Also, factor A,
collected the sectional geometry parameters which
showing the tensile strength behaviour and that is
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Fig. 2: Hybrid FRP and steel reinforcing concrete section stress, stramn distribution and forces: a) Hybrid reinforcing
concrete section; b) Strain division and ¢) Stress division and forces

explained the variance of F, magmtudes for steel in
comparison with FRP reinforcing rebar (Bischoff and
Paixao, 2004). A bi-linear elastic perfect plastic is the
adopted material model of reinforcing steel with yield
stress f, as shown in Iig. 1c and given in Eq. 8 and &:

f, =Eg, if 0<¢g, <¢, (8)
f,=f ife>e, @)
Where:
f, = Steel tension stress
E, = Steel elasticity constant
€, = Steel tension strain
€, = Steel yielding tension strain

And linear elastic up to rupture, the stress strain
relationship of FRP rebar as presented in Fig. 1d and
described by Eq. 10 and 11:

f, = B, if g, <gg (10)

f,=0if g <¢g, (11)
Where:
f; = Tensile stress in FRP rebar

E: = FRP modulus of elasticity
€; = Tensile strain in FRP rebar
€, = Failure tensile stramn for FRP rebar

F., = Failure tensile stress for FRP rebar

Moment-curvature relationship: Figure 2 shows H-RC
rectangular beam section having steel and FRP reinforcing
rebar at top and bottom, the process of analysis begins by
supposing a little initial strain value for outer concrete
level of compression zone (1e., €, = 0.00001) with
incremental strain 0.00001 upward till concrete crushing
strain (€, = 0.0038). For each value of assumed stramn €,
one loop carried out through repeated steps. Initially, the

depth of neutral axis 1s assumed (x.). Consequently,
strains for the extreme fiber of concrete in tension zone
and FRP-/steel-reinforcement rebar at top and bottom
level is determined The consistent assuming criterions
comprised, the study plane before bending is continues
plane after bending and perfectly bonding through
surfaces of remforcements and surrounding concrete.
Next these strains values used to calculate the
corresponding stresses for each material using their
coincided stress-strain relationship presented in Fig. 1.
Then, the relative forces are determined and the
equilibrium condition of forces is satisfied. These steps
are repeated using iterative method called bi-section
method in which two values of the neutral axis depth (x.)
1s assumed one for each sides of the correct value (1.e.,
X, np = O at the top level and X, .4, = h where h = overall
section depth). Fmally, the corrected value is utilized with
accuracy of £ = 200001 for equilibrium forces
condition.

The strain at each level in hybrid reinforced concrete
section 1s linear proportion to its dimension from the
neutral axis as shown in Fig. 2, the tensile stram in
concrete at extreme fiber in tension zone described as

follows:
g = h-x, €, (12)
XE
Since, a fully bonding 15 assumed between

reinforcement rebar and surrounding concrete, thus, the
strain initiated in tension and compression steel and FRP
rebar stated in Eq. 13-16 as follows:

g = dXe o (13)
XC

g = dpx, £, (14)
X
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g, = d. %, E. (15)
XC
g, = I o (16)
XC
Where:
€; and €; = The strain at top and bottom FRP reinforcing
rebar
d, andd, = The top and bottom FRP-reinforcing depth,
respectively

€, ande, = The strain at top and  bottom
steel-reinforcing rebar
d, andd, = The top and bottom steel-reinforcing depth,

respectively

To determine the resultant for the internal concrete
compression forces at any loading stage, rational
mntegration approach 1s used along the neutral axis depth
with transformation the compression concrete stress (f)
in term of x, instead of €, as descried in Eq. 17-19:

FE=b[f(e)de, =b ["F, (x)Z=ax (A7)
X

co

2
2xc_{xc} ifx <x. (8

£ (x)="f [14).15 MJ if x_<x <x, (19

(XKoo
Where:
F. = Compression forces resultant of concrete
b = Beam width
€., = Assumed concrete strain
X, = Neutral axis depth at €,
X, = Neutral axis depth at €,
f.(x) = Compressive stress function in terms of neutral
axis depth
X, = Neutral axis depthat €,

The tension forces resultant of concrete (T, is
determined based on the internal tensile stress of concrete
1n tension zone with corresponding value of tensile strain
(€,) and (€, (Eq. 12). Simple triangle and trapezoidal
relationships are used to evaluate mternal forces as
shown in Fig. 3, then concrete tension resultant is
obtained at each stage of loading as descried in Eq. 20-23:

b .
T :5><xt><ft (g,) if 0<g, =g, (20)

[

where x, = (h-x_).
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Fig. 3: a-¢) Comparisons of load deflection curves of
experimental tests (Qu et al., 2009) and prediction
theoretical model (Qu et al., 2009)

T, = Tm+%><(xt—xm)><(0.8 £+f,(e,)) if €, <e, < 4, (21)
where, T,, = b/2xx, £, x,, = X, %€, /€.

T = T+ AR R < OAS A, (6) I e, <F
(2
where, T,.. = /2, %,,)71 25 £, x,,, = x,%d€ /€.

T =T +T_,+T,, if &>F ¢, (23)

co4 coFt

Where: TcaFt = b/QX(X:uFt_Xtoél)XO'éls ft’a Keort = XtXFt EUI/Et'
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The components of force for the FRP and steel rebar
for the top and bottom of cross section are calculated
according to the reinforcing as illustrated in Eq. 24-31:

T,=A,E, g if 0<¢ <g, 24
T, =A,f, if e>¢, (25)
C,=A E g if 0<g <¢, (26)
C, = A, f, if €€, (27)
T, = A, E, &, if 0<g, <g_ (28)
T, =0 if &g, (29)
C, =A,E, c if 0<¢ <g, (30)
C, =0if g>¢, (3D
Where:
T, = Tensile force of bottom steel rebar

A, = Reinforcing area of bottom steel rebar

C, = Compressive force of top steel rebar

A = Reinforcing area of top steel rebar

T, = Tensile force of bottom FRP rebar

A; = Reinforcing area of bottom FRP rebar

C; = Compressive force of top FRP rebar

A{ = Reinforcement area of top FRP rebar

E; = Elasticity modulus of FRP rebar (assuming same
behaviour of FRP
COMpression)

rebar m tension and

Taking into account the equilibrium condition of
forces, the forces resultant of hybrid reinforced cross
section shown m Fig. 2 must be equated to required
accuracy (i.e., £ = £0.0001) in the prediction theoretical
model as given in Eq. 32:

F+C,+C,-T.-T, = & (32)

Equation 32 represents the final repeating steps in
iterative process (i.e., bi-section method) to find the
corrected value of neutral axis depth x, where the
sufficient equilibrium accuracy is reached. From the strain
distribution shown in Fig. 2b, the beam curvature @ can
be evaluated as described in Eq. 33:

o= & (33)

Since, all internal forces of hybrid cross section are
established for assumed value of compression concrete
strain at extreme top fiber (€,), then the corresponding
stage of loading can be identified by calculating the
applied moment M_, by taking a moment about any
horizontally axis such as neutral axis as specified m Eq. 34:

My = B (%0 4 C, 0%, -d )4 C (- T (d, % )+ T4 (dg %, )

(34)
Where:
M., = Applied mement of H-RC section
X = Distance between the axis of concrete

cen

compressive resultant and neutral axis

Mid-span deflections: Since, the moment-curvature
relationship of H-RC beam has been provided, the flexural
rigidity of the beam El ; can be developed at each stage of
loading as in Eq. 35:

Elgy = (3%)

ST

The central span deflection (A) of H-RC members can
be calculated at each loading stage using the formula of
elastic deflection with specific loading system, instance,
the mid-span deflection of simple supporting members
having two-point loading (P/2) can be obtained using
Eq. 36

_ 23 PU (36)
1.296 El,

Where:

A = Central span deflection
P = Applied load

L. = Member span

For simply supported members with central pomt load
(P), the mid-span deflection can be determined as
illustrated in Eq. 37:

_ 1 PU (37)
A8 ElEff

RESULTS AND DISCUSSION

Verification of theoretical predicted model with test
results: Verification of the theoretical model of
hybridization FRP/steel reinforcing concrete member is
carried out through a comparison of the prediction model
results and the tested results for the same cross sectional
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shape (i.e., rectangular cross section) with various
conditions of geometrical, mechanical properties and
loading pattern that is to examie the suitability of
adopted model to analyze H-RC members. Table 1 shows
the geometry and mechanical details of (19) H-RC
members. Mainly, comparisons are introduced in terms of
the bending moment capacity ratio and load deflection
responses that 1s to mvestigate the coincidence degree of
the prediction technique in applications.

Flexural capacity ratio: Since, all tested beams were
designed to fail n flexural failure as described in Literature,
the flexural capacity of each beam is compared between
the prediction theoretical model and tested beams as
llustrated in Table 2 where M, , 1s the ultimate moment of
theoretical model and M, ., is the ultimate moment of
experiment. The statistic coefficients mean, standard

deviation and variation factor of the flexural capacities
(M, /M, o) are 1.01, 11.88 and 1.41%, respectively and
the variation of ratic (M, /M, ) in range of 0.79-1.12
reasonably well except HB10. As seen, a good agreement
is achieved through comparison results, so, the
theoretical model can be used in analysis of hybrid
reinforcement concrete members.

Load-deflection  response: The load-deflection
relationship of H-RC member reflects the structural
behaviour of material combmation, concrete, steel and
FRP reinforcement. Figure 3 presents the load deflection
curve obtained using adopted technique in comparison
with the results of HB5-HB10 which are tested by
Qu et al. (2009). These tested results represent a good
sample to proof the validity of prediction theoretical
model because it contains a wide range values of the

Table 1: Geometric and mechanical details of tested HRC-bearns in literature

bxhxL by, A, bar Ar A E. F, Er f f f Load
Beam No. (mm) {mm) (mm* _ (mm?)  (mm?)  (mm) (GPa) (MPa) (GPa) (MPa) (MPa) (MPa) system
HBI (Aiello and Ombres 2000)  b=150 288 100.5 27.5 883  100.50 200 465 490 1674 3656 403 4-point
HB2 (Aiello and Ombres 2000)  h=20 258 100.5 210 157.0 10050 200 465 501 1366 3656 403 4-point
HB3 (Aiello and Ombres 2000)  L=2700 288 100.5 310 2355 10050 200 465 501 1366 3656 403 4-point
HB4 (Aiello and Ombres 2000) 258 100.5 27.5 88.3 10050 200 465 49.0 1674 3656 403 4-point
HBS (Quet da., 2009) 2812 226.1 2127 2532 - 200 363 450 782 2648 1031 4-point
HB6 (Quet ai., 2009) b=180 1816 201.0 2159 3969 - 200 336 41.0 755 2648 1031 4-point
HB7 (Quet dai., 2009) h=250 216 401.9 29.5 141.7 - 200 336 377 778 27.52 1058 4-point
HBS8 (Quet ai., 2009) L=2100  2g16 401.9 2127 2532 - 200 33 450 782 27.52 1058 4-point
HB92 (Quet dal., 2009) 1z12 113.0 29.5 141.7 - 200 363 377 778 3252 11.82 4-point
HB10 (Qu et ., 2009) 6elé 12058 2159 3969 - 200 33 41.0 755 3252 11.82 4-point
HBI11 (Lau and Pam, 2010) b=280 2925 981.7 119 2835 56.55 181 336 395 588 4130 1321 3-point
HBI12 (Lau and Pam, 2010) h=380 2520 628.3 225 981.7 56.55 190 597 380 582 3980 1284 3-point
HB13 (Lau and Pam, 2010) L=4200 225 981.7 219 567.1 56.55 196 550 395 588 4460 1299 3-point
HB14 1210 78.5 212 2262 100.50 200 520 50.0 1000 40,00 11.70 4-point
HBI1S b=230 2810 157.1 212 2262 100.50 200 520 50.0 1000 4000 11.70 4-point
HB16 h=300 2512 226.2 212 2262 100.50 200 520 50.0 1000 40,00 11.70 4-point
HB17 L=3700 2810 157.1 216 402.1 100.50 200 520 50.0 1000 40,00 11.70 4d-point
HBI18 2812 226.2 216 4021 100.50 200 520 50.0 1000 4000 11.70 4-point
HB12 2s16 402.1 216 4021 100.50 200 520 50.0 1000  40.00 11.70 4-point
Table 2: Comparison ultimate bending strength of hybridization reinforcing concrete members
Beam No. AfA M, ..o (KN.m) M, (k Nim) (M, /M, )
HBI (Aiello and Ombres 2000) 0.88 25.14 19.79 0.79
HB2 (Aiello and Ombres 2000) 1.56 2841 2521 0.89
HB3 (Aiello and Ombres 2000) 2.34 35.55 29.62 0.83
HB4 (Aiello and Ombres 2000) 0.88 25.14 20.94 0.83
HBS (Quet da., 2009) 1.12 38.28 39.68 1.04
HB6 (Quet ai., 2009) 1.98 39.66 42.76 1.08
HB7 (Quet dai., 2009) 0.35 36.36 3895 1.07
HBS8 (Quet ai., 2009) 0.63 42.57 44.09 1.04
HB% (Quet al., 2009) 1.25 23.55 29.86 1.27
HBI10 (Qu et ad., 2009) 0.33 63.30 70.83 1.12
HBI11 (Lau and Pam, 2010) 0.29 147.00 157.49 1.07
HBI12 (Lau and Pam, 2010) 1.56 261.00 226.6 0.87
HB13 (Lau and Pam, 2010) 0.58 229.00 238.75 1.04
HB14 2.88 47.62 51.86 1.09
HBI1S 1.44 53.55 57.06 1.07
HB16 1.00 58.94 61.73 1.05
HB17 2.56 68.30 71.03 1.04
HBI18 1.78 64.71 68.23 1.05
HB19 1.00 83.53 86.21 1.03
The average 1.01
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hybrid reinforcement ratio between reinforcing area of
FRP (A and reinforcing area of steel (A ) under same
circumstance geometrical and mechanical conditions.
Although, the samples chosen in Fig. 3a-¢ have
considerable difference in hybrid reinforcement ratio
(A/A), the comparison of comresponding curves of
experimerttal
convergent with acceptable degree. Thus, the prediction
theoretical model can be used in applications and
parametric studies to distinguish the effectiveness of
mechanical and geometrical properties of Thybrid
reinforcements members.

In general view, the load deflection curve of H-RC

results and theoretical model are

section contains three stages, namely uncrack section
stage, cracked section stage and yielding section stage as
shown in Fig. 3. Each phase affected by geometrical and
mechanical properties of collective materials and relative
relation among them. Imtially, first stage is a linear part
terminated when the members starting cracked and
secondly stage part had a reduction in grade than the first
line owing to decrease in beam stiffness after cracking.
Finally, yield section segment started when steel
reinforcement is yielded which caused higher reduction in
beam stiffness and FRP reinforcement plays the role in
resisting the load in this stage.

Stiffness tension effects: Including the tension stiffness
i theoretical predictions increased the accuracy of
theoretical results especially up to the stage of serves
loading (1.e., about 65% of ultimate load), since, the effects
of tension stiffness 13 decreased with increased loading
(Qu et al, 2009). The predicted theoretical model is
employed to study the effects of tension stiffness in
structural performance H-RC members on the load
deflection response as presented in Fig. 4. The
geometrical and mechanical properties of case study used
in Fig. 4 are simply supported beam with four-point
loading, the dimensions L = 4500 mm, b = 250, h = 400 mm,
d, = d;= 357 mm and the mechanical properties of concrete
f! = 28 MPa, £ = 3.28 MPa steel rebar £ = 420 MPa,
E,= 200 GPa and GFRP rebar f, = 1000 MPa, E; = 40 GPa.
In design calculation, the tension stiffness in concrete 1s
neglected for smunplicity m this case the first linear
segment in load-deflection cwrve is omitted and the
load-deflection curve become two linear parts divided by
vielding point as shown in Fig. 4. Also, a small reduction
in stiffness beam, yield strength is appeared while
approximately the same ultimate strength value as seen. In
addition, the tension stiffness is affected by the area of
steel/FRP reinforcement with same (A7/A,), so that as the
area of remnforcement increased the effects of tension

330~
3007 A= 804.25 mnt’, A, = 804.25 mm’
270 i
240 - 2 .
A,=603.19 mnt’, A,= 603.19 mm’
210 4 -t
180 - 2 2
g A, =339.29 mm’, A,= 339,29 mm
& 150 e
120 4 ~ i
90 4 e
60
30 — With tension stiffness
¥ Without tension stifness
0 10 20 30 40 50 60 70 80 90 100 110120 13

Midspan deflection (mm)

Fig. 4: Tension stiffness effects on load deflection curve
of H-RC member

stiffness 15 decreased due to increasing m flexural
capacity which 18 diminished the effects of tension
stifthess.

Frp reinforcement type effects: The type of FRP
reinforcement in H-RC members effects shown in Fig. 5.
The same dimensions and material properties of case
study are used with the same area of reinforcements
A; = 603.19 mm’, A, = 603.19 mm*’ and AFRP rebar
f;, = 1300 MPa, E;= 60 GPa and CFRP rebar f;, = 1500 MPa,
E;= 120 GPa. The effects of FRP reinforcement is null in
the first stage of load-deflection curve because of low
loading phase and uncrack concrete section while the
effects are slightly improvements in the second stage
owing to higher value of elastic modulus of steel
reinforcement compared with those elastic moduli of FRP
reinforcement and clearly effects of FRP reinforcements
appeared on the third stage of load-deflection curve due
to yielding of steel rebar and the FRP rebar become the
core of reinforcements resistance at this stage.

Reinforcements ratio of H-RC section: The reinforcement
ratio of H-RC section effectively affects the structural
behavicur of members, since, the value of reinforcement
ratio mdicate the type of expected failure modes. Also, the
structural behaviour of H-RC section with any (A/A)
ratio is similar of S-RC members with the same equivalent
steel reinforcement ratio (p,, ), since, they coincided up to
the yield point stage of loading which is an important
loading stage for design purpose as shown in Fig. 6. The
difference between them occurred in the third stage of
load-deflection curve due to present FRP-reinforcement in
H-RC section which can be considered as the reserve
strength. Thus, 1t 18 useful to specify the hybrid
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Fig. 5: Effects of FRP types on load deflection curve of
H-RC member
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Fig. 6: Load-deflection curve of H-RC section with same
equivalent reinforcement ratio (p,,, = 0.811%) and
different (A/A)) ratio

reinforcement ratio m H-RC section in terms of the
equivalent steel reinforcement ratio (p,,,) rather than the
equivalent FRP reinforcement ratio (p,, ), since, the latter
linear up to failure (1.e, without yield pomt). The
equivalent steel or FRP reinforcement ratio of H-RC
section are defined as following:

E
Pane = PHPe - (38)
A
_ A (39)
pS b ds
p, = (40)
bd,

Where:
p. = steel reinforcement ratio
pr = FRP reinforcement ratio

E
peq,f = ps E_s+pf (41)

f

For clarification the effects reinforcements ratio on
structural behaviour of H-RC members, the tension
stiffness i3 neglected. Figure 6 presents the load
deflection curves of case study of H-RC section with
different values of (A¢A,) ratio, pure FRP-and pure
steel- reinforcement sections are included with the same
equivalent steel ratio (i.e., p,,, = 0.811%) for all cases as
details shown in Table 3.

It can be observe that the difference in behaviour
among all cases under consideration in Fig. 6 commenced
at the point of steel yielding. Although, all cases of H-RC
beam have the same p,,, (= 0.811%) but the ultimate
strength is increased as the (A/A,) ratio increased owing
to increase mn the amount area of FRP-reinforcement.

Failure modes of hybrid-RC section: The prediction
theoretical model is employed to indicate the failure mode
of H-RC members. The failure can be happened in H-RC
section when one or more of material components fail
induvial or simultaneously. The reinforcement ratio of
H-RC section effectively affected the govermng type of
failure mode which can be distinguished according to
limitations of reinforcement ratio specified i Eq. 45. When
concrete crushing with steel reinforcement yielding
simultaneously at which FRP reinforcement not ruptured
yet m this case the balanced steel reinforcement ratio (p,,)
can be calculated using consistent assumptions for
equilibrium and compatibility relationships as follows:

p., =085 Bl i E‘Si (45)
’ f, f,+E &,

Where, f, = 0.85-0.05 f,-28/7 when steel reinforcement
yielding, then concrete crushing with FRP reinforcement
ruptured simultaneously in such case the balanced FRP
reinforcement ratio (pg,) can be obtamed as:

p,, =085f £ Ee, (46)
Ff, Ff,+E, €,

In addition, a critical condition (i.e., “Not balanced”
and it 1s occurred in tension zone) can be utilized when
steel remnforcement yielding with FRP reinforcement
ruptured simultaneously at which concrete crushing not
yet cccurred the critical steel-FRP reinforcement ratio (py,)
can be obtained as:
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Table 3: Reinforcements details of HRC-section with same value of equivalent reinforcement ratio (p,, )

Case No. A, (mm?) e, (%) Ap (mm?) pr (94) Leq s (%0) A, (mm®) AdA
Pure-steel 723.83 0.811 0 0 0.811 723.83 Q
HRC 678.58 0.760 226.250 0.254 0.811 723.83 1/3
HRC 603.19 0.076 603.190 0. 676 0.811 723.83 1
HRC 40212 0.451 1608.550 1.8020 0.811 723.83 4
Pure-FRP 0.00 0.000 3619.150 4.0550 0.811 723.83 8

o = fyAS-s-Ffu A, o, f—y+pf (47) In other hand, the same adopted approach of ACT

Lvd, R,

According to the first material component failure and
limitations of remforcements ratio specified in Eq. (45-47)
the failure modes of II-RC members can be illustrated as
following.

Concrete crushing failure mode: This undesirable failure
occurred if the equivalent steel reinforcement ratio (p,,,)
is greater than the balanced steel reinforcement ratio (p,,)
(1.e., over reinforced section) in which concrete crushing
while steel-and FRP-reinforcements not yielding not
ruptured yet, respectively.

FRP rupturing failure mode: This madmissible failure
moede cccurred when (p,, ) ratio is less than (p,) or {p,)
ratio is less than (pg,).

Steel yielding failure mode: This is ductile and desirable
failure mode, since, yielding of steel causes extensive
previous warning. It is cccurred when (p,, ) ratio is less
than {p,,) (i.e., under reinforced section) and to control
steel remforcing yield followed by concrete crushing
rather than FRP rebar ruptured, the value of (p; .) ratio
must be greater than (p;,).

Flexural design guidance of H-RC section singly
reinforced: To mitigate the variation of practical strength
of S-RC section and to ensure ductile failure mode ACI
318M-14 adopted approach of tension controlled section,
so that, the nominal flexural strength determined when the
tensile strain of outer steel layer is equal or more
than (e, = 0.005) at which the concrete crushing is
occuwred simultaneously (ACI., 2006). Using tension
controlled section in H-RC section, the upper limit of (p,,,)
ratio 1s the meaximum equivalent steel reinforcement ratio
(P4 mee) Which 1s determined in terms of (p,,) as:

Peys = P TP Eg 20, (48)
. B, !
Do =P E. aerfy (49)

*" E, £,+0.005E,

440.1R-06 for FRP-RC section (ACI., 2006) 1s used to
ensure concrete crushing prior FRP-rupturing failure
mode. Thus, the maximum equivalent FRP reinforcement
ratio (p;,) which the upper limit of (p,, ;) ratio is obtained
regarding (p:,) as follows:

Ptz Z P max (30)

Pt = 14D, 51

Also to ensure steel yielding occurred before
FRP-rupturing failure mode, the condition of steel yielding
failure mode illustrated as follows:

Pt s = Pt s (32)

Basis on the concept of ACIL 440-06 (1.e., ¢ Mn = Mer
where Mer 13 the moment of cracking section) to specify
the formula of minimum equivalent steel reinforcement
ratio (P, ) for H-RC members as follows [12]:

_ 0.254f] > 1.4 (33)

ps,mm - .
£,

¥

Ductility index of H-RC member: The defimtion of
ductility can be summarized as the ability of structure to
withstand the applied loading up to the ultimate load with
large deformation before collapse. In ordinary S-RC
structure, ductility index is recognized by a ratio of
ultimate to the first steel-reinforcement yield deformations.
However, Rashid et al (2005) concluded that the
traditional definition of ductility index in terms of
deformability found to be madequate for structure without
yield point such as AFRP-RC beams. In energy basis, the
ductility 18 1dentified as the ability of structure to
absorbing the energy up to collapse. Tan (1997)
suggested the ductility index as ratio between the total
energy determined as area below the load-deflection
curve and total elastic energy of corresponding case.
Adello and Ombres (2002) predicted (df) parameter
which is represented as a ratio of area below the
moment-curvature curve to that area determined up to
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detecting curvature value. Qu et al  (2009)
concluded that the ductility HRC members varied with
(A/A) ratio and modulus of elasticity for FRP and
steel reinforcements. Pang et al. (2015) proposed a
definition of ductility index (ph) with energy and
deformability basis for H-RC members as follows
(Kara et al., 2015):

D
My =y > () (54
D,
Uy
="E<]Q (55)
Y U

D, = Curvature, rotations and displacement at ultimate
stage of loading

D,, = Curvature, rotations and displacement at first steel
yielding

H, = Area below moment-curvature curve of H-RC
member

U, = Areabelow moment-curvature curve of equivalent
S-RC member

Ir = Factor of ductility reduction
Uy = Traditional definition of SRC beams (Kara et al.,
2015)

By reviewing the verification test results of last
proposed ductility index, it is found that the factor of
ductility () values gives a significant meaning for beam’s
ductility rather than the proposed ductility mdex (uh),
since, the factor 1 1s scaled the ductility mndex of H-RC
member with respect to reference point (ie., J = 1.0)
represented by S-RC member remnforced with equivalent
steel reinforcement ratio (p,,.). Figure 7 shows the
modified ductility mdex () verses the (A¢A) ratio for the
case study under consideration with range values of (p,,,)
ratio from (Puy; = Py = 0.33%0) to (Puys = Pap = 3.01%). It
seern that the as the (A/A)) increased the ductility of
H-RC members decreased as expected, since, the amount
of steel reinforcement decreased. Tn addition, the range of
variation of ductility index (1) is receded as the equivalent
steel remnforcement ratio (p,,,) is increased because of
mcreasing the amowunt of remforcing steel rebar which 1s
eliminated the effect of FRP reinforcement in other words
as the (p,, ) ratio increased the ratio between lead causing
vielding steel to ultimate load (PyP,) 1s increased.

Effective range of (A/A)) ratio of hre member: In HRC
members, the steel reinforcement is introduced to improve
ductility and stiffness while the FRP remforcements
essentially to increase the ultimate strength and to migrate
corrosion of steel reinforcement. These two criteria are

0.551 P = Py

0.50 T T T T T T T T T
0.0 05 1.015 2.0 253.0 35 40 45 50 55 60
(AdA)

Fig. 7. Variation of ductility index () of H-RC case study
member against (A¢A) ratio
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Fig. 8 Effective limits range of (Ay/A,) ratio for HRC
members

acted in opposite direction, thus by intersecting these two
criteria  with various amount of equivalent
reinforcement ratio, the critical behaviour of H-RC beams
can be achieved. The theoretical prediction model is used
to investigate the effective range of (A/A,) ratio in H-RC
beams for the case study. Figure 8 represents the
variation of ductility index () and normalized ultimate
strength index (X = P, /P, o) verse the (A/A,) ratio of case
study considered in this study. where, P, = Ultimate
strength of H-RC members and P, ;= Ultimate strength of
FRP-RC members reinforced by FRP remforcement with
the same equivalent steel reinforcement ratio (p,, ). Three
values of (p, ) ratio were used, namely (p_.., = P.u, =
0.33%, Pus = Pome = 1.98% and p., = p.,. = 3.01%) to
indicate limits of the critical range of (p,,,) ratic that meets
the ductility index () and ultimate strength index () at
same level as shown in Fig. 8. Tt shows that the critical
range of the (A/A)) ratio for the case study 1s limited
between (A¢A, = 1.40 for p,, = Py ma = ©0.33%) and
(A¢A, = 0.5% forp,. = p,, = 3.01%).

steel
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CONCLUSION

Theoretical model of analysis hybrid remforced
FRP and steel concrete member is presented using
principle of strain compatibility and forces equilibrium,
the moment-curvature relation, deflection and ultimate
moment strength are established. A good a agreements
have been shown between theoretical prediction results
and experimental results of other researcher. The adopted
stress-strain relationships for concrete in compressive
and tensile zones in the theoretical model are suitable with
acceptable degree of coinciding m load-deflection
response.

Tension stiffness of concrete in H-RC section has
significant effects in the first part of load-deflection curve
and this effect 1s lessened in second stage of curve whle
it is diminished in the third stage and ultimate strength of
H-RC members.

The effectiveness type of FRP remnforcements
m H-RC member is augmented as it’s modulus of
elasticity increased, since, the FRP reinforcements
plays a role in the third stage of load deflection
cuve of HRC member after yielding of steel is
oceurred.

The principle of converting the FRP reinforcement
in HRC section into equivalent steel reinforcement can
be adopted to apply provisions of ACI-318M-14 in
desigmng approach with modifying formula, since, the
recommended failure in HRC is ductile failure mode
initiated by steel yield then concrete crushing while
FRP rebar not yet ruptured. The equivalent steel
reinforcement ratio is affected by elasticity modulus of
FRP rebar.

The ductility index of H-RC beam represented by the
ratio of total absorption energy of H-RC beam to total
absorption energy of S-RC beam reinforced with
equivalent steel ratio. While the ultimate strength index of
H-RC beam identified as the ratio between the ultimate
bending strength of H-RC member to that for FRP-RC
beam reinforced by FRP reinforcement with the same
equivalent steel reinforcement ratio. The wvariation of
these indices are opposed as the equivalent reinforced
ratio (A/A) i1s mcreased due to increase of FRP
reinforcing area with respect to decrease of steel
reinforcement.

Critical range of hybrid reinforcement (AfA,) ratio
are specified that meets the ductility index () and
normalized ultimate strength index (X) at the same
level.
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Abstract: Eye gaze, often regarded as a language of non-verbal communication can be studied and estimated
using scientific detection methods and contains a tremendous scope of applications in daily lives.
Investigations m eye gaze detection can give ideas about what a person 1s thinking about based on how and
where he is looking. Nowadays, the eye gaze detection methods utilize an incorporation of convenient hardware
and affined software to detect the gaze direction for providing new applications ranges. In this study, the
objective 18 to provide an inclusive expansion m classifying the recently existing methods based on the eye
gaze detection by considering various paradigms such as wearable and unwearable devices, active and passive
systems, feature and appearance approaches, the estimation of head movements and the used algorithm. This
study includes the major preliminaries, usefulness and abuses as well as the necessities of future expansion

in the domain.

Key words: Communication, inclusive, appearance, necessities, passive, preliminaries, scientific

INTRODUCTION

The eye gaze movements supply a fundamental
interfacing with a person’s purposes and thinking. A
noticeable view of the psychology field is the capability
of investigating the internal working of the brains via.
computing how different muscles of the eye are
contracted (Fig. 1).

The researches of eye gaze detection methods may
expose what is the thinking of person about on the basis
of where he/she is looking. Thus, the eye gaze detection
allows various applications, like working as an alternate
mechamsm of mput to make the users capable of doing

different jobs such as utilizing a smartphone to determine
the visual attention of the users providing a medern field
of human interaction environment for a perfect life to the
disabled and old people reducing the road accidents by
alarming the drivers under various driving conditions;
controlling the video games representing a helpful
means for medical diagnostics like mental disease
diagnostic as well as improving medical education and
therapy controlling the humanoid robots removing the
awkwardness
allowing an extra reliability with a strong performance for

related to industrialization of sports

security and authentication purposes.

o 1
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Fig. 1: Demonstrates the eye-muscles which are supply the eye gaze movement
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MATERIALS AND METHODS

Classification of eye gare detection methods: The
methods adopted for the detection of eye gaze can be
clagsified into several types based on the perimeter
chosen for classification. For instance, the classification
differs when the physical proximity between the subject
and the system 1s studied than when the algorithm used
for gaze detection is studied. Further, new perimeters of
classification of eye gaze detection systems are being
mtroduced as new developments are being done rapidly
mn this field. In this study, different methods of eye gaze
detection are classified under some broad criteria of
differentiation.

Methods based on wearable/non-wearable devices: One of
the most popular classification of eye gaze detection
methods is based on the wearability and non-wearability
concepts. Based on these concepts, the methods of eye
gaze detection are classified n to attached and remote
methods (Al-Rahayfeh and Faezipour, 2013). The attached
(wearable) gaze detection methods generally consist of a
single/multiple lenses attached to a device, generally
glasses in order to detect the gaze coordmates of the
eyes. In this methods, the person requires to lay glasses
frames on the helmets or cameras. Helmets provide good
solutions for detecting the eye gaze, none the less, there
15 a limitation m expanding the use of such methods
because of their heavy weight. As an example for using
helmets in detecting of eye gaze (Pires et al, 2013).
present a method can be successfully implemented in
sport applications with a fast computing and handling of
the eye location changes. While the spectacles or
glasses can achieve a lugh publicity, since, they are
not heavy and accurate as in the work in which
MecMurrough et al. (2013) use a wearable eye gaze
glasses (Fig. 2) for monitoring the right eye equipped with
an infrared-monocular camera in addition to the used of
reflective markers to detect the head movements and this
resrearch provides a high degree of accuracy.

Another arrangement of wearable eye gaze glasses
with a low-cost webcam was introduced by Jen et al.
(2016) for detecting the region of interest and this work
also provides high degrees of accuracy and robustness.
Depending on the recently existing eye gaze detection
methods, the wearable based classification methods are
implemented in various applications. Kim et al. (2012)
present a monitoring system for both eyes equipped with
three mim cameras and two murors for extracting the
regions of interest depending on the detection of
binocular gaze. Yip et al. (2016) present a controlling
mterface for surgical mamipulators based on wearable

Fig. 2: Represents  the device

wearable eye
(McMurrough et al., 2013)

gaze

eve gaze detection method. And with application of
virtual reality, Tripathi and Guenter (2017) propose a
method based a wearable device to detect an eye gaze
with a relatively good degree of accuracy. The remote
(non-wearable) methods of eye gaze detection do not
require any attachment to the subject’s body. Rather, the
hardware in this system can be assembled m a close
proximity to the subject m order to feed the necessary
data to the software involved. This type of methods can
be particularly beneficial to operate machineries and
equipment’s remotely, allowing the controller to be at a
safe distance while performing tasks that are rnisky. Also
such mothed can be applicable for people with motor
disorders to control appliances that input eve signals to
perform tasks. An application of remote based methods 1s
proposed by Ebisawa and Fukumoto (2013). Another
application 1s the concept of a tele operative mobile robot
has been proposed by Gego et al. (2017).

There are different fields of both attached and remote
eye gaze detection methods because of both types of
detection methods have unrivaled usable benefits. But
comparing with other methods based on wearable
devices, the methods based on non-wearable devices are
widely applied, gratitude for their convenience and easy
utilization.

Methods based on active/passive systems: The eye gaze
detection methods can be categorized into active and
passive systems. Active detectors use infrared
illuminants, a light emitting diode and cameras for adding
lighting to obtain a suitable recogmtion for the eye. they
are a less effectiveness at more distances and m the
daybreak. The passive systems are operating in visual
light. These systems are so, natural yet, they are very
sensitive to lighting condition. The most present eye gaze
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detection methods necessitate somewhat a high cost and
employment of infrared illuminators and a light emitting
diode techmques that affect the user eyes (Palinko et al,,
2016). For this reason, it is quite necessary to design
a low cost eye gaze detection method based on a
software.

Recently, a lot of researches have been worked with
the active and passive eye gaze detection methods.
Hughes et al. (2017) proposed an accurate active
detection method under the perfect script of lighting
environment (32 light emitting diodes) and a fixed head
movement but when moving the head, the detection of
eye gaze will be very difficult. Findings by Smith et al.
(2013) show that, while the active systems of gaze
detection were generally more accurate, the passive
system 18 better in terms of distance sensitivity and pose
variation. Further, the efficiency of the passive system
can be mcreased by feeding the system with more
memory (the number and variations of pictures of different
faces in different poses and gazes) that are used as
reference to detect the gaze of the subject. As a passive
based method in the application of driver assistance,
Maralappanavar et al. (2016) decide if the drivers are
distracted or not via estimating their gaze directions.

One complication for both the active and passive
systems of eye gaze can arise when the subject 13 either
far-sighted or near-sighted and wears glasses. It 1s
because glasses often reflect environmental lights which
makes detecting eye gaze more difficult. This problem can
even combine with a difficulty to detect the pupil when
using an active gaze detection method (Chinsatitf and
Saitoh, 2016). However, one major advantage of active
eye gaze system over the passive gaze system 1s
former’s usefulness to control robotics that require the
input of a controller’s facial and body gestures in order to
perform.

Methods based on appearance/feature approaches: The
eye gaze detecion methods are divided into two
categories appearance based methods and feature based
methods. The appearance based eye gaze detection
methods are the ones that treat the cropped eye umages to
be detected as points 1 a ligh dimensional space instead
of treating them as a combination of certain geometrical
figures like contours and corners (Zang and Liu, 2012).
The core usefulness of appearance based methods is that
they require low hardware and these methods can be
implemented without using high resolution cameras or
extra sources of light. While the core disadvantage of this
classification 1s that it has low accuracy between 2-3° with

a fixed head.

Feature based methods occupy into consideration
different merits of the human eyes to detect a
distinguishing set of features such as pupil contour, the
corners of the eye and corneal reflections of near infrared
light sources (Wang et al., 2016). These methods can be
partition into regression based and model based methods.
In the regression based methods, the vector between
the pupil center and corneal reflections 1s detected and
geometrically mapped via. a polynomial regression-
function to gaze coordinates on the screen. While the
model based methods utilize a geometrical pattern of the
eye of human straight with near infrared illuminator and
various cameras and mirrors for developing an accurate
detecting of eye gaze directions. Comparing with the
appearance based methods, this classification has a
higher accuracy but it requires extra hardware like various
sources of light or cameras. Also, there is a difficulty may
cause method fail when the near infrared glints in the eye
cornea are disappearing owing to the head movement or
when more glints are appearing i the eye via. other near
infrared sources of light (Bazrafkan et al., 2015).

There are many researchers are tried to fix the
problems appeared in appearance and feature based
methods. Wang et al (2016, 2018) improve that
appearance based methods can be very effective when
training big amounts of data. Zhang et al. (2017) propose
a full face appearance based trained architecture method
to detect accurate and robust eye gaze directions under
various challenges of light conditions and head poses.
Without any extra hardware (only a webcam on the screen
of the computer), Jariwala et al. (2016) presented a
geometric feature based methed to detect the eye gaze
directions with a high degree of accuracy.

The methods based on head pose estimation: The
estimation of the eye gaze of a human can also be made
by analyzing the head pose instead of detecting for
minute features like pupil or iris. Therefore, the head pose
estimation system 1s more effective when the subject of
study is not in a close proximity of the detection system
to effectively detect the configuration of optical and facial
muscles. The head pose method of eye gaze detection can
be applied to study multiple subjects at the same time,
thus, making it suitable for applications like studying the
behavioral patterns of crowds for crowd management,
searching for a particular person in a crowd and so on
(Baxter et al., 2015). The head pose estimation systems are
further studied under two different domains namely
visual surveillance and human computer nteractions
(Mulkherjee and Robertson, 2015). Both domains of head
pose detection differ for one another in aspects of the
quality of input and range of detection. The wvisual
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surveillance system is the type of estimation system than
can work from a fairly long range between the system
taking the input and the subject. Tt is mostly applied to
detect patterns and superficial details such as the
speed and direction of a subject in motion, common
gestures and patterns of crowd movement etc. (Chen and
Odobez, 2012). Since, this domain only concerns with the
superficial subjects and can work from a long range, it
does not demand very high quality of images as input
data. In contrast, Human Computer Interactions (HCT) 1s
a detail-based domain of detection. This type of detection
system applies the approach where facial landmark
detection is performed (Fanelli ez al., 2011). Therefore, this
approach requires the input of high resolution images and
can only work in a short range, i.e., generally, 1-2 m
between the hardware and the subject. Further, unlike
the visual swrveillance methods, the human computer
mteraction methods are suitable for indoor applications
where the subject in interest are static and facing directly
towards the mput mechamsm. However, it 1s possible to
combine the usefulness of both the domains and to avoid
their limitations by combining the concepts of both the
domains together in an applicable system as proposed
by Mukherjee and Robertson (2015). Thewr approach
involved the combination of two different networks, one
trained to capture depth and detail and the other to
capture RGB in order to unify the problems of both the
domains. Their results further show that the combination
of these two domains into one system opens up scope for
faster and more reliable detection systems that are lughly
applicable. Valenti et al. (2012) provide a preferable visual
eye gaze estimation via. joining the eye location with the
information of the head movement. For smart interacting
between the user and the smart TV, Nguyen ef al. (2013)
present an eye gaze detection method based on head
pose estimation to control the smart TV. Another
application of controlling various assistive technologies
15 proposed by Al-Rahayfeh and Faezipour (2014) in

which several controlling signals are promoted via. the
classification of eye gaze direction and the detection of
head movement. Tn the application of the drossiness
in the driving assistance systems, Choi and Kim (2014)
propose a relatively fast calculation method for detecting
the head pose and the eye gaze to reveal the drowsy
driver.

Methods based on used algorithm: The used algorithm
based eye gaze detection methods, rather than detecting
for certamn facial reference pomts or analyzing images for
certamn facial features and poses, uses a set of calculable
rules in order to determine the eye gaze of an individual.
Already, this classification of eye gaze detection methods
can be utilized in the field of driver fatigue monitoring,
since, the past few vyears. Lopar and Ribarie (2013)
suggest two different bases of eye gaze detection, one for
eve detection and the other for face detection further,
both the types of detection methods contained further
divisions of detection types in practice. George and
Aurcbinda (2016) have provided fast and reliable
detection algorithm for eye localization using low
resolution images which searches for the center of the iris
using the geometrical features. Besides, several other
algorithmic techniques for eye gaze detection are being
introduced in researches these days, expanding the field
and introducing new approaches all the time.

RESULTS AND DISCUSSION

The performance analysis: The previously presented
classifications are briefly given m Table 1. This table
introduces a comparison that is based on the following
criteria: the application domain, wearable and unwearable
devices, active and passive systems, feature and
appearance based systems and the head movements
detection.

Table 1: A comparison between different classifications of eye gaze detection methods

Field of Attached Remote Active Passive Feature based  Appearance based Head
Researchers (years) application methods methods system system system system poses
Pires (2013) Motor sports application v v v
McMurrough ef al. Educational and v v v
(2013 research purposes
Jen (2016) Driver assistance sy stemns v v v

and assistive techniques
Kim et al. (2012) Paychology and robat utilization v v v
Yip et ad. (2016) Surgical manipulator v v v
Tripathi and Virtual reality v v v v
Guenter (2017)
Ebisawa and - v v v v
Fukumoto (2013)
Gego et al. (2017) Hurman robot interaction v v v
Hughes et al. Tnput device for v v v
(2017) computer interaction

Smith et al. (2013)

Human object interaction
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Table 1: Continue

Field of Attached Remate Active Passive Feature based  Appearance based Head
Researchers vears application methods methods system systerm system system poses
Stweta et al. (2016) Driver assistance systern v v v
Wang et al. (2016) Human attention understanding v v v
Wang et al. (2018) - v v v v
Zhang et ai.(2017) Computer vision tasks v v v v
Jariwala et af. Commercial gaze estimation v v v v
(2016) systemns with simple webcams
Mukherjee and Scene interaction detection v v v v
Robertson (2015)
Valenti et &f. (2012) - 's 's 's s
Nguyen ef . (2013)  Smart TV controlling v v v v
Al-Rahayfeh and Various assistive v v v v
Faezipour (2014) techniques
Choi and Kim (2014)  Driver assistance sy sterns v v v v
George and Routray - v v v
(2016)

CONCLUSION

To conclude, the classifications and applications
of eye gaze detection methods are diverse and
expending. Each classification of the methods has its own
usefulness and abuses. Unfortunately, these methods
based classification cannot provide entirely exhaustive
objectives. In the previous sections, a representative
msight for classifying the eye gaze detection methods in
various applications 1s presented. The need to find a
beneficial eye gaze detection method includes high
degrees of reliability and accuracy, robust head
movements detection and robustness to spacious varied
lighting conditions. In addition to the necessity for
increasing the performance of the method and decreasing
the cost.
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Abstract: Nowadays, Wireless Sensor Networks (WSN) play a crucial role in various fields such as the army,
health, the environment and so on. Emerging technologies such as the internet of things, smart applications
and smart grids stimulate the deployment of autonomous, self-configuring, large-scale Wireless Sensor
Networks (WSNSs). These sensorswhich are small nodes, collect datain awellfield and transfer it to a new sink
where al data waiting to be exploited by applications (web, mobiles, ...,) are stored. These new sensors have
limitations which must be taken into consideration when deploying a WSN network, especially their strictly
limited energy. Thus, in order to efficiently use the energy of these nodes to improve and increase the lifetime
of the entire network and reduce the energy consumed during data transmission and processing,
several self-organization algorithms have been proposed to create different network architectures based on
required applications. In this research, we will study and examine the various WSN-based self-organization
agorithms, highlighting their principlesin order to compare them according to different metrics and on multiple
requirements such as load balancing, energy efficiency, complexity of the algorithm, ..., etc. To perform this
multi-criteria comparison, we will use the ROC (Rank Order Centroid) multicriteria analysis method to make the
decision when designing and implementing a new efficient and effective self-organization algorithm that will
meet all metrics and to all criteriain order to create a performant and sustainable WSN network.

Key words: Wireless sensor networks, network architecture, self-organization, energy efficiency, load

balancing, multi-criteria analysis method (ROC)

INTRODUCTION

Micro Electromechanical Systems technology
(MEMYS) and wireless communication have recently seen
tremendous progress and growth which has allowed the
development of small-scale wireless sensors with limited
energy resources, low storage capacity and low power
communication (Kalantary and Taghipour, 2014; Lan and
Mehmet, 2010; Akyildiz et al., 2002). These wireless
sensor nodes are deployed in an area of interest by
forming WSN wireless sensor arrays which detect and
collect the information to be transferred to the Base
Station (BS or sink) as illustrated in Fig. 1. This
information will then be sent to the user via externa
networks (ethernet, WiFi, 3G/4G, satellite, ...,). The
wireless sensor nodes are composed of different units
which themselves are composed of different modules as
illustrated in Fig. 2.

The detection or sensing unit which consists of two
modules: a sensor which makes it possible to detect the
information in the field according to the phenomenon
to be monitored and the characteristic of the sensor

O Sensors node

O Gateway sensor node

Fig. 1: General architecture of aWSN
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Fig. 2: Internal architecture of a sensor
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(Ex: the presence of an object, temperature, humidity,
pressure, ...,) and an Anaog-Digital Converter (ADC)
which communicates with the processing unit to transfer
the detected information:

C The processing unit for saving and processing the
data collected from the field

C The communication unit which transmits and
receives data from the outside

C  Theenergy unit which is responsible for feeding the
node

Sensor nodes are individual nodes that know nothing
about the network and do not have an existing fixed
infrastructure, they are often totally decentralized. Then,
these nodes have to organize themselves, unlike
traditional wired networks in an autonomous way to form
a network topology, so that, they can communicate and
transfer the detected datato the sink (Sirsikar et al., 2014).
That is to say, before starting to transfer the detected
data, al the sensor nodes that are in the capture zone will
self-organize themselves in an autonomous and efficient
way to build a solid topology which considers their limits
in energy, storage capacity, processing and transmission
power (a short radio range) and ensures the reception of
data by the sink.

For this reason, several algorithms have been
developed in recent times which allow the sensor nodes
to self-organize and adopt a topology that will be the
basis on which the data will be transferred to the base
station and also an optimal structure to increase the life of
these nodes and at the same time of the network.

These topologies and network architectures are
divided into three types of categories (Al-Karaki and
Kamal, 2004) flat architecture, location architecture and
hierarchical architecture (Fig. 2). In aflat architecture and
location, al nodes have the same role in the network and
they have the same resources whereas in a hierarchical
architecture, the network is divided into several levels of
responsibility and the nodes do therefore not play the
same role. The main techniques used in the hierarchical
architecture are the construction of clusters or clustering,
chains and trees (tree structure).

The agorithms based on the hierarchical architecture
are more efficient than those based on the flat
architecture on the location architecture in terms of
energy consumption since they make, it possible to
minimize the total aggregate transmit power on the
nodes in the selected path and to balance the load
between the nodes to extend the service life of the
network (Walters et al., 2007).

The main objective of this study is to examine the
different hierarchical agorithms used to form and
construct network architectures and topologies in the
form of clusters or chains or trees for WSN based on
different criteria and metrics while considering the
constraints of the sensor nodes to provide a long service
life for the network and to balance the energy
consumption and the load between these nodes.

MATERIALSAND METHODS

Chain-based algorithms: The chain-based algorithms are
based on the construction of a string from al the nodes
scattered in the zone of interest in order to transmit all the
detected information to the base station. Among these
algorithms the most common are PEGASIS (Lindsey and
Raghavendra, 2002; Tan and Korpeoglu, 2003) is a
protocol based on the construction of the chain. In each
round, a leader is elected to lead the construction of this
chain (Fig. 3). The construction of the chain begins with
the node furthest from the base station.

The global knowledge of the network by the nodes
begins with the node furthest from the base station and it
is done with the choice of the nearest neighbors by
transferring the distance and information of the
neighboring node until covering al the nodes. This
procedure is also carried out in the opposite direction so
that all the nodes will have a global vision on the whole
network (Fig. 4).

The data transmission begins with the leader which
sends a token to both ends to send it their detected data
(Fig. 5). In each round, a new leader is chosen to rebuild
achain and collect the detected data.

EECB (Y u and Song, 2010) isa protocol based on the
construction of a chain of nodes which uses the same
algorithm as PEGASIS except that they avoid the
formation of the long links between the nodes (Fig. 6) and
it chooses the leader on the basis of a residua energy
formula and the distance between the base station and
each sensor node in the network (Eq. 1):

d; = /(X Xgs)” (Y, Yes)’

D
Qi = Eres'dual-i

di

PDCH (Linping et al., 2010), PEGASIS double cluster
head is a new protocol that uses the same notions as
PEGASIS. It proceeds in two phases. In the first phase, it
creates several levels in the form of concentric circles
whose center is the base station. In the second phase, it
electsat each level two leader (or two cluster heads) to
build the chain at the level. The red circles show the
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nodes whose number of branches is >2. These notes are
therefore more likely to be selected to be a group leader
than the other notes of each level.

The selection of cluster heads is based on the
same EqQ. 1 to choose two cluster heads (main cluster
head and secondary cluster head) ineach level among
the possible cluster heads available (red circles). One of
the two CHs collects data of the chain in its level and
sends it to the other CH which merges the chain of its
level with the oneit receives from the level to which it is
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Fig. 7:a) PEGASIS with Long Link (LL) and b) EECB
without Long Link (LI)

adjacent if it exists. The latter then sends the result chain
to the other adjacent level but closer to the base station.
This process is initiated at the furthest level and is
repeated until the global chain arrives at the base station
(Fig. 7).

CCM isanew algorithm applied in an organized and
well distributed network where each node has uniform
coordinates (i, j) (i = the number of the string and j isthe
number of the node in thischain) (Tang et al., 2012).

This protocol is based on the construction of the
chains whose leaders form a cluster. In each round, chain
leaders are chosen and among them, a cluster head is
elected to transmit to the base station his chain and all
other chains received from other leaders.

ECCP is a hybrid hierarchical protocol based on the
formation of chains in clusters. The selection of CH is
based on the calculation of the weight of each node in a
radius r and the node with the highest weight is elected a
CH. Each CH formsits own cluster and the farthest node
begins constructing the chain in the latter using the same
processes as PEGASIS (Sheikhpour et al., 2012).
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Fig. 8: Process of chain constructionin PDCH

The construction of clusters is composed of two
stages, the first is the selection of CHs and the second is
the formation of clusters. In the step of selecting the CHs,
each node broadcasts a message in a radio that contains
its location and its residual energy. Each node that
receives this message, it realizes the update of its table of
neighborhood which contains the distance to its
neighbors and it calculates its weight. After calculating
the weight, each node sends its weight broadcast to all
the nodes that are found in its radio r. The node with the
bigger weight iselected aCH in hisradio:

number cfoneighbours 1
Weight, =RE. Q —5—— 2
j=1 dist (vaj)
Where:
RE; = Theresidual energy of the nodei
dist (v,,v}) = The distance between the node i and the
nodej (for al the neighbors of the nodei in

hisradior)

SCBC is a protocol that is based on the creation of
clusters in the surveillance zone and in each cluster a
chain is constructed that contains a leader which isa CH
or SCH (Secondary CH) (Tanand Viet, 2015). Thedivision
of the cluster surveillance zone is carried out by applying
an algorithm which calculates the angular value of each
cluster and also the angular angles of each node and after
it decides the nodes that belong to each cluster. The
number of nodes of each cluster is fair whose clusters
have the same number of sensor nodes (Fig. 8).

Once the clusters are formed, the CHs selection step
in each cluster begins. This step is based on the residual
energy of each node in a cluster and a value of the cost
that has a relation to the distance of the base station. If a
node has a residual energy higher than Eavg and has a
maximum cost then this node is elected as a CH. The

O Sensor node @ Secondary cluster head O Cluster head

Values

Cluster
Fig. 9: Network topology with SCBC

selection of the secondary CH in each cluster is carried
out in each round and is based on the average distance
between the CHs selected in the previous step and the
base station with the base station (R/2) range and Also
with the number of SCHs which must not exceed k/2
(k is the cluster number). With these conditions, the CHs
will be far from the base station and the SCHs will be
closer to the base station and will work as much routers
for these remote CHs (in a cluster there must not be a CH
and SCH in the same round).

Pegasis multi-chain is a protocol based on the
construction of chains in 4 regions of the surveillance
zone (Patel and Munjani, 2016). Inaarea100x100 with 100
nodes, each zone will contain 25 nodes in a dimension
50%x50 and a base station. In each region, a node farthest
from the BS of its region begins to create a chain whose
leader is chosen in each round in a random manner

(Fig. 9).

Tree-based algorithms: In this part, we will study some of
the most used agorithms which are based on the
sdlf-organization of all the nodes that exists in the capture
area to form a more suitable tree topology to transfer the
collected data to the base station.

PEDAP is a hierarchical protocol based on tree
construction using the prim spanning tree minimal
algorithm which performs the branch cost calculation to
know the optimal parent node of each node (Tan and
Korpeoglu, 2003) (Fig. 10). The calculation is carried out
by the base station.

The base station sends to each node in the network
information such as: the parent node, the child nodes and
the time slot number to send the data to the root node.
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TREEPSI is a protocol that works with rounds
(Satapathy and Sarma, 2006). The construction of the tree
begins with a nodei which is the root and from this
root the procedure of building the tree begins (Fig. 11). All
the nodes in the monitoring zone have uniform initial
energy, they have the location information and also have
the ability to adapt the transmission power according
to the distance at which the destination is located.
The selection of node i as a root node is random
(such as PEGASIS in turn) but this node must have a
residual energy sufficient to transmit the data to the
base station (the nodes know the location of the base
station).

TBC isaprotocol based on the construction of trees
in clusters (Kim et al., 2010). In each round, nodes are
elected as CHs (root nodes) and trees will be built in each
cluster from these nodes.

Once the CHs form the clusters using the same
procedure as LEACH, these CHs have become roots in
each cluster. Each root detects the member node farthest
from its cluster and its distance is named dmax. Once the
value dmax is determined, then divide the cluster to levels

o Root node
O Sensor node
—» Communication path

— 7

Sensor network field

Fig. 12: Construction of the treein TREEPS]

O Sensor node

O Cluster head

O Communication path
— Cluster

xDis

Fig. 13: The network topology with TBC

according to the alpha value, the number of levelsin a
cluster is dmax/alpha. These levels are circles around the
root node. Each node in a level i detects the nearest
neighbors and which arein level i-1 (Fig. 12).

Each node sends this detected data to its parent
node, this node receives data from the child nodes,
fusions them and passes them to the parent node in the
cluster. When the data of all nodes that are members of
the cluster are received by the CH (root node), it sends
them to the BS.

TRP isaprotocol based on the construction of atree
where the base station is the root node (Gong and Jiang,
2011). In each round tree formation begins with each node
that searches for a parent node closer to the base station.
This procedure is performed by all nodes in the network
to build the desired structure before to begin transferring
data from the most remote nodes to the root node
(Fig. 13).
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GSTEB is a protocol based on the same procedures
as TRP except that the base station does not play the role
of the root node (Han et al., 2014). In this protocol, the
root node is chosen in each round by the base station
based on the highest residual energy of the nodes and
this information is broadcast to al nodes of the network
so that each node selects its parent node according to the
distance with the root node (Fig. 14).

There is another case in the GSTEB protocol where
the base station plays the role of the root node. In this
case, al nodes in the network know that the root node is
the base station. Then, each node looks for a relay node
that is a neighbor node closer to the root than itself and
that has a higher residual energy of all these neighbors
(which will cause minimal consumption between all
neighbors, one of these consumption is the sum of the
consumption of the sensor node towards arelay node and
that of the relay node to BS), this node will be selected as
the parent node. If the sensor node can not find an
appropriate parent node, it will transmit its data directly to
BS (Fig. 15).

SSTBC isaprotocol based on the creation of clusters
in the zone of interest and in each cluster, it will have a
node CH which will play the role of the root to form a
minimum spanning tree using the prim algorithm (Tan and
Viet, 2015). This protocol aso uses a process to minimize
the energy for nodes that relies on disabling the radio
from a number of unnecessary nodes that can detect the
same information to suppress the redundant data. In this
protocol, the base station is responsible for the formation
of clusters, sleep planning and the construction of
minimum spanning trees.
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Fig. 15: Network topology in GSTEB with a different
root node than the base station (bs located
at (50, 175 m)

In each round, all nodes send a message to the base
station to inform them of their locations and residual
energies. The base station divides the zone of interest
into 5 clusters, only in the first round. After each round,
the base station partitions the nodes detection area to
virtual square grids whose size is less than a distance
threshold value. The candidate node with the highest
residual energy will bein active mode and other nodes will
be in standby mode in the same grid for the current round.
In each round, the base station selects a CH in each
cluster (Fig. 16). The selection is based on the calculation
of the average energy and also of a cost, the node in a
cluster that has a residual energy higher than that of the
average energy and also has the highest cost, this node
is elected like a CH in thisround. Once the zone of interest
is divided into grids and 5 clusters and in each cluster a
CH is selected. So, the node CH will play the role of the
root to build minimum spanning tree.

Cluster-based algorithms:In this family of algorithms,
sensor nodes self-organize to form clusters. Each cluster
has a cluster head which is responsible to transmit al data
from its cluster to the base station. The most used
agorithms of this family are:

LEACH (Heinzelman et al., 2000) isthefirst algorithm
based on hierarchical clustering whose CHs Cluster
Heads) is are selected randomly and in turn according to
the threshold T(n) given by:
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T(n) = P " nl G
1-Px(r mod=)
P
T(n)=0"nl G

Where:

P = Desired percentage of cluster heads (p = 0.05)

r = Current round

G = Set of nodes that have not been cluster-heads in the
last /P rounds

Once the CHs are chosen, they start sending
advertising messages to build the clusters. Each
non-cluster-head node decidesthe cluster to which it
will belong for this round. This decision is based on
the received signa strength of the advertisement
(Fig. 17).

EECS is a protocol based on the formation of
clusters using almost the same procedures as LEACH,
except that the selection of CHs is different (Ye et al.,
2005). The choice of the CH is based on the residual
energy of al the candidate nodes in the network.
This energy is caculated by the base station
when it receives the message “Hello” from the different
nodes.

DAIC is a protocol that uses two zones to build
clusters in the network (Gautam and Pyun, 2010). The
zones are created based on the vertical distances between
each sensor node in the network and the base station.
These distances are computed by the base station. The
zones are divided into primary zone which contains CHs
and CH gateway and the secondary zone contains only
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Fig. 17: @) The 100-nodein 100100 m network with virtual
grid 5x5 m and b) An example for minimum
spanning tree

Chs. The Chs of the primary and secondary zones
form clusters in their zones and the gateway CHs
make connections between them to the base station
(Fig. 18).

CBRP is a protocol based on the construction o f
clusters using the CHs selected with the same procedure
as LEACH (Zarei et al., 2010). To transmit the data
collected by the CHs to the base station, atree is created
by them using the minimum spanning tree.

EADUC isahierarchical protocol that uses the same
algorithm as LEACH to select CHs and clustering and also
uses the concept of tree mapping between CHs to
transmit data to the base station (Yu et al., 2011). The
transmission of data from the CH to the base station is
based on cal culating the distance between the CH and the
BS and the distance DIST_TH (this algorithm defines an
appropriate TH DIST to ensure that all CH can find their
next hop). In the case where the distance from CH to BS
is smaller than DIST TH, then the CH communicates
directly with the BS and defines the BS as its next
jump. Otherwise, it communicates with the BS using
another CH.

EADC is a protocol based on the construction of
clusters with the same algorithms and procedures as the
EADUC protocol (Yu et al., 2011). The only differenceis
that the CH selects the next CH with a higher relay value
and closer to the BS than its next hop. If severa
neighboring Chs have the same “Relay” vaue, CH
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chooses the one with the larger d (g, BS) value to avoid
premature death of CHs close to the BS due to the
excessive transfer of data.

MH-LEACH (Neto et al., 2014; Wang et al., 2009):
The principle of this protocol is based on the selection of
the CHs to form clusters according to the following
threshold T (n):

T(n)= %Q
1P’ (rmodf)
N_num/P i
resdual + 1 radual
I Q { Elntlal ( Elmlal H tlmeS"'l%
Where:
Ewawa = Thenode current energy
Eiiia = The maximal energy of the node
N_num = The number of adjacent nodes

H_times = Represents the times of the node has been
selected as cluster head

Once the CHs are selected and the clusters are
formed, the transmission of the data to the base station
uses the creation of the initial and final routing tables
according to the RSSI power received by the closest
neighbors on the one hand and on the other hand
according to the distance of the base station to ensure the
sense of datatransmission (Fig. 20a, b).

NEAHC (Keet al., 2016) is a protocol based on the
formation of clusters by the selection of CHs in each
round using the threshold Th which is based on the
residual energy:

@ CH node @ Gateway-CH node. BS

[[] Primary tier [_]Secondory tier —> Routing path

[

Dk

Fig. 19: The network topology in DAIC

i
JIL P 1

+ caE !
i1p d(l)ﬁl €
1 e

T, = nl G

Where:

p = Thedesired percentage of cluster heads

r = The current round

G = The set of nodes that have not become the cluster
head in last 1/p rounds

">0 is a constant, 1/(1+e-"E) is a monotone
increasing function about E: If the chosen random
number less than Th, then n becomes the cluster head for
the current round r. This function of threshold makes the
nodes with more residual energy have a better chance to
become the cluster heads, thus, balancing the energy
consumption of the network.

After the cluster formation, each CH selects the data
transmission path to the base station using the residual
energy of al neighboring CHs and also the transmission
cost. The chosen CH is either the direct communication to
the BS or the communication to an optimal neighboring
CH according to the residual energy and the cost of
communication (Fig. 19).
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Figure 20 and 21 the NEAHC protocol consumesalot
of energy resources in the calculations made to look for
the optimal neighbor for each CH knowing that these CHs
remain the most of the times turn on to collect data from
their cluster which will cause their depletion to abruptly
and aso cause a decrease in the lifetime of the
network. On the other hand, this protocol uses an

adequate and efficient formulafor the selection of the CHs
in each round which improved the balance of the load
between the different nodes of the network and also
increases the stability of the system.

RESULTSAND DISCUSSION

Comparative study: In this study, we will carry out a
comparison study based on the ROC multi criteria
analysis method between the different algorithms studied
in this study according to different metrics and
performance criteria.

Comparison between the different algorithms studied
according to their families on the basis of different
metrics. In order to compare the different types of
self-organization agorithms studied in the study, we
propose some criteria and metrics that describe the
behavior and architecture of wireless sensor networks and
also affect their limitations and deployments as load
balancing, energy efficiency, scalability, stability, delivery
time and complexity of the agorithm (Liu, 2012;
Abbasi and Younis, 2007; Boyinbode et al., 2011;
Haneef and Zhongliang, 2012).

Table 1 shows the comparison between the different
algorithms studied according to their families on the
basis of different criteria using a conventional notation
system.

This system is used for the purpose of a better and
an easy understanding of the study and does not provide
a standardized notation for the comparison.

Compariso between the different self-organization
algorithms studied using the ROC multicriteriaanalysis
method: In this comparative study, we will compare the
different self-organization agorithms studied according to
the most used criteria and metrics (load balancing,
scalability, delivery time, complexity of the agorithm
energy efficiency, stability) using the ROC multicriteria
analysis method. This method is based on the calculation
of the score of each self-organization algorithm studied
according to the criteria and the chosen metrics. To
perform this calculation, we first have to determine the
weight associated with each metric for this reason we
used a multicriteria analysis method (Roy, 2005).
Multi-Criteria Decision Analysis (MCDA) is a powerful
and critical tool and method that can be applied to many
complex decisions. It alowsin delicate and complex cases
to properly analyze the phenomena or the systems in
order to take a definitive decision to implement an action
or a change by obtaining solutions that meet the criteria
chosen in principle.
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Table 1: Comparative table of different algorithms studied according to their families on the basis of different metrics

The performance metrics

Load Energy The complexity
Algorithms by family balancing efficiency Scalability Stability The delivery time of the algorithm
Chain-based algorithm
PEGASIS Moderate Low Very Low Moderate Very long High
EECB Moderate Moderate Very Low Moderate Very long High
PDCH Moderate Moderate Long Low Long High
CCM Low Moderate Moderate Moderate Moderate Low
ECCP Low Low Moderate Low Long High
SCBC High High Moderate Low Long High
PEGSIS multi chain Low Low Moderate Low Moderate Moderate
Tree-based algorithms
PEDAP Moderate High High High Very long Low
TREEPSI Low Moderate Moderate Low Very long Moderate
TBC Moderate Moderate Moderate Moderate Short Moderate
TRP High Moderate Low Low Long High
GSTEB Low Moderate Moderate Low Long Moderate
SSTBC Low Low Moderate Moderate Moderate Very high
Cluster-based algorithms
LEACH Moderate Moderate Low Moderate Very short Low
EECS Moderate Low Low Moderate Short Moderate
DAIC Low Moderate Moderate Moderate Moderate High
CBRP Moderate Moderate Low Moderate Moderate High
EADUC Low Low Low Low Short High
EADC Moderate Low Low Moderate Moderate High
MH-LEACH High Moderate Moderate Moderate Moderate High
NEAHC High Moderate Moderate Moderate Moderate Very high
Table 2: Calculation of criteriaweights
Variables Load balancing  Energy efficiency Scalahility Stability The delivery time The complexity of the agorithm Control
R1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.00
R2 0.7500 0.2500 0.0000 0.0000 0.0000 0.0000 1.00
R3 0.6111 0.2778 0.1111 0.0000 0.0000 0.0000 1.00
R4 0.5208 0.2708 0.1458 0.0625 0.0000 0.0000 1.00
R5 0.4567 0.2567 0.1567 0.0900 0.0400 0.0000 1.00
R6 0.4083 0.2417 0.1583 0.1028 0.0611 0.0278 1.00
Average 0.6245 0.2162 0.0953 0.0426 0.0169 0.0046 1.00

The score is calculated according to a number of
criteria according to which the list is not exhaustive. The
overall score is obtained by adding the partial scores
(criteria) affected by relative weights. In the analysis of
decisions, this operation is called additive synthesis or
aggregation. As regards the evaluation of the relative
weight of the criteria, there are severa methods of
multicriteria decision anaysis. We have selected
(ROC) (Barron, 1992; Danielson and Ekenberg, 2016;
Hajoui et al., 2015) for its simplicity and proven
effectiveness. Several methods of weight selection
including Equal Weights (EW) and Rank-Order Centroid
(ROC) weights have been proposed and evauated
(Butler and Olson, 1999). A common finding of these
studies is that ROC weights appear to be better than other
strategic patterns in terms of choice accuracy.

This method is a ssmple way to give weight to a
number of items classified according to their importance.
Policy makers can generaly classify items much more
easly than giving them weight. The centroid method

affects the following weights where W, is the largest
weight of the objective, W, is the weight of the second
most important objective and so on:

3 m "
D:}Wl3 W, 3, .., W, 2 Oandg W, :1{;
T j=1

This method takes these rows as inputs and converts
them into weights for each of the elements. The
conversion is based on the following equation:

lad 1 16
L

‘:Eg j+1 Mg

To begin the comparative study. First, the criteria
must be ordered in descending order according to the
importance of the latter: load balancing <energy
efficiency> <scalability> <stability> <the delivery time>
the complexity of the algorithm (Table 2). Table 3 shows
the result of the weight calculation of each criterain using
the following equation:
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Table 3: Criteriaweights

Variables Load balancing  Energy efficiency Scalability Stability The ddlivery time The complexity of the algorithm Control
Weights 0.6245 0.2162 0.0953 0.0426 0.0169 0.0046 1.00
Table 4: The score of each self-organization agorithm according to the associated criteria using the indicated notation system
The performance metrics
Load Energy The complexity Global Average
Algorithms by family balancing efficiency  Scalability Stability Thedelivery time  of the algorithm score per family
Chain-based algorithms
PEGASIS 5 3 1 5 1 3 41101 4.2962
EECB 5 5 1 5 1 3 4.5425
PDCH 5 5 3 3 3 3 4.6817
CCM 3 5 5 5 5 7 3.3283
ECCP 3 3 5 3 3 3 29153
SCBC 7 7 5 3 3 3 6.1551
PEGSIS multi chain 3 3 5 3 5 5 3.0433
Tree-based algorithms
PEDAP 5 7 7 7 1 7 4.5967 4.5245
TREEPSI 3 5 5 3 1 5 3.4081
TBC 5 5 5 5 7 5 4.8775
TRP 7 5 3 3 3 3 5.9307
GSTEB 3 5 5 3 3 5 3.6663
SSTBC 3 3 5 5 5 1 3.4913
Cluster-based algorithms
LEACH 5 5 3 5 9 7 4.6961 4.7185
EECS 5 3 3 5 7 5 3.7883
DAIC 3 5 5 5 5 3 3.7423
CBRP 5 5 3 5 5 3 4.8007
EADUC 3 3 3 3 7 3 3.5003
EADC 5 3 3 5 5 3 4.3683
MH-LEACH 7 5 5 5 5 3 6.0497
NEAHC 7 5 5 5 5 1 6.2311
N 4.8 1
VViRoc:iél- 474 4.7185
AREY 5 461 4.5245
S 451
cn
The control column ensures that all weights are g :"3‘ | 42962
normalized (sum of weights = 1). Consequently, we have %45 ]
the weight of each criterion as shown in Table 3. 4.1 1
Table 4 shows the notation attributed to each 4.0 n T
self-organization algorithm according to the criteria and Ca}fgal']';r?f}f;d ;Tgegoi’f;;ﬁ C;fgsﬁfrﬁﬁfsd

metrics studied. The scoring system adopted is as
follows:

L ess important

Equally important
Moderately important

Much more important
Considerably more important

O OO OO

Table 4 also shows the overall score calculated
using the following formula: global score = (0.6245* 1oad
balancing)+(0.2162* energy efficiency)+(0.0953*
scal ability)+(0.0426* stability)+(0.0169* the delivery time
y)+(0.0046* the complexity of the algorithm). Figure 22
llustrates the results of the overall score in the form of a
graph.

According to the comparative study carried out in
this study isbased on the study of the different types

Self-organization alghorithm

Fig. 22: The overall score asagraph

of self-organization algorithms in the WSNs using some
criteria and metrics based on the multicriteria analysis
method ROC, we can notice that the family which best
meets performance and metric criteria is the family of
clustering algorithms that alow better management of
energy efficiency and dso for the improvement of network
life.

CONCLUSION

In recent years, Wireless Sensor Networks (WSNs)
have achieved tremendous feat in various fields for better
collaboration, deployment and efficiency in data detection
by sensor nodes according to the service requested by
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applications. There is not a predefined infrastructure
for network deployment, they use an efficient
self-organization algorithm that help the sensor nodes to
form an appropriate topology and transmit the
sensed data to a base station.

In this study, we have carried out an in-depth study
on the different types of self-organization algorithms
most common in WSNs. During the anaysis, we have
found that several algorithms have been developed for
improving energy efficiency and also increasing network
lifetime by using clustering and the other algorithms have
been focused in load balancing and the improvement of
energy consumption in multi-hop communication using
chains or trees. But the choice between protocols
depends on the desired application, i.e., there can be an
agorithm of a specific family (cluster, tree or chain) works
very widely in a given application on the other hand
another algorithm of another family can give poor results
despite these better performances and these better
criteria. For this reason, we will develop an approach
based on self-organization algorithm that adapts to the
most applications and which will give better
performances.

SUGGESTIONS

This approach will be applied in the management of
an intelligent parking system in order to improve the
system and also facilitate the task for users to find a
vacant parking space remotely in an efficient and practical

way.
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Abstract: Mobile Ad hoc Networks (MANETS) is awireless technology that plays an important role in several
modern applications which include military, civil, heath and real-time applications. Providing Quality of Service
(QoS) for this application with network characterized by node mobility, infrastructure-less, limitation resource
is a critical issue and takes greater attention. However, transport protocols effected influential on the
performance of MANET application. This study provides an analysis and evaluation of the performance for
TFRC, UDP and TCP transport protocols in MANET environment. In order to achieve high accuracy resullts,
the three transport protocols are implemented and simulated with four different network topology which are 5,
10, 30 and 50 nodes, respectively using well known Network Simulator (NS-2.35). Moreover, Constant Bit Rate
(CBR) considered as a traffic source and On-demand Distance Vector (AODV) as the routing protocol. For
evaluation performance, QoS metrics such as end-to-end delay, packet delivery ratio, throughput and jitter are
measured. The results show that delay and jitter of TFRC are slightly less than UDP and TCP whereas UDP has

the significantly better performance wise throughput.

Key words: MANET, TFRC, UDP, TCP, network topology, QoS metric

INTRODUCTION

The Mobile Ad Hoc Network (MANETS) a paradigm
rising wireless communication technology (Conti and
Giordano, 2014). Its minimum configuration and flexibility
have made it suitable for different application such as
vehicular system (Dharmarga et al., 2016) disaster
recovery (Liu and Kato, 2016) and military operations
(Meenaand Vasanthi, 2016). Basicaly, MANET isaset of
mobile nodes are connected via wireless links with the
infrastructure-less networks. These mobile nodes can
move dynamically which lead to changing topology
constantly (Khan et al., 2017). A hop is a link between
two nodes established while both nodes are in the
transmission range of each other. Whilst, a multi-hop path
can be existed by connecting two nodes among other
nodes which act as router nodes. Moreover, multi-hop
communication iswidely used in the MANET in order to
increase network capacity (Patnaik et al., 2015).

The mobility of nodes, congestion and wireless link
nature are the main reason for packet loss and end-to-end
delay in mobile ad hoc networks. Mobility leads to change
the network topology dynamically. So, it may cause
packet drop in various ways. A packet dropped in

intermediate nodes if the next hop link has broken or the
queue that stores incoming packetsisfull. Also, it may be
dropped if the route from source to destination is not
available. Congestion occurs in a network when the data
traffic exceeds the maximum bandwidth of a
communication link (Zhang et al., 2015).

In fact, the performance of a MANET strongly
depends on the efficiency of the transporting protocol
that is used. The TCP-Friendly Rate Control (TFRC)
(Handley et al., 2008) and User Datagram Protocol (UDP)
(Postel, 1981) and Transmission Control Protocol
(TCP) (Postel, 1981) are transport layer protocols
provide communication between application. Here,
TFRC is a connection-oriented protocol provides a
congestion control mechanism and fairness, making
it suitable for real-time application where smooth
bitrate is important. Because connectionless and
message-oriented are the features in UDP, it has
attracted multimedia application. Whereas TCP is a
highly reliable connection protocol provides a
congestion  control  mechanism and guaranteed
delivery of data. Table 1 explained a comparision of
the features and service provided by three transport
protocols.
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Table 1: Features and service provided by TFRC, UDP, AND TCP

Features TFRC UDP TCP
Connection oriented Yes No Yes
Message oriented No Yes No

Reliable Yes No Yes
Congestion control Yes No Yes
Seguence number Yes No Yes

However, the transport protocols TFRC, UDP and
TCP are working fine in wired networks and can support
different application. But these protocols face challenges
when research on wireless networks or mobile ad hoc
network environment. Studies must be conducted to know
the best transport protocol for the application. Hence, this
study presents a performance evaluation of TFRC, UDP
and TCP transport protocols in mobile ad hoc networks.
Furthermore, four different network topology used in the
simulation in order to get accurate results. In addition,
QoS metrics namely end-to-end delay, throughput, packet
delivery ration and jitter measured for the performance
evaluation. The simulation result obtained may give a
good idea of selecting the best protocol for applications
in MANET environment.

Lierature review: Many studies are mainly focused on
the evaluation and comparison of the performance of
transport protocols in mobile ad hoc network. By Nor and
Dakkak (2016) researcher compared the performance of
TFRC and SCTP transport protocols in MANET. Two
scenarios implemented in the simulation with respect to
background traffic. The result shows that SCTP has
higher throughput whilst TFRC has low delay value.
Gharge and Vaanjoo (2014) presented a performance
evaluation of TCP variants over protocol in mobile ad hoc
networks. TCP variants evaluated over four different
routing protocols in two scenarios which are link failure
and signal noise scenario.

By Ragjaboina et al. (2016) researcher evaluated and
compared the performance of TCP, UDP and TFRC
protocols in static wireless ad hoc networks. The
simulation of the three transport protocolsis divided into
two modes which are independently mode and
interoperation mode. Based on the simulation result, UDP
outperforms in term of throughput as compared to other
protocols. TCPisfairness than TFRC. Sharma and Patidar
(2016) evaluated the performance of proposed TCP in a
mobile ad hoc network. The proposed-TCP simulated and
compared with different TCP variants to achieve better
results.

By Wheeb (2015, 2017) researcher evaluated and
compared the performance of UDP, SCTP, TFRC and
DCCP protocols for different application traffic in awired

network environment. For the simulation, NS2 is used.
Three different scenarios with different parameters are
implemented in order to get high accuracy result. The
result of this study shows that throughput of SCTP is
higher than other protocol whereas DCCP performanceis
good in term of delay. Xiang and Y ang (2018) evaluated
reliability performance for mobile ad hoc networks based
on transmission reliability.

MATERIALSAND METHODS

Simulation enviroment and parameter setting: The
performance of transport protocols is studied under
different condition of network size on mobile multi-hop
ad-hoc networks. Specificaly, four network topology
used in the simulation experiments for evaluation of
TFRC, UDP, TCP protocols which are 5, 10, 30 and 50
nodes respectively. In addition, NS-2.35 (Issariyakul and
Hossain, 2011) used as the simulation tool, since, it is
preferred by researchers interested in the field of
networking. Figure 1a-d depicts the topologies of 5, 10, 30
and 50 nodesin the sumlation.

In order to simulate a network environment, the
setting of simulation network parameter is required.
Table 2 displays simulation parameters used in the
study.

Finaly, regarding all the simulation experiments,
Constant Bit Rate (CBR) used as atraffic source, since, it
generates adata rate similar to that generated by real-time
applications. Moreover, On-demand Distance Vector
(AODV) implemented as the routing protocol in al mobile
nodes of the network. The mobile nodes distributed
randomly and move using a random waypoint algorithm
with varied pause time. Queue length setup to 100 packet
max.

RESULTS AND DISCUSSION

Inthe simulation experiment, four performance metrics
measured to evaluate the performance of the three
different transport protocols. This metrics are end-to-end
delay, packet loss rate, throughput and jitter (Floyd, 2008;
Nor et al., 2017) (Fig. 1la-d and Table 2).

End-to- end delay: Thetimetaken by a packet to transmit
from sender to receiver is called end-to-end delay. For the
real-time application, end-to-end delay represents an
important factor. However, end-to-end delay contains the
sum of processing delay, queuing delay and propagation
delay, etc. it is measured in seconds. The following
equation is used to measure end-to-end delay value.
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Fig. 1: @) Simulation topology of 5 nodes; b) Simulation topology of 10 nodes; ¢) Simulation topology of 30 nodes and

d) Simulation topology of 50 nodes

Table 2: parameter setting of simulation

Parameter Values

Simulator NS2.35

Channel Wireless

Propagation Two ray ground

Area(x) 600 m

Area(y) 600 m

MAC 802-11

Queue Drop Tail-PriQueue

Routing protocol AODV

Number of nodes 5, 10, 30, 50

Transport protocols TFRC, UDP, TCP

Packet size 512 bytes

Traffic type CBR

Simulation time 60 sec

Mobility model Random way point
End-to-end delay = T,-T, D

Where:

T, = Sending time of the measured packet
T, = Receiving time for the same packet

As illustrated in Fig. 2, considerable variance in
end-to-end delay is observed between the TFRC, UDP
and TCP protocol. End-to-end delay of TFRC is low and
less than that of UDP and TCP. UDP gives high
end-to-end delay at a higher number of nodes, hence, the
performance of UDP decrease as network density
increases. At 5 and 10 nodes, end-to-end delay of TCPis
higher than TFRC and UDP while a 30 and 50 nodes
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Fig. 2. End-to-End delay of TFRC, UDP and TCP for
various node density

end-to-end delay of TCP higher than TFRC but less than
UDP. To conclude TFRC provide better performance
delay at MANET environment.

Packet delivery ratio: Due to the wireless link nature,
packet loss occurs in MANET more than in wired
networks. Packet Delivery Ratio (PDR) is the rate between
the number of packets received and the number of packets
sent across the network. However, QoS of application
reduced when the packet loss is increased. Equation 2
explains the method used to measure the PDR.
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Fig. 3: Packet delivery ratio of TFRC, UDP and TCP for
various node density
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Figure 3 shows that the packet delivery ratio of TCP
is relatively higher than UDP and TFRC. Both in TFRC
and UDP loss many packets at 10 nodes. Notice clearly
that UDP drop packet more than two protocols in al
network nodes because it does not have a congestion
control mechanism. Whilst, the packet delivery ratio of
TCP is high and independent with consideration of
increase network nodes. The result emphasizes the
reliability of TCP performance in an environment of the
MANET.

Throughput: Throughput is the amount of packet
transmitted from source nodes to destination nodes,
through the network at a specified time. Usually, it israted
in terms of packets per second or bits per seconds. To
achieve good performance, the throughput must be
relatively high. The value of throughput is measured by
the EQ. 3.

Throughput = Recdved Packets ©)
Last packet S, -first packet S,

where, S; is sending time of a packet. According to Fig. 4
at 5 nodes throughput of TFRC is relatively less as
compared to UDP and TCP. Also, Throughput of UDPis
little better than the throughput of TCP. Asthe number of
nodes increases to 10, 30 and 50 nodes the traffic load
increase in the network. At the same time, UDP achieves
the highest throughput superior on TFRC and TCP. The
reason is UDP send packets at a constant transmission
rate regardless the network sate. Furthermore, the overall
throughput of TCP is higher than that of TFRC because
TCP investing the bandwidth efficiently. Based on the
results, UDP performs best among other two protocols a
al network density.
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Fig. 5: Jitter of TFRC, UDP and TCP for various node
density

Jitter: Jitter isthe variation of packet arrival delay. It can
be measured as the difference of delay of the current
packet and previous packet. The streaming application
such as a video streem or audio application is
sensitive to delay and prefer alow value of jitter. Jitter is
measured using Eq. 4

Jitter = Delay, -Delay, , 4)
Where:

Delay, = Delay of the current packet
Delay,, = Delay of the previous packet

Jitter performance analysis of TFRC, UDP and
TCP protocols at 5, 10, 30 and 50 nodesis shown in
Fig. 5. The result indicates that the TFRC is the best
protocol concerning the jitter value. Also, it can be
observed that UDP gives a high value of jitter and
increases when the number of nodes increases. The
reason behind thisis jitter related to delay time. Jitter in
TCP is better compared to UDP but less compared to
TFRC. The reason is TCP monitor the network state. If
congestion occurs in the network, then it reduces the data
rate and stays monitor until next event which leads to the
high value of jitter.
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CONCLUSION

The performance of TFRC, UDPand TCPin MANET
was analyzed and evaluated. Four different network size
used in the simulation. AODV consider as the routing
protocol in mobile nodes and CBR employ as data traffic.
Moreover, the performance of the three transport
protocols evaluated according to QoS metrics. The
experiment results show that TFRC performs better other
protocol in term of end-to-end delay and jitter. Further,
UDP gives a higher throughput subsequently it suitable
for video applications. On the other hand, TFRC is
appropriate for rea-timeapplicationslike VolPin MANET
environment.

SUGGESTIONS

In  future research, non-standard transporting
protocols and a high number of mobile nodes can be
included.
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Abstract: The current state of Iraq economy and the manufacturing sector makes 1t 1s necessary to search for
the successful practices that are appropriate to the success of the companies. This research aims to evaluate
strategic leadership practices in Iraqi’s cement manufacturing sector with a view of proffering managerial
implications to improve competitiveness. A sample of 134 engineers in the two most active cement factories in
the middle of Iraq was determined for this study. Descriptive analysis was used to show respondent’s views
of strategic leadership practices and critical success factors for competitiveness. Findings revealed that
employee’s responsiveness towards competitiveness low as opposed to strategic leadershup. More
interestingly and as expected is the fact that emplovee’s strong inclinations, evidenced by high mean scores
that refer to strategic leadership practices are exist in Iragi manufacturing sector. But it need some steps to malke

it success and it is affected by the Traqi circumstances.

Key words: Iraq, strategic leadership, critical success factor for competitivenes, manufacturing, cement,

competitiveness

INTRODUCTION

The Tragi cement manufacturing is suffering from
deterioration under difficult conditions, therefore, the Iraqi
Mimstry of Industry has launched a campaign to save it
and protect this national product and develop strategies
with strategic leadership capable of saving the industry
and its factories.

Tragi national cement companies as primarily
responsible for providing a competitive environment for
their plants, especially in light of changing economic
conditions afflicting Iraqi manufacturing compares,
especially, Kufa and Najaf cement companies which
belong to the Southern cement company which became
rival of many imported products, especially, Tranian
products that found a good opportunity in Iraqi markets.
This reflected negatively on local products in addition,
Iraqi cement companies have been affected during
previous years by challenges and global variables
including the global economic crisis. The demand for the
cement fell in world markets, moreover the circumstances
of the Iraqi war against terrorism for long time also
affected demand in the domestic market.

Iraq has been an exporting state of this material and
it is now an importer due to insufficient production in the
local marlket plus the poor conditions for nearly 30 years.
Traq has gone through difficult circumstances starting

from the Tran-Traq war in the 1980°s (Marr, 2018). The first
Gulf war and economic blockades in the 1990s and the
second Gulf war in 2003 (Chatelard, 2009) and what
followed it from the war against terrorism that significantly
affected the manufactunng sector in Iraq including cement
plants.

Despite all these challenges, Traqi cement companies
primarily Southern cement company continued to succeed
in fulfilling its role towards shareholders as a profitable
company as it got the quality certificate for most of its
products and managed to get partially into global
competition market.

All these circumstances call for the need to find
successful means contribute to strengthen the
competitive advantage and responsiveness and keeping
pace with global changes and developments. Because of
intense competition in this age, it became necessary for
the Southern cement company to adopt competitive
strategies and swvive in an environment of complexity
and the constant and rapid change which makes the
attention towards building and developing competitive
strategies guarantee sustamability and edging over its
competitors. Perhaps among the tools that have proved
their success in many countries 15 adopting strategic
leadership (Treland and Hitt, 1999, Haque et al., 2017).
That its importance stems from what awaits business
organizations from future competition, building and
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developing competitive advantages that achieve
competitive superiority enabling the company to
withstand the acute and severe competition.

Consequently, it became necessary for the company to
adopt strategic leadership practice which able to meet the
different requirements and competitive strategies.

The performance and success of the organizations
closely linked to the performance and success of the
strategic leader (Lennick et al., 201 1). Despite the fact that
leadership 1s not the only element that distinguishes it but
1t 1s an important element in it (Al-Alawi ef af., 2007) and
with increasing pressures and the biggest challenges
facing organizations at the moment, we need strategic
leadership that have a major role in transforming the cases
of degradation and descent into strong organization able
to compete and succeed (Nixon ef al., 2012).

For that there must be a strategic leader able to
transfer the vision to people in middle management and
executive levels regarding the process of excellence
(Teston and Nelis, 2014) and this vision can create a
climate of participation and put new and creative ideas
and help to create conditions conducive to success
(Hitt et al., 2001). Many of the ancient and modem
literature confirm that many organizations with modest
and simple beginnings in terms of possibilities and limited
financial resources but although it had achieved marked
successes (Mauro, 2011) as other studies confirm that
successes 1n various fields such as economic, political,
security and military fields, all due to excel m strategic
leadership (Hitt et ai., 2001).

Today, the need to a strategic leadership in working
in has appeared where it seems more difficult to research
(House et al., 2013). Many studies have proven in this
area that the effective strategic leadership leads to
mnovation, —creativity, leadership and
promoting competitiveness and it recorded many success
stories (Bolman and Deal, 2017, Jeston and Nelis, 2014).
Studies have shown that strategic leadership is one of the
main and essential pillars to the success of organizations
of all types and styles (Schoemaker et ai., 2013). Ths 1s
largely dependent on attracting qualified efficiencies that
15 capable of dealing with accelerating changes i the
research environment and fierce competition at every
level. This requires strategic leadership to cope with
changes and developments in such environment
(House et al., 2013).

In sum, the purpose of this study is to evaluate the
level of strategic leadership and critical success factors
for competitiveness in Tragi manufacturing sector.

excellence,

Literature review

Strategic leadership: Leadership 1s an important hub on
which the activities of various orgamzations rely,
especially, m the modern world where there i1s a big
change in different areas of business world, especially in

the last decade of the last centwry when there is an
increase in the need to a wise leadership with the skills
and abilities that embrace the successful visions in order
to keep pace with rapid change, age requirements,
survival and growth (Bolman and Deal, 2017). In general,
strategic leadership 13 defined as the ability and wisdom
to make decisions about goals, strategies and tactics,
through the combination of leadership and management
on the one hand and strategic intent with tactical events
on the other (Pisapia, 2009), this strengthens the ability to
shape the futire of orgamzations with a vision of a
mechanism to achieve goals and aspirations in the fastest
way (Oetinger, 2004). Accordingly, strategic leadership
has become a process of organizations transition from
being to the place where their leader wants to be
(Eisner et al., 2014). As many literatures mention strategic
leadership nvolves creating visions, cognitive activity
Lstrategic thinking, information technology and change to
the future (Kapferer, 201 2; Pugh, 2016).

Creating vision: Having a vision and being able to
communicate 18 clearly important aspects of leadership, it
1s a clear picture of what the orgamzation will be like n the
future (Leithwood and Riehl, 2003). Develop a long-term
strategic vision reflects the personal views of the
inspiring leadership (Hitt et al, 2001). If the strategic
leader can clarify his own point of view and involve his
subordinates, they will support his strategic vision, this
will representing privacy of the leader and at the same
time representing a concept for everyone in the
organization (Macmillan and Tampoe, 2000).

Cognitive activity: Cognitive thinking demands cognitive
skills elucidates this as applying thorough thoughts and
experiences n order to attain knowledge and understand
a particular event. At any instant, the act of cognition
should be very competent, allowing one to take
advantage of personal experiences, accommodate the
thoughts and develop a guided behavior (Sun and Hui,
2012).

Strategic thinking: Strategic thuinking 1s closely related to
both the formulation and implementation of strategies by
the leader as well as to the strategic performance of the
organizations. It includes strategic planning, strategic
analysis, controlling and  strategic leadership.
Accordingly, 1t includes all the features that can be
classified as “strategic” (Liedtka, 1998). The importance of
strategic thinking is that it is a competitive tool suited to
the global competitive environment and that the
organization’s strategies and limits are to achieve the
highest profits (Baloch and Inam, 2009).

Information technology: Information technology has
redefined the world economic concepts through the
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introduction of digital economy (Ukwandu and
Nnamocha, 2013), information technology defined as
computers and related digital communication technology
has the border power to reduce the cost of coordination,
communication and information processing (Buckley and
Casson, 2010), information technology has redefined
productivity, education, social and political landscape of

the world.

Change to the future: Predicting the future and change
are difficult. Therefore, the organizations resort to
adopting mechanisms and various means to explore the
unknown future in order to cope with the changes that are
expected to occur (Argote, 2011). Change to the future is
new ways for organizations to change reality for the
better. It is a tool of changing the situation to increase
effectiveness and achieve goals through positive future
change. It 13 done by developing a future scenario for the
change process it specializes in creating a series of
possible events that are likely to happen in future
(Oetinger, 2004).

Critical success factors for competitiveness: A broad
range of factors that can influence the success of a
project has been mentioned in the literature. For example,
much has been stated about project success. However, no
systematic research exist in characterizing a collective set
of critical success factors to  implementing
competitiveness in Traqi manufacturing sector. Critical
success factors can be define as areas m which results, 1f
they are satisfactory will ensure successful competitive
performance for orgamzation (Rockart, 1979; Wong, 2005)
viewed them as those critical areas of planning and
actions that must be practiced in order to achieve
effectiveness. In terms of competitiveness, they can be
viewed as those activities and practices that should be
addressed in order to ensure its successful
mnplementation (Turner and Muller, 2005). That focuses
on critical success factors a competition that adds value
to the customer and all stakeholders (Trkman, 2010).

Based on insights gleaned from the study of
practices and experience of leading companies in the
leadership field, Tragi Ministry of Industry report
highlighted four common key success factors for
competitiveness in Tragi companies. These include
manager concern for employees which is essential element
for success (Alexandrov et al., 2007) working environment
that affect the process of decision making within the
organization (Daft, 2010), appreciation and rewards that
motivates employees and achieves values of loyalty and
dedication the organization’s objectives (Yadav, 2016)
and social relationships which is positively reflected on
the performance of the employees (Bain et al., 2001).

MATERIAL AND METHODS

Sampling: To evaluate the level of strategic leadership
practices and critical success factors for competitiveness,
we select a group of engineers m two of the big Iraqi
cement factories (Najaf and Kufa) as the population of
this study. It included 134 respondents as a sample and it
is randomly.

Instrument: For obtaimng information on satisfaction, we
collected primary data via. a 5-pomt labeled Likert type
scale questionnaires which anchored from “strongly
agree” to “strongly disagree”. The questions about
strategic leadership were divided mto five subgroups,
Creating a Vision (CV), Cognitive Activity (CA), Strategic
Thinking (ST), Information Technology (IT) and Creating
Future (CF). Moreover, the question about critical
success factors for competitiveness comprised four
different groups, Manager Concern for his Employees
(MCE), Working Environment (WE), Appreciation and
Rewards (AR) and Social Relationship (Rel). Each
subgroup contained five questions. All analysis were
performed in R environment and (SPSS V.23).

Inrespect to measure the reliability of the mstrument,
the reliability coefficients cronbach’s alpha shows that all
variables presented values bigger that 0.7, thus, indicating
a reliable questionnaire.

Demographic profile: We investigate the influence of
three main demographic factors in the responses, namely,
gender (men and women), age, divided into four
categories (<30, 30-39, 40-49, >50 years old) and years of
experience (<110, 10-19, 20 years).

A total of 134 people answered the questionnaire
(90.3%) male and (9.7%) female and most of the employees
from 40-49 years old (56.7%), followed by the group aging
between 30-39 (19.4%) those younger than 30 years old
(10.4%) and lastly by a group older than 50 years old
(13.4%). Regarding experience, the majority of responders
(55.2%) with 10-19 years of experience after that the group
<10 years of expenience with 29.1%, followed by the group
had more than 20 years of experience with 15.7%.
Table 1 describes the demographic profile of
respondents.

Table 1: Demographic profile of respondents

Characteristics Frequency (N =134) Percentage
Gender

Male 121 90.3
Female 13 9.7
Age

<30 14 104
30-39 26 194
40-49 76 56.7
50-above 18 13.6
Years of experience 39 74.0
<10 21 29.1
10-19 20-above 55.2 15.7
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RESULTS AND DISCUSSION

Descriptive analysis for strategic leadership and
critical success factors of competitiveness described in
Table 2 and 3.

The first set of question corresponded to the
capacity of strategic leadership create a vision in the
employees (Fig. 1a). The question L1 asks how the vision
reflects the expectation for a distinct system. Overall, the
most likely answers are agreeing (42.4%) or strongly
agreeing (34.6%). We also observed the same for the
question 1.2 which evaluate how the vision and goals are
essential to the personal goals of an employee (47.6%
agree and 31.6% strongly agree). The question L3 ask if
the vision articulates what the respondent aspire to be a
working system, here, again there a high probability of
they agree (43.1%) or strongly agree (26.4%) with this

Table 2: Descriptive analysis for strategic leadership practices

shared view. Question L4 review that the majority of
respondents are likely to agree (40.5%) or strongly agree
(32.7%). Finally, the last question on the vision (1.5) asked
whether or not the employees participate in crafting the
vision of thewr orgamzation and the results showed that
the majority actively participate on that process, since, the
majority strongly agree (40.5%) or strongly agree (38.9%).
The next set of question evaluates the level of cogmtive
activity to question whether or not the respondents agree
with how the knowledge is transmitted, shared or required
within the organization (Fig. 1b). Question L6 ask if the
organization provide a high level of knowledge and the
results showed that the employees are highly likely to
agree with that provisioning (48.7% probability of
agreeing and 31.0 of strongly agreeing). Question L7 also
showed a similar pattern when asking for the participation
on a team that allows knowledge exchange for our

Items L1 L2 L3 14 L5 Lé L7 L8 L9 L10 L11 L12 L13
Mean 4.07 4.06 387 3.96 4.14 4.02 3.88 381 362 4.05 3.97 3.73 3.89
SE 0.05 0.05 0.06 0.06 0.05 0.05 0.05 0.05 0.06 0.05 0.05 0.05 0.05
SD 0.86 0.82 0.91 0.95 0.84 0.83 0.77 0.89 0.92 0.76 0.83 0.85 0.89
1% Q.70 - 0.40 - - 0.40 0.40 0.70 0.40 040 0.40 0.40 0.40
2% 3.30 5.20 8.20 10,40 3.70 4.80 4.80 7.80 13.80 3.00 4.80 7.10 6.70
3% 19.00 15.60 21.90 1640 18.20 16.70 19.30 23.40 24.20 15.20 19.30 29.40 23.00
4% 42,40 47.60 43.10 40.50 40.50 48.70 58.50 46.10 46.50 54.30 48.70 45.40 43.50
5% 34.57 31.60 26.39 32.71 38.90 31.00 17.84 21.93 15.24 2710 26.77 17.84 26.39
SKEW 0.74 0.67 0.52 0.64 0.65 Q.70 0.64 0.53 0.39 Q.70 0.61 0.31 0.49
KUR 0.35 0.02 0.34 049 0.38 0.34 0.72 0.07 0.52 0.84 0.18 0.27 0.28
Item L14 L15 L16 L17 L18 L19 L20 L21 L22 L23 L24 L25 -
Mean 351 395 3.56 3.30 3.39 3.56 3.60 334 3.30 3.21 3.01 2.86 -
SE 0.06 0.05 0.07 0.06 0.06 Q.07 Q.07 0.07 0.05 Q.07 Q.07 Q.07 -
SD 0.92 0.81 1.08 1.02 1.05 1.08 1.07 1.07 0.87 1.20 1.18 1.23 -
1% 0.40 - T.10 5.90 6.70 6.70 5.90 1.10 1.50 8.60 10.40 15.20 -
2% 16.00 2.60 7.80 14.10 9.70 230 10.00 27.10 14.10 24.20 26.00 25.30 -
3% 29,40 27.50 23.40 33.50 34.90 21.90 19.00 23.80 45.40 19.00 27.90 30.10 -
4% 41.30 42.00 45.40 36.80 35.30 45,70 48.30 32.30 30.50 34.20 23.80 17.10 -
5% 13.00 27.90 16.40 Q.70 13.40 1640 16.70 15.60 8.60 14.10 11.90 12.30 -
SKEW 0.20 021 0.81 042 0.49 Q.79 0.84 0.00 0.02 0.22 0.04 0.18 -
KUR 0.70 0.81 0.22 0.26 0.09 011 018 1.13 0.15 1.01 0.89 0.86 -
Table 3: Descriptive analysis for critical success factors for competitiveness

Items S1 52 S3 S4 S5 56 57 S8 59 S10
Mean 4.07 4.19 3.9 4.00 4.03 393 374 3.68 4.01 393
SE 0.04 0.04 0.04 0.05 0.05 0.05 0.05 0.05 0.05 0.05
SD 0.73 0.60 0.73 0.74 0.79 0.78 0.81 0.82 0.82 0.85
1% 0.40 0.40 0.40 0.00 1.10 0.40 1.10 0.00 0.70 2.20
2% 1.50 - 2.60 4.50 2.20 4.80 5.20 8.60 4.50 3.00
3 16.70 7.80 18.20 14.10 16.40 17.10 26.40 28.30 15.20 17.50
4% 53.53 63.90 57.99 5836 53.16 56.88 53.16 49.40 51.67 54.30
5% 27.88 27.90 20.82 23.05 27.14 20.82 14.13 13.80 27.88 23.00
SKEW 0.57 0.52 0.59 0.66 0.87 0.70 0.62 0.32 0.83 1.04
KUR 0.65 2.34 0.90 0.62 1.53 0.76 0.73 0.32 0.92 1.86
Ttem S11 S12 S813 s14 815 s16 S17 S18 s19 520
Mean 3.97 4.10 3.90 4.06 4.10 3.99 391 3.80 3.67 4.01
SE 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
SD 0.89 0.90 0.88 0.89 0.88 0.85 0.84 0.87 0.86 0.81
1% Q.70 0.70 1.10 - - 0.70 0.70 1.10 0.40 0.70
2% 6.30 6.30 5.90 5.90 4.80 6.70 6.70 6.30 10.00 4.10
3% 17.50 11.90 19.70 18.20 19.30 11.50 15.60 23.80 27.10 15.60
4% 46.10 43.90 48.00 39,40 36.80 54.60 54.60 48.70 47.60 52,40
5% 2940 37.20 25.30 36.40 39.00 2640 22.30 20.10 14.90 27.10
SKEW 0.74 0.99 0.72 0.65 0.63 0.95 0.81 0.60 0.38 0.82
KUR 0.28 0.70 0.44 0.37 0.47 1.04 0.74 0.32 0.28 0.98
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Fig. 1: Probability, according to a logistic regression model of respondents choosing one of the five possible answers
for each one of the statements regarding the strategic leadership practices

sampling group it 18 ighly likely that they participate in ~ strongly agreeing with that. This 1s mmportant, since, the
such a group (58.5% agree and 17.8% strongly agree). question L9 ask whether or not the respondents possess
Question L8 reveal how the employees see the leadership enough knowledge to perform their research our results
as an encourager of sharing knowledge, according to the show that although, it is highly likely the employee
mterviewed answers this 1s highly likely to occur witha — agree with possessing enough knowledge (46.5%), the
total probability of 68% of respondents agreeing or  second most common result 1s a neutral answer (24.2%).
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Then, the last question for this subgroup evaluate the
working enviromment regarding the group interest n
self-development here agamn we observe a high
probability of a positive answer (54.3% agree and 27.1%
strongly agree), thus, demonstrating the common interest
in developing cognitive skills.

The questionnaire also evaluated the perceptions on
strategic thinking with five questions (Fig. 1¢). Question
L11 evaluated how likely a respondent 1s in not spending
time rethinking things that are done, according to our
results, the likelihood of the employee wasting time is
smaller than 4.8% (disagreeing and strongly disagreeing).
However when questioned about re-evaluating the past
activities (L12) we found an increasing likelihood of our
respondents doing that with 46.2% chance of agreeing
and 18.6% chance of strongly agreeing. Interestingly, it 1s
also high the likelihood of the employees to get rid of
unwanted thoughts as suggests by the answers given in
the question L13 (43.5% agreeing, 26.4% strongly
agreeing). In tum, question L14 investigated how much
time usually spent thinking back over embarrassing or
disappointing moments and our results showed that it 1s
highly likely that the employees spend time on that (41.3%
probability of agreeing). However, the second most
probable answer is a neutral option (29.4%) and disagree
presented only 16% chance of occurring. Our results also,
showed that if the employee rethinks in a situation it
usually will do that from another point of view (L15) with
a 42.0% of agreeing with this approach and 27.9% chance
of strongly agreeing.

The next set of questions covered questions
regarding information teclmology (Fig. 1d). The question
L16 showed that the majority of respondents agree
(45.4%0) or strongly agree (16.4%) that in their organization
technology 1s widely used in developing new systems but
we also observed a high chance of neutral responses
(23.4%). Next question, L17 investigated how the
organization 1s concerned about the quality of technology
and the results showed that both agree and neutral
responses presented nearly the same probability
(36.8% and 33.5%, respectively). The same phenomena
occurred when we asked whether or not the organization
possess appropriate information technology (1.18) with
35.3% chance of agreeing and 34.9% chance of a neutral
respeonse. However, there 1s a slight change when in L19
we 1nquire the respondents about the experience of
employees in information technology, the results reveal
that the majority of respondents agree (45.7%) or strongly
agree (16.4%) that they have enough experience on
mformation technology. We alse observed a major
consensus that the orgamzation possesses the
mformation technology that allows strategic changes
(L.20). In total, there is a 67.3% chance of employees
agreeing or strongly agreeing with that statement.

The last set of question regarding leadership
evaluates the organization capacity showing a long-term
perspective (creating future, Fig. le). According to the
responses to the question L21, there 1s no consensus of
employees in a long-term future. The chance of agreeing
18 32.3%, followed by disagreeing with 27.1 and a 23.8%
chance of a neutral answer. Next question 122
investigates how the perception regarding the
achievement of future goals here the respondents
possess a more neutral opimon (45.4%) followed by a
chance of agreemng (30.5%) that all the employees are
confident about the achievement of future goals. When
we investigate whether or not the respondent agrees that
therr working environment helps to create strategic
opportunities (I.23), the results showed divided opinions
with a 34.2% chance of agreeing followed by 24.2%
chance of disagreeing with this statement. Opmnions also
remained divided when we evaluate how the respondents
agree that the employees offer new ideas (1L.24), the
changes of a neutral answer (27.9%) slightly surpass
the chances of disagreeing (26%) and agreeing (23.8).
Lastly when we checked the degree of confidence, the
respondents possess 1n the strategic objectives of the
organization we observe a high level of discordance.
Although, the most was a neutral opinion (31.1%) the
disagree and strongly disagree options together
presented higher values (25.3 and 15.2%, respectively)
than the counterparts (agreeing with 17.1% and strongly
agreeing with 12.3%).

The second part of the questiomnaire allows us to
obtain the perception regarding the critical success
factors. In that, the first set of five questions evaluated
the manager concern for employees (Fig. 2a). The first
question (S1), the respondents, inform whether or not
they believe to be necessary for the research team. Our
results showed that they are highly likely to perceive
themselves as an essential part of the research team (53.5
agreed and 27.9% strongly agreed). The question S2
evaluated how the respondents consider that their jobs
allow them to use a variety of skills and abilities here
again, positive answer occurred more often (63.9% chance
of agreeing and 27.9% of strongly agreeing). Moreover
when the respondents faced a question regarding the
recogmtion of their accomplishments (33) our results
showed that this 1s highly likely to occur (78.8% chance
of agreemg or strongly agreeing i receiving some
recogmtion). Interestingly, the results also showed a high
chance of the respondents research with someone who
encowrages their development (34) with an overall 58.4%
probability of agreemng and 23.0% chance of strongly
agreeing with that statement. Then, question S5 evaluated
how the leadership followed its commitments. According
to the respondent’s opimon this 18 a common
phenomenon, since, it 1s highly likely that they either
agree (53.2%) or strongly agree (27.1%).
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Fig. 2: Probability, according to a logistic regression model of respondents choosing one of the 5 possible answers for
each one of the statements regarding the critical success factors of competitiveness

The next set of question allows the respondents to
evaluate theirr working environment (Fig. 2b). First, the
question S6 checks whether or not the working
environment is open and accepts individual differences.
findings reveal that the majority of respondents are highly
likely to agree with that statement (56.9% agreeing and
20.1% for strongly agreeing). However when the question
S7 inquires about the tools and resources available for a
good performance, results showed that despite the high
chance of the respondents agree they have the proper
tools and resources (53.2%) the chance of a neutral
response (26.4%) is 2.1 times bigger than the probability
of strongly agreeing with that (14.1%). The results also
reveal the same trend for S8 that deals with the balance
work and personal life, so, although, the results showed
a high chance of the respondents find good ways to
mention the research/life balance (49.4% of agreeing and
13.8% of strongly agreeing) we observe a 28.3% chance

of a neutral answer. We also evaluated the respondent’s
perception regarding the decision-making. Specifically, we
assessed whether or not the decisions depend on
environmental analysis (S9). In general, this seems to
occur highly often, since, both positive answers
presented a lugh likelihood (52.7% chance of agreeing and
27.9% of strongly agreeing). Lastly, S10 evaluated if the
employee has the opportunities to learn and grow in the
orgamzation which seems to occur highly often, since,
there 1s a high likelihood of a respondent agree (54.3%) or
strongly agreeing (23%).

We also evaluated the organization success by
investigating the employee’s perceptions of appreciation
and rewards (Fig. 2¢). The first question (S11) evaluates
the respondent’s perception in whether or not they
receive a deserved recognition for their research. We
observed a high chance of occurring a recognition, since,
a total probability of 75.5% of a respondent agrees or
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strongly agree with that happening. We also noted a high
likelihood of they received satisfying benefits for good
research (S12) with a total 81.1% (agreeing or strongly
agreeing).

Interestingly, the vast majority of respondents seem
to agree (48%) or strongly agree (25.3%) that their
promotion depends on thewr effectiveness (313). This
combined with statement 514 that evaluates whether or
not the respondents received adequate promotion and
opportunities (39.4% chance of agreeing and 36.4% of
strongly agreeing) suggests that rewards occurred
following employee’s expectations. This becomes
particularly important when we observe that according to
the answers for question 315 there is a high probability
(75.8%) of a respondent receive a verbal or written
recognition for their research.

Finally, our last set of questions evaluated the
aspects of social relationships (Fig. 2d). Statement S16
evaluated whether or not the respondents know someone
to ask for any suggestion. results showed that the
chances of that occurring are high with a total of 81%.
Another relevant point of our investigation is if the
respondent perceives himself as an equal among others
(317). According to our responses, they indeed perceive
equality among each other (54.6% agreeing and 22.3%
strongly agreeing). Moreover, in case of need for advice,
the responded revealed a ligh chance of lknowing
someone (48.7% agreemng and 20.1% strongly agreeing).
However, when evaluated their perception regarding
someone take the pride from their accomplishments, we
observed that a neutral response occurred more often
(27.1%) than a strongly agree (14.9%). However, the
principal outcome remains the agree (47.6%). The
respondents also revealed that they are highly likely to
quickly become close to their colleagues with a total of
79.5% chance of agreeing or strongly agreeing with the
statement S20.

The greatest GDP producer in Trag, since, its
mndependence has been oil-derived products from the oil
sources, Iraq can generate sulphur, natural gas as well as
phosphates (OPEC, 2018). This is so devastating to the
economy as well as governance of the state. In essence,
there 13 a cognate link between a country depending on
one export (especially, natural resources) to both mnternal
and external conflict, abuse of democracy and corruption.

For a better future, the economic stability should
focus on manufactiring (Sebastian and Muhammed,
2017). In the entire governance, the leaders have a degree
of influence to be drivers of change of such magnitude
(Goleman et al, 2013). This is possible when the
government itself creates a link between strategic
leadershup and competitiveness. The nature of the

product and consumer satisfaction in order to cause
diversity in the Tragqi manufacturing sector (Chang et al.,
2016).

This study has evaluated the level of strategic
leadership practices as (creating vision, cognitive activity,
strategic thinking, information technology, change to the
future) and critical success factor for competitiveness as
{manager concern for employees, working environment,
appreciation and rewards, social relationships).

As it was discovered by the findings that strategic
leadership had the capacity to create a vision and the
vision reflects employees expectations and 1t 15 essential
to the goals.

The results illustrate that employees needs more
knowledge to improve their ability and skills to perform
research, so, the leadership has to encourage individuals
to share their knowledge with each other. Moreover, the
employees are wasting time and not exploit it in strategic
thinking. The results also show that although employees
are lughly efficient in dealing with technology, there 1s a
gap in the use of modern and high quality technology in
the implementation of business. That emphasizes the need
to implement strategic change in teclmology.

The company has no consensus of employees mn a
long-term future and confident about the achievement of
future goals. The formulation of new ideas is limited in
light of the difficult conditions experienced by various
manufacturing sectors 1 the country. According by Boga
and Ensari (2009), leadership strongly defines the concept
of success in organizations, playing a major and pivotal
role mn determimng the key factors and requirements for
future success. Our results showed that in general that
strategic leadership practices are exist in Tragi
manufacturing companies. But it need some steps to make
it success and it is affected by the Iraqi circumstances.

The results shows that the strategy requires attention
to the sharing of knowledge for workers as this
contributes to the improvement of their competence in
carrying out the tasks entrusted to them. Several studies
have confirmed that knowledge sharing contributes to
improving the success and innovation of the organization
(Ritala et al., 2015), it is also reflected in the social
relationship, especially with regard to shared skills and
knowledge within the working group (Widen-Wulff and
Ginman, 2004). On the social relationship, especially with
regard to shared skills and knowledge within the working
group.

The results showed that there is a wasted time 1n this
company and the employees does not care much about
the time, especially for strategic thinking that not widely
adopted within the company. The importance of strategic
thinking 1s great for improving leadership abilities and
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achieving competitiveness (Kapferer, 201 2). Furthermore,
there is a need for the other factors , first the adoption of
technology 1n the compeny, especially,
production teclmology, secondly, leaders need to
stimulate organizational components through an effort-
based reward system and working environment, thirdly,
leadershup must ensure effective resource allocation
(information technology and skills exchange) to enhance
competitiveness.

modern

CONCLUSSION

The objective of this study is to study strategic
leadership practices and ecritical success factors for
competitiveness n the Iraqi mamufacturing sector. The
present study supports previous studies that linked
transformational leadership and perceived organizational
success (Lowe ef al, 1996). We expand previous research
by demonstrating the relationship between different
subjects in strategic leadership and competitiveness
(Treland and Hitt, 1999; Haque ez al., 2017).

LIMITATIONS

Despite its advantages our current study faces some
limitations. First, the size and location of the sample
reduces the generalization of the results. Secondly, the
sample should mclude a larger munber of staff from
different organizations.

RECOMMENDATIONS

Moreover, since, concepts create facts (Jussim, 1991),
we emphasize that in order to ensure a clear
understanding of the vision and purpose of the company,
leadership must establish a reasonable and equitable
system of benefits and rewards. Once an employee
understands that looking for the compeny’s vision and
purpose will bring benefits, the company intensifies the
path towards competitiveness. In addition, the evaluation
of performance perceptions must become a focal point for
ensuring that everyone has an accurate assessment of
their efforts.
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