
الاستاذ المساعد 

الدكتور احمــــد الحســــيني 



The problem is caused by a violation of a
random error limit, which said (There should be
no correlation of any kind between random
errors Sequential, that is, the covariance
between Ui and Uj is equal to zero)









- Characterization errors: 

• Delete some illustrative variables from the 
model

• Mathematical characterization errors of the 
model

• Errors in characterizing the true error limit



 Although estimates will remain unbiased, the
existence of the problem will make the
variation of parameters even greater.

 Predictions will be inefficient.
 F and t statistics will be very large in case of

positive autocorrelation and vice versa in case
of negative autocorrelation .

 The value of the determination coefficient (R²)
will be biased upwards in the case of a
positive autocorrelation and downward in the
case of a negative autocorrelation.



The most prominent test for detecting
autocorrelation problem is the test ( Durbin-
Watson ) :

D.W.*= 
σ(𝒆𝒕−𝒆𝒕−𝟏)²

σ𝒆𝒕²



we compare:

If we accepted Null-Hypothesis

H0:P=0

The problem does not exist

If we accepted Alternative-Hypothesis

Hi:P≠0

The problem exists and there is autocorrelation
between random error limits



The value of D.W* falls between a minimum of
zero and a maximum 4, So when (P) is equal to
0 the value of D.W. is equal to 2.

So the closer the value of D.W* to (2) the more
this indicates that there is no problem that
mean P equal 0



D.W*= 
σ𝒕=𝟐
𝒏 (𝒆𝒕−𝒆𝒕−𝟏)²

σ𝒕=𝟏
𝒏 𝒆𝒕²

= 
σ𝒕=𝟐
𝒏 𝒆𝒕𝟐+𝒆𝒕𝟐−𝟏−𝟐𝒆𝒕.𝒆𝒕−𝟏

σ𝒕=𝟏
𝒏 𝒆𝒕²

= 
σ𝒕=𝟐
𝒏 𝒆𝒕²+σ𝒕=𝟐

𝒏 𝒆𝒕²−𝟏 −𝟐 σ𝒕=𝟐
𝒏 𝒆𝒕.𝒆𝒕−𝟏

σ𝒕=𝟏
𝒏 𝒆𝒕²



In practical experience, it was observed that the

values σ𝒕=𝟏
𝒏 𝒆𝒕² , σ𝒕=𝟐

𝒏 𝒆𝒕² , σ𝒕=𝟐
𝒏 𝒆𝒕² − 𝟏 They are

almost equal to the increase in sample size, so
these values can be replaced by each other as
follows:



D.W*≈ 
σ 𝑒𝑡²

σ 𝑒𝑡²
-

2 σ 𝑒𝑡.𝑒𝑡−1

σ 𝑒𝑡²−1

D.W*≈2(1-
σ 𝑒𝑡.𝑒𝑡−1

σ 𝑒𝑡²−1
) 

If you know :

P= 
σ 𝑒𝑡.𝑒𝑡−1

σ 𝑒𝑡²−1

D.W*≈ 2 ( 1- 𝑃 ) 



When P is equal to 0, D.W* is equal to 2, and we
accept the Null-Hypothesis ( H0:P=0) , So the
problem doesn't exist.
When P is equal to 1, D.W* equal to zero, that
is mean, Autocorrelation is the maximum
positive value and we accept the alternative-
hypothesis ( Hi: P ≠ 1), that is mean the
problem exists.

When P is equal to - 1, D.W* equal to 4, that is
mean, autocorrelation in its negative maximum
value and the alternative hypothesis is also
accepted, that is mean the problem exists.





Note: P value can be calculated as follows : 

𝑷 = 
σ 𝒆𝒕.𝒆𝒕−𝟏

σ 𝒆𝒕² σ 𝒆𝒕²−𝟏

Since in large samples n is equal to 30 or more
value ( σ𝒆𝒕² ) is an approach to value (σ𝒆𝒕² − 𝟏),
so the previous law can be reformulated as
follows:

𝑷 = 
σ 𝒆𝒕.𝒆𝒕−𝟏

σ 𝒆𝒕²−𝟏



Note : If one variable is slowing down, the h test is 
relied upon.

𝒉= 𝑷
𝒏

𝟏−𝒏 𝑽𝑨𝑹∝

If h*> h 
We accepted Null-Hypothesis 

H0:P=0 
The problem does not exist 



The following table contains data on the
number of theft incidents (Yt) and the number
of anti-theft offices (Xt) in one State for the
period 1990-1999, Using OLS method the
following results were reached:

𝒀𝒕 = 1346.28 – 12.100 Xt

t*(α) = 5.31           t*(β) = 9.64 

R² = 0.54           F* = 9.64 



YEARS Yt Xt

1990 580 60

1991 890 59

1992 430 77

1993 690 52

1994 310 87

1995 750 50

1996 460 80

1997 630 52

1998 800 53

1999 215 67



Required: See if the previous relationship model
has autocorrelation problem using D.W stats at
5% morale level if you knew that:

dL = 1.08

du = 1.36








