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Gauss – Sidel algorithm 

The main difference between this method and Jacobi method, is for any iterative step ,k, the new 

approximate values of the            ,  are used directly, to compute the approximate 

values of   , while in Jacobi we don’t use the new approximate values    until, we consider the 

next iterative step,    .    

Remark: The steps of Gauss-Sidel algorithm are the same as the step of Jacobi method expect 

for in step (4), we use the Gauss-Sidel iterative system: 
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Example:- Use Gauss-Sidel algorithm to find the approximate solution to the following 

system for two iterative steps, with   =(0.8, 1.8, 2.8), and find the iterative errors at each 

step.   

              

                                                               

              

It is clear that,              the last system satisfies the diagonal control condition. 

We can rewrite the last system as follows: 
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We write the system in the iterative form as follows  
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Set k=0, we get 



Maan A. Rasheed                           Numerical Methods  
 

2020 

 

2 
 

  
   

= 
  

 
 - 

 

 
      - 

 

 
      =      

  
   

= 
 

 
 + 

 

 
       =       

  
   

 = 4 - 
 

 
(1.15) - 

 

 
        =        

                          

      { |        | |         | |          |}       

Set k=1, we can, in the same way, compute  
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We continue iteratively, until the convergent condition can be satisfied:   

||       -   ||<       or    ‖        ‖     

Remark: From last example, we see that, the approximate results that we get by using Gauss-

Sidel are more accurate and closer to the exact solution, compared with the results that we got by 

using Jacobi method. Moreover, for    ,the iterative errors those arise from using Gauss-Sidel 

method are less than the iterative errors those arise from using Gauss-Sidel. Which means Gauss-

Sidel method is faster than Jacobi method in convergence. 

 


