Last lecture: Examples and the column space of a matrix
Suppose that A is an n X m matrix.

The column space of A is the vector subspace
Col(A) of R™ which is spanned by the columns of A.

That is, if A = |ay,a2,...,a,,] then Col(A) =

Span (al, as, ..., a,m).
Linear dependence and independence (chapter. 4)

e If V' is any vector space then V' = Span(V).

e Clearly, we can find smaller sets of vectors which
span V.

e This lecture we will use the notions of linear
independence and linear dependence to find the
smallest sets of vectors which span V.

e [t turns out that there are many “smallest sets” of
vectors which span V', and that the number of
vectors 1n these sets 1s always the same.

This number 1s the dimension of V.



Linear dependence—motivation Let lecture we saw that

the two sets of vectors { [%], [g)], [ 8]} and
3 7 13

{[é]’ [%]7 [g] } do not span R?.

e The problem is that

[T -

e Therefore,

B3 - ()
o [ L) - ()2

e Notice that we can rewrite the two equations
above in the following form:

2 — 8] :[0] and
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0
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This is the key observation about spanning sets.

Suppose that V' is a vector space and that 1, xo, ..., Tk
are vectors in V.
The set of vectors {1, 2, ...,z } is linearly dependent
if
r1xy +roxe + -+ rpxg =0

for some r1,ro,...,7r € R where of ri,r9, ...,
1S

(1] [3] 5 0
2121+ |5 — 9] loland

| 3| | 7| 13 0

1 3 0 0

312 —1|5|— 1] = 0]

| 3 | | 7| | 2 0

1 3

So the two sets of vectors { [ S ], [2], [5] } and
13 3 7

{ [g] : [é] : [%] } are linearly dependent.

Suppose that x,y € V. When are = and y
linearly dependent?
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What do linearly dependent vectors look like
in R? and R3?

Let x = é Yy = [?] and z = [%]. Is {x1, 15,23}

linearly dependent?

We have to determine whether or not we can find real
numbers 7, s, ¢, which are not all zero, such that
re + sy +tz=0.

To find all possible 7, s, ¢ we have to solve the augmented
matrix equation:

1 3 0/0 | 1 3 0]o0
[2 9 4 o]RQ'R“Rl [o 4 4 o]

3 1 8|0 ] TR g —8 8]0
e R o) [ 1 3 010 ]
: 0 —4 410
0 0 010
So this set of equations has a non—zero solution.
Therefore, {x,y, 2z} isa set of vectors.

OO

Tobeexplicit,?)[é] — [%] — [
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Linear dependence—Example II

Consider the polynomials p(z) = 1+3x+2x2,
q(z) =3+ 2+ 22% and r(z) = 22 + 2% in Ps.
Is {p(z), q(x),r(x)} linearly dependent?

We have to decide whether we can find real numbers
r, s,t, which are not all zero, such that
rp(x) + sq(x) + tr(x) = 0.
That is:
0=7r(1+3z+22°%) + s5(3+x+ 222 +t(2x + 2?)
= (r+3s)+(3r+s+2t)x+(2r+2s+1t)x?.
This corresponds to solving the following system of
linear equations

r  +3s =0
3r +s 42t =0
2r +2s +t =
We compute: )
R 1 3 0
39| H2=fam8h g S
221 | Ry:=R3—2R; |0 -41
sty 18
0—41

Hence, {p(x),q(x),r(x)} is linearly dependent.



Linear independence

In fact, we do not care so much about linear
dependence as about its opposite linear
independence:

Suppose that V' is a vector space.

The set of vectors {x1,zo,...,xr}in V is
linearly independent if the scalars
1,72, ...,7r € R such that

"] +rorg + -+ rgrp =0

arery =rq9 = --- =1 = 0.
(That is, {x1, ...,z } is not linearly dependent!)
o If {x1,29,..., 2} are linearly independent then

it 1s not possible to write any of these vectors as a
linear combination of the remaining vectors.

For example, if 21 = roxo + r3xzs + - - + 12k
then
—x1+roxo+r3rs+---+rrrr =0
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Linear independence—examples
The following sets of vectors are all linearly independent:

) {[1]} 18 a linearly independent subset of R.

o { [6] : [‘1)] } is a linearly independent subset of

R2.
1| [o| [o]). .. .
o { [8] : [(1)] : [(1)] } 1s a linearly independent
subset of R?.
17 [0] [07 [0
o { [%] , [é] : [g] : [?] } is a linearly independent
subset of R*,

1 0 0 0
O 1 0 . . .
o{[],[ ,...,[;],[;]}mahneaﬂy
; : 1 0
0 0 0 1

independent subset of R,

e {1} is alinearly independent subset of IPy.
e {1,x} is alinearly independent subset of P;.

e {1,x,2°} is a linearly independent subset of IPs.
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e {1,x,z°,..., 2"} is a linearly independent subset

of P,,.

Linear independence—example 2

Letxr = !%] Yy = [%] and z = [ > ]
3 9 —1

Is the set {x1, x2, x3} linearly independent?

We have to determine whether or not we can find real
numbers 7, s, t, which are not all zero, such that rx +
sy+tz=0.

Once again, to find all possible r, s, we have to solve
the augmented matrix equation:

1 35 |0 B 1 3 5 0
2 2 9 0] RQ'R”Rl,lo 4 -8 0]
3 9 —1]0 ] =3 g 0 —16]0
1 3 5]0
Fe=mife L g 9
Re=—1Rs | 0 0 110
Hence, rx 4+ sy +tz=0onlyifr =s =t = 0.

Therefore, {x1,x2,z3} is a linearly independent subset
of RS,



Linear independence—example 3

> :
Letxz; = 3 5
4 7
Is {1, 22, 23,24} linear dependent or linearly indepen-

dent?

s Lo — s L3 = andaj4:

—
N — DN =

Again, we have to solve the corresponding system of lin-
ear equations:

Ro=Ro—R;

1113 1113
HUE=—
1427| Ra=Ra—R1 |[(g37114

111 3

R3=R3—2R- 01 1 2

00 —2 —2
Ra=R4=3R2 |90 -2 —2
11 1 3
Ri=R4s—Rs |01 1 2
00 —2 —2
00 0 O

Hence, after much work, we see that {x1, xo, x3, 24} is
linearly dependent.
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Linear independence—example 4

Let X = {sinx,cosz} C F.

Is X linearly dependent or linearly independent?
Suppose that s sinz 4 ¢ cosx = 0.

Notice that this equation holds for all x € R, so
x=0: s-04+¢-1 =0
r= 7 s-1+t-0 =0

Therefore, we must have s = 0 = .
Hence, {sin z, cos x} is linearly independent.

What happens if we tweak this example by a little bit?
Is {cosz,sinx, x} is linearly independent?

If scosx + tsinx +r = 0 then

r=20: s-04+¢t-14+7r-0 =0
x:%: s-1+t-0+r-§ =0
_ T . 1 1 T L
x—z. Sﬁ+tﬁ+rz —O

Therefore, {cos x, sin x, z } is linearly independent.



Linear independence—Ilast example

Show that X = {e?,e??, e} is a linearly independent
subset of I.

Suppose that 7e® 4 se?* + te3® = (.

Then:
x =0 r+s+t = 0,

r=1 re+ se? +te> =0,
r =2 re? 4+ se* +te® =0,

So we have to solve the matrix equation:

1 1 1 R2:=< Ro 11 1
e e? e3 > 1 e e?
e? et ef R3 ze%Rg 1e2 et

RQ::€_1R2 11 1
N 01 e+1
Ry:=—'—Rs |01 e? 41

_ 11 1
fi3:=Rs RQ, 01 e+l
00e’—e

Therefore, {e%, e?*, e?*} is a set of linearly independent
functions in the vector space I¥.
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The Basis of a Vector Space:
We now combine the 1deas of spanning sets and
linear independence.

Suppose that V' 1s a vector space.
A basis of V' is a set of vectors {z1,zs,..., 25} in V
such that

e V = Span(xy,xo,... ,xk) and

e {x1,x2,...,x} is linearly independent.

o{ L1, 19| is a basis of R

N { ol |9 ,lgl}isabasisofRS.
oo |1

olCEEREE
° { .], [.],..., [f], [f]}isabasisome.

; : 1 0

L0 0 0 1

e {1,z,27} is a basis of Ps.

o {1,z,2%, ..., 2"} is a basis of P,,.

e In general, if W is a vector subspace of V' then the
challenge 1s to find a basis for W.
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