
1prof najlaa fawzi



The idea of statistical inference

Generalisation to the population

Population

Sample

Hypotheses

Conclusions based

on the sample 
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Inferential statistics

• Uses patterns in the sample data to 
draw inferences about the 
population represented, accounting 
for randomness.

• Two basic approaches: 
– Hypothesis testing

– Estimation

• Common goal: conclude on the 
effect of an independent variable 
(exposure) on a dependent variable 
(outcome).
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• The general goal of a hypothesis test is to 

rule out chance (sampling error) as a possible 

explanation for the results from a research 

study.  

• Hypothesis testing is a technique to help 

determine whether a specific treatment has 

an effect on the individuals in a population. 
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The hypothesis test is used to evaluate the 

results from a research study in which 

1. A sample is selected from the 

population.

2. The treatment is administered to the 

sample.

3. After treatment, the individuals in the 

sample are measured. 
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• If the individuals in the sample are noticeably 

different from the individuals in the original 

population, we have evidence that the 

treatment has an effect.  

• However, it is also possible that the difference 

between the sample and the population is 

simply sampling error 
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• The purpose of the hypothesis test is to decide 
between two explanations:

1. The difference between the sample and 
the population can be explained by sampling 
error (there does not appear to be a 
treatment effect)

2. The difference between the sample and 
the population is too large to be 

explained by sampling error (there does 
appear to be a treatment effect).



HYPOTHESIS TESTING
The purpose of hypothesis testing is to help the clinician , 

researcher or the administrator in reaching a decision 

concerning a population by examining a sample from that  

It involves conducting a test 

population.

of statistical significance and 

qualifying the degree to which sampling 

the results observed in a particular study.

variability may 

account for 
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Hypotheses: may be defined simply as statement about one or  

more populations , it is usually concerned with the parameters 

of the population and by means of hypothesis , one can 

determine whether or not such statements are compatible 

with available data. 

Researchers are concerned with two types of hypotheses :

1- Research Hypothesis: is the supposition that motivates the 

researcher , it may be the results of years of observations.

2- Statistical Hypothesis: is a hypothesis that is stated in such away 

that they may be evaluated by appropriate statistical techniques.
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The aim of a statistical test

To reach a scientific decision (“yes” or 

“no”) on a difference (or effect), on a 

probabilistic basis, on observed data.
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Procedure for Performing an Inferential 

Test

Here is a step-by-step procedure for performing inferential 

statistics.

1. Start with a theory 
(TV violence reduces children’s ability to detect violent behavior 

because it blurs the distinction between real and fantasy 

violence)

2. Make a research hypothesis 
(Children who experience TV violence will fail to detect violent 

behavior in other children)
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3. Operationalize the variables

4. Identify the population to which the 

study results

5. Form a null hypothesis for this population

6. Collect a sample of children from the   

population and run the study

7. Perform statistical tests to see if  the

obtained sample characteristics are 

sufficiently different from what would be 

expected under the null hypothesis to be 

able to reject the null hypothesis.
12

should apply
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Tests of Significance: There are many tests of significance developed 

and utilized . 

Most common are '' Z''( normal curve test), students '' t''

test, Chi-square test, F- test.
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Procedure and steps

The steps involved in general in the utilization  of any test of

significance are : 

1- Data
The nature of the data that form the basic for testing is 

determined and well understood. 

The data must be determined whether quantitative or 

qualitative , and it is presented in mean and SD for quantitative 

data, and in frequency and proportion for qualitative data.

Parametric , and non parametric tests? 
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2- Assumptions
The assumptions that are of importance in hypothesis 

testing include: 

a- randomly selection of sample

b- independence of samples

c- normality distribution of the population ****

d- equality of the variance of the population.****

*** Each test of significance has its own proper assumption.
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3- Hypotheses

We have (( 2)) types of statistical hypotheses 

a- Null hypothesis

b- Alternative hypothesis
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null hypothesis

H0: — the ‘null’ hypothesis

Which is defined as the hypothesis of no difference ,

it is a statement of agreement with ( or no difference) . 

The samples or populations being compared in an experiment , 

study or test are similar. 

Any difference occurs is related to chance

to any other factor. 

and not
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B- Alternative Hypothesis{ HA} : or it is the hypothesis of difference 

( so it is the hypothesis adopted when we reject H0). 
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Gastroenteritis  outbreak in city A: 

“The risk of illness was higher among diners 

who ate home cooked meat(RR=3.6).”

Is the association due to chance?
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The two hypothesis

There is NO difference between 

the two groups

(=no effect )

Null Hypothesis (H0)

(e.g.: RR=1)

There is a difference between the 
two groups

(=there is an effect)

Alternative Hypothesis 
(H1)

(e.g.: RR=3.6)
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• Null hypothesis (H0): “There is no association 

between consumption of cooked meat and 

gastroenteritis.”

• Alternative hypothesis (H1): “There is an 

association between consumption of cooked 

meat and gastroenteritis.”
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• Tests of statistical significance

• Data not consistent with H0 :

– H0 can be rejected in favour of some 

alternative hypothesis H1 (the objective of our 

study). 

• Data are consistent with the H0 :

– H0 cannot be rejected

You can not say that the H0 is true. 

You can  only decide to reject it or not reject it.
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H0 is either not rejected [ mean that the data tested do not 

provide sufficient evidence to cause rejection] , or it is rejected 

[ data are not compatible with , but are supportive to some 

other hypothesis which is the alternative hypothesis].

it is important to remember that when we fail to reject H0, 

we do not say that it is true , but it may be true.
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4- Level of Significance
Choosing a level of significance prior to data collection, the

investigator must decide on the level of significant that 

represents a tolerable risk of committing type I error ,

when comparing a new procedure or medication to an 

treatment established ,it is often desirable to select a very low 

value for ( α typically = 0.01), especially if the new treatment 

is know to be associated with substantially greater risk of 

serious side effects.
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Level of significance is the criteria used to reject null 

hypothesis , to find out significance difference between two 

variable.

It is defined as the probability of making  a decision to 

reject the null hypothesis .

The decision is often made by using p value , p value 

denotes significance level.

The significance level is usually set at 0.05 ( p= 0.05).
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The smaller the p- value (significance level) , the more 

significant the result said to be. 

Level of significance it specifies the area under the curve of 

the distribution of test statistics , that represent the basis on  

which determination of the rejection region and acceptance 

region for the tested data.
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Acceptance region : a set of values of the statistical test  

lead to the acceptance of Ho.

Rejection region : a set of values of the statistical test 

lead to the rejection of Ho.
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Critical value : value of test statistics that separate 

therejected region from the acceptance region.

It is the tabulated value that lie on both extremes of the 

acceptance area
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The null hypothesis to be accepted; calculated values 

must be less than the critical value (tabulated value) to fall 

in the acceptance area for null hypothesis & so to accept 

H0.
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5- Selection of the appropriate test statistics
we have to apply test statistics which uses the sample

data to reach a decision to reject or not reject null hypothesis.

6- Statistical decision
Comparison of the calculated test criterion value with that 

of  
the theoretical value(tab value) at 5% , 1%.

if the calculated value test criterion is lower

than the theoretical value, Ho is not rejected

[ avoid using the word accepted]. WHY???.
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If the calculated test criterion value is higher than the   

theoretical value Ho is rejected, and the HA is accepted
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7- Drawing of the conclusion [ or inference]

On the basis of the level of significance is deciding whether 

the difference observed is due  to chance or due to some 

other known factors.
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Possible Out come of a Statistical Test

Ho false & HA true Ho true Statistical decision 

Incorrect decision ,or type 

II error [ we don’t know the 

concurrent risk of 

committing a type II error 

since B is usually 

unknown , but as we know 

that in most practical 

situation  , it is larger than 

α]

Correct decision Do not reject Ho 

Correct decision Incorrect decision or 

type I error ( if we 

made α small , 

therefore the 

probability of a type I 
error is small )

Reject Ho 
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Statistical errors : Statistical errors are used to describe 

possible errors made in statistical decision .

There are two basic types of errors :

1- Type I error

2- Type II error 
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Possible Outcomes in
Hypothesis Testing

Null is True Null is False

Accept

Reject

Correct

Decision

Correct

Decision
Error

Error

Type I Error

Type II Error

Alpha (a)

Difference observed is really 

just sampling error

The prob. of type one error
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Type I Errors

• A Type I error occurs when the sample data 
appear to show a treatment effect when, in fact, 
there is none. 

• In this case the researcher will reject the null 
hypothesis and falsely conclude that the 
treatment has an effect.  

• Type I errors are caused by unusual, 
unrepresentative samples. Just by chance the 
researcher selects an extreme sample with the 
result that the sample falls in the critical region 
even though the treatment has no effect.  

• The hypothesis test is structured so that Type I 
errors are very unlikely; specifically, the 
probability of a Type I error is equal to the alpha 
level.



α error (Type I error) (rejecting true H0) 

Incorrectly rejecting true H0. 

The predetermined risk of accepting HA . 

We observe difference when it is not true --- false positive .

α Is called the size of the test 
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Possible Outcomes in
Hypothesis Testing

Null is True Null is False

Accept

Reject

Correct

Decision

Correct

Decision
Error

Error

Type I Error

Type II Error

Beta (b)

Difference observed is real

Failed to reject the Null
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Type II Errors

• A Type II error occurs when the sample does 
not appear to have been affected by the 
treatment when, in fact, the treatment does 
have an effect.  

• In this case, the researcher will fail to reject 
the null hypothesis and falsely conclude that 
the treatment does not have an effect.  

• Type II errors are commonly the result of a 
very small treatment effect.  Although the 
treatment does have an effect, it is not large 
enough to show up in the research study. 



β error (Type II error) (accepting false H0)

The chance of error associated with the failure to reject 

the null hypothesis given that a difference actually does

exist.

This is the case if we cannot detect a real difference. 

(False negative)for a diagnostic test. 

β error Determine the power of the study 
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Power: is the ability of a statistical test to detect a difference  

of a specified magnitude { known as a clinically important 

difference}, give that this difference exists in the population 

being compared . 

That is , it is the probability that a statistical test will reject Ho 

given that Ho is false. 

Power= 1-B

= probability to detect a real difference = true positive decision

1 - Power = β = probability to accept a false H0.

1 - α = the probability to reject false H0 (i.e. true negative 

decision)
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Although it is possible to guard against a type I 

error simply by using a more strict (lower) level 

of α, preventing a type II error is not so easy.

Because a type II error involves accepting a false 

null hypothesis, the ability of a statistical test to 

avoid a type II error depends on its ability to 

detect a null hypothesis that is false.

This ability is called the power of the test, and it 

is equal to 1 -β: it is the probability that a false 

null hypothesis will be rejected. 

Conventionally, a study is required to have a 

power of 0.8 (or a β of 0.2) to be acceptable—in 

other words, a study that has a less than 80% 

chance of detecting a false null hypothesis is 

generally judged to be unacceptable.
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Calculating β and determining the power of a 

test is complex. Nevertheless, it is clear that a 

test’s power, or ability to detect a false null 

hypothesis, will increase as α increases (e.g., 

from .01 to .05).

There will always be a trade-off between type I 

and type II errors: increasing α reduces the 

chance of a type II error, but it simultaneously 

increases the chance of a type I error.

This will make the critical values of t less 

extreme, thus increasing the size of the areas of 

rejection and making rejection of the null 

hypothesis more likely. 
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Ideally, all studies that report acceptance of 

the null hypothesis should also report the 

power of the test used so that the risk of a 

type II error is made clear.

Increasing the sample size is the most practical 

and important way of increasing the power of a 

statistical test.



Unlike α and B , power is not the risk of a particular error .   

Instead , is the probability that a statistical test will reach 

a particular correct conclusion , the power of a statistical 

to the test is analogous 

Study is required to have a power of 0.8 to be acceptable 

i.e. a study that has less than 80% chance of detecting 

a false null hypothesis is unacceptable

sensitivity (true positive rate) of a  

diagnostic test.
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Ways of Increasing Power:

➢ Increase sample size

➢ Make alpha level less conservative

➢ Use one-tailed versus a two-tailed test

A powerful test decreases the chances of making a Type II 

Error
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POWER: ability to reduce type II error 
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• When a research study predicts a specific 
direction for the treatment effect (increase or 
decrease), it is possible to incorporate the 
directional prediction into the hypothesis test.

• The result is called a directional test or a one-
tailed test.  A directional test includes the 
directional prediction in the statement of the 
hypotheses and in the location of the critical 
region. 
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• For example, if the original population has a 
mean of μ = 80 and the treatment is predicted 
to increase the scores, then the null 
hypothesis would state that after treatment:

H0:  μ < 80   (there is no increase)

• In this case, the entire critical region would 
be located in the right-hand tail of the 
distribution because large values for M would 
demonstrate that there is an increase and 
would tend to reject the null hypothesis.



Meaning of '' Statistically Significance'' and '' Not Statistically 

Significance''  results

Statistical significance is not synonymous with biologic or  

clinical

Conversely ,the failure to demonstrate statistical 

relevance .

does not rule out the existence of a clinically important 

significance

difference between two population. 

Any difference , however small , may be found statistically significant 

( unlikely to have occurred by random chance), if the sample size n is  

sufficiently large. However, a difference of small magnitude while 

statistically significant , may not be clinically important.
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➢ Presence of significance does not prove clinical or 

biological relevance of an effect.

➢ A lack of significance is not necessarily a lack of an  

effect

➢ Absence of evidence is not evidence of absence”.
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Clinically Important Difference[ effect size]

Definition: specifies the difference  between two populations 

parameters that is the meaningful from a clinical perspective 

. 

Two parameters that differ by less than the clinically important 

difference are assumed equivalent from a biological point of 

view
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To compute the power of the test, one offers an 

alternative view about the "true" value of the 

population parameter, assuming that the null 

hypothesis is false. The effect size is the difference 

between the true value and the value specified in 

the null hypothesis.
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Effect size = True value - Hypothesized value 

For example, suppose the null hypothesis states 

that a population mean is equal to 100. A 

researcher might ask: What is the probability of 

rejecting the null hypothesis if the true population 

mean is equal to 90? In this example, the effect 

size would be 90 - 100, which equals -10

The size of the difference between the sample 

mean and the hypothesized population mean 

increases(this is known as the effect size).



prof najlaa fawzi 55

In this example, a difference between a 

hypothesized

population mean IQ of 135 and a sample mean IQ 

of 100 would be detected much more easily (and 

hence the null hypothesis would be rejected more 

easily) than a difference between a hypothesized IQ 

of 135 and a sample mean IQ of 128.



Measuring Effect Size
✓ Statistical significance alone does not imply a 

substantial effect; just one larger than chance

✓ Cohen’s d is the most common technique for 

assessing effect size

✓ Cohen’s d = Difference between the means 

divided by the population standard deviation.

✓ d > .8 means a large effect!
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p-value = probability that our result (e.g. a 

difference between proportions or a RR) or more 

extreme values could be observed under the null 

hypothesis

The P – value Versus The   Level α

A conclusion based on a statistical test is typically reported  

in conjunction with a P- value .

The P-value and α level , while similar in terms of the 

information they symbolize , have slightly different definitions
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A- The P –value represent the actual probability of obtaining 

the particular sample out come ( or one more extreme) from  

a population for which Ho is true . 

That is , it is the probability of a type I error . 

The P- value , therefore , varies from sample to sample .

B- The α - level represent the risk of incurring a type I error that 

the investigator is willing to tolerate .

It is chosen by the investigator and is independent of the data 

obtained from any given sample
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Statistical analysis 

Data were entered into SPSS 18 software and 

analyzed by descriptive statistics (i.e., mean, 

SD, frequency) and comparison means (i.e., 

one way ANOVA, t Test, X2 test). 

A P value less than 0.05 was considered 

significant.

statistically
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Higher knowledge scores toward Hepatitis B 

(P=0.03, P=0.0001, P=0.03, P=0.001, P= 0.02, P=0.02 and 

P=0.0001 respectively), but 

the relationship between their marital state, family history 

of hepatitis and history of hepatitis B vaccination and their 

knowledge toward Hepatitis B was not significant (P>0.05).



Small p values = low degree of compatibility 

between H0 and the observed data: 

→ you reject H0, the test is significant

Large p values = high degree of 

compatibility between H0 and the observed 

data: 

→ you don’t reject H0, the test is not significant

We can never reduce to zero the probability  

that our result was not observed by chance alone
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P-value is the magnitude of chance NOT magnitude 

of effect

➢P-value < 0.05 = Significant findings

➢Small chance of being wrong in rejecting the null

hypothesis

➢ If in fact there is no [effect], it is unlikely to get 

the

[effect] = [magnitude of effect] or more extreme

➢Significance DOES NOT MEAN importance

➢Any extra-large studies can give a very small P-

value even if the [magnitude of effect] is very 

small.
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P-value > 0.05 = Non-significant findings

➢High chance of being wrong in rejecting the null 

hypothesis

➢ If in fact there is no [effect], the [effect] =

[magnitude of effect] or more extreme can be

occurred chance

➢Non-significance DOES NOT MEAN no 

difference, equal, or no association

➢Any small studies can give a very large P-value 

even if the [magnitude of effect] is very large



Levels of significance

We need  a cut-off !

0.01  0.05 0.10

p value > 0.05 = H0 non rejected (non significant)

p value ≤ 0.05 = H0 rejected (significant)

BUT:

Give always the exact p-value rather than 

„significant“ 

vs. „non-significant“.
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• ” The limit for statistical significance was set at 

p=0.05.”

• ” There was a strong relationship (p<0.001).”

• ”…, but it did not reach statistical significance 

(ns).”

• „ The relationship was statistically significant 

(p=0.0361)”
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p=0.05   → Agreed convention

Not an absolute truth

”Surely, God loves the 0.06 nearly as much 

as the 0.05” (Rosnow and Rosenthal, 1991)
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Interpreting the p-value…

0 .01                            .05                     .10

Overwhelming Evidence

(Highly Significant)

p=.0069

Strong Evidence

(Significant)
Weak Evidence

(Not Significant)

No Evidence

(Not Significant)
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As a rough and ready guide , we can think of P- value as indicating the 

strength of evidence like this:   

Little or no evidence of a difference or 
relationship

Greater than 0.1

Weak evidence of a difference or 
relationship 

Between 0.05& 
0.1 

Evidence of a difference or relationshipBetween 0.01 & 
0.05 

Strong evidence of a difference or 
relationship

Less than 0.01

Very strong evidence of a difference or 
relationship

Less than 0.001 
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Criticism on significance testing

“ Epidemiological application need more than a 

decision as to whether chance alone could have 

produced association.” 

→  Estimation of an effect measure (e.g. RR, 

OR) rather than significance testing.

The epidemiologist needs measurements rather 

than probabilities
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2   is a test of association 

OR, RR   are measures of association on a  
continuous scale 

→infinite number of possible values 

The best estimate = point estimate 

Range of values allowing for random variability:  

Confidence interval → precision of the point 
estimate
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What we have to evaluate the study

2 :  A test of association. It depends on sample 

size.

p value : Probability that equal (or more extreme) 

results can be observed by chance 

alone

OR, RR: Direction & strength of association

if > 1 risk factor 

if < 1 protective factor

(independently from sample size)

CI : Magnitude and precision of effect
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P-value vs. 95%CI

❑Always report 95%CI with p-value, NOT report 

solely p-value

❑Always interpret based on the lower or upper 

limit of the confidence interval, p-value can be 

an optional

❑Never interpret p-value > 0.05 as an indication of 

no difference or no association, only the CI can 

provide this message



Comments on p values and CIs

➢ A huge effect in a small sample or a small effect 

in a large sample can result in identical p
values.

➢ A statistical test will always give a significant 

result if the sample is big enough.

➢ p values and CIs do not provide any information 

on the possibility that the observed association 

is due to bias or confounding.
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