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When we do not know the population variance or 

we rely 

and standard deviation. 

In this case the distribution will follow t-distribution 

standard deviation. on the sample variance

instead of Z distribution.

Z = (m -μ) / (δ/ √n), and δ=? Then we use S→ t = (m - μ) / (S/√n) 
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t-distribution curve is characterized by:

1-It has a mean of zero.

2-It is symmetrical around its mean.

3-Its range lie between – α    &   + α.

4-The quantity (n-1) which is called the degree of 

freedom (d. f) ,is used in computing the sample 

variance.
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5-Compared with normal distribution; it is of lower 

peak & higher tails. 

This is because the variability is dependent upon 

S instead of δ and since the variability within the 

sample is larger than that within the population, 

then S is usually > than δ.

6-It approaches normal distribution as (n-1) 

approaches infinity.

As the sample size increases and approaches the 

normal distribution. 
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This is at n > 200), then we will shift from t-distribution to 

Z-distribution.

Notes about t-table: 

1)The increase in the value of degree of freedom (d. f): 

From 1 to 30 is by 1 (i.e. 1, 2, 3...).

From 30 to 50 is by 5 (i.e. 30, 35, 40…).

From 50 to 100 is by 10 (i.e. 50, 60, 70…).

From 100 to 200 is by 20 (i.e. 120,140,160…).
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2)If we do not find the value of d. f that we want, we choose the

nearest one, e.g. 41→ 40, 148→ 140, 96→100, and for 150 either

140 or 160.

3)The table stops at 200 and shifts to ∞. Here we will shift to Z table

& Z- distribution.

4)To find t-value we use t-table.

The tabulated value for t depends upon 2 factors; d .f (i.e. sample size 

& the probability of error {α} (1- α/2) .

t
df

(1- α/2) 
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CHOOSING Z or t the variability of the sample (S2 & S) approaches

that of the population as the sample size increases so the question

will be :  when we can use Z instead of t-distribution (i.e. when to 

state that S ≈ δ) :

There is no simple answer to the question. " how large is a large

sample?" 

We should be reasonably safe with inferences about means if the

sample is greater than 100 for a single sample , or if both samples are 

greater than 50 for two samples . 
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The application of statistical methods is a matter of judgment as well

as knowledge .

d. f  ≤ 30 → we have to use t test

d. f  31-60 → t test is preferred on Z
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Calculated t & Confidence Intervals using t-distribution

For population mean: t = (m - μ) / (S/√n)

%C.I for μ = m ± x  S /√n) , where d. f = n-1t

(df &  (1 - α/2) 

Example : using specimens obtained from 10 individuals for teeth

contents calcium with m = 35.7 & S = 0.7. 

What is the expected population mean?

95%C.I for μ = m ± (9 t 0.975 x  S /√n) = 35.7 ± (2.262 * 0.7/√10) =

35.15 to 36.17
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From the rules of confidence intervals using t-distribution we notice

that the interval is affected by sample size more than with using Z

distribution as with t-distribution even the tabulated value is affect

by the sample size and not only the standard error.
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Criteria for applying t-test

1. Quantitative data

2. Random samples (two samples only)

3. Variables normally distributed

4. Sample size less than 30. 
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Applications of the t- test

1- One sample t-test, tests the mean of a 

single group against a known mean.{ 

Sample mean and population mean}.

2-Independent Samples t-test  (pooled t –

test)

Compare the means for two small 

groups.

3- Paired t-test compares means from 

the same group at different times.



What is really going on with t Tests?
➢ Essentially the difference between the means 

of the two groups is being compared to the 

estimated standard error.

➢ t = difference between group means/estimated 

standard error

➢ t = variability due to chance + independent 

variable/variability due to chance alone

➢ The t distribution is the sampling distribution 

of differences between sample means. 

(comparing obtained difference to standard 

error of differences)
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Assumptions made in the use of t-test are:

1- Samples are randomly selected

2- Samples are independents

3-Variables follow normal distribution

4-Sample variances are same in both the groups 

under study. The variances of the two 

populations are equal.



Logic of Hypothesis Testing

Making inferences from sample means to population 

means

Hypotheses about means

H0       : µ1 = µ2 = µ 

:µ1  ≠µ 2HA 

Reject H0 if its probabilityof being true is small 

(alpha level)

Calculate sample statistic (example t value)

Compare to critical value on the t distribution

One tail vs. two-tailed tests
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Critical Value and Region for One Tailed Test

Note: SPSS gives two-tailed probability; divide by 2 to 

obtain One-tailed probability

df = 19

α = 0.05 

t = 1.729
Critical Value and Region for Two Tailed Test

df = 19

/2 .025

α

t = 2.093
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The Effect of Sample Size

df = 9       df = 99 df = ∞



Single Sample t-Test

Rationale: To test whether a sample mean differs significantly 

from a known population mean.

Mean Hb level of 25 preschool children was observed to be 

10. 6 g/dl with SD 1.15 g/dl ; by using α  0.05. Is it significantly 

different from mean Hb level of the population of 11 g/dl? 

PROF DR NAJLAA FAWZI 19



PROF DR NAJLAA FAWZI 20

Data: represent the mean Hb level (10.6g/dl ) of 25 

preschool children, with SD of 1.15g/dl .And 

population mean Hb level was 11 g/ dl.

Assumption: we assume that the sample is 

randomly selected from normally distributed 

population.

Hypothesis:

Ho: there is no significant difference in mean 

Hb level of the sample from those in the 

population. m= μ

HA: there is a significant difference between 

mean Hb level of the sample from that in the 

population. m ≠ μ



PROF DR NAJLAA FAWZI 21

Level of significance:

α = 0.05 

5% chance factor effect

95% influencing factor effect

d. f = n-1

d .f = 25 -1 =24

Critical point =   tabulated t =   d. f & (1- α 

/2) {from t distribution table).

d .f  (24) &   1- α /2  (0.975)  = 2.064
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Testing significance: 

calculated t = m - μ / (SD/√n)

calculated t = m - μ /SE of difference 

SE = SD/√n= 1.15 /√25= 0.23

Cal t = (10.6 – 11) = -1.74

Decision and conclusion:

Cal t < tab t (1.74<2.064)

Cal t falls in acceptance area of Ho.

We not reject H0

P > 0.05

The difference between the mean Hb levels of 25 

preschool children and that of population was not 

significant.
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1: Below are the heights of randomly selected 24 male in the 

age of 2, having sickle cell anemia. The mean Ht of that age 

and gender in that population is 86.5 cm. Dose the sample 

provide sufficient evidence about the effect of this disease on 

the heights of children?

Heights:84.4,89.9,89,81.4,87,78.5,84.1,86.3,80.6,80,81.3,86.8,

83.4,89.8,85.9,80.6,85,82.5,80.7,84.3,85.4,85,58 & 81.9.

Data represent the heights of 24 male children suffer 

from sickle cell anemia with mean height 48.1 cm and 

standard deviation of 3.11 cm, and the standard height 

of children at that age and gender is 86.5cm.
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Assumption: we assume that the sample is randomly 

selected from normally distributed population. 

Hypothesis: 

Ho: there is no significant difference in mean heights of the 

sample from those in the population.

HA: there is a significant difference between…

Level of significance: 

α = 0.05 → 5% chance factor effect

95% influencing factor effect

d. f = 24 -1 = 23   

Critical point = tabulated t =  d.f t(1- α /2) 

= 23t0.975 = 2.069 
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Testing significance: calculated t = (m - μ) / (S/√n) 

= (84.1 – 86.5) / (3.11/√24) = 

- 3.81

Conclusion: calculated t falls in the rejection area so we 

reject H0 & accept HA, i.e. there is a significant difference in 

heights between the sickled sample and the normal 

population. Or there is a significant effect of S.C.A on the 

height for that age and gender.



Independent Groups t-Test

Rationale :  To test whether two independent sample

means come from different populations 

The two groups represent the independent variable 

The two group means are statistics of the dependent  

variable

( pooled t –test)
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Advantages of Independent Sample  Designs

Independent Designs have no carryover effects

Independent designs do not suffer from fatigue 

or practice   effects

You do not have to worry about getting people 

to show up more  than once

Demand characteristics may be stronger in 

repeated measure studies than in independent 

designs

Since more individuals participate in 

independent design studies, the results may be 

more generalizable
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This is a one-time test, not over time with 

multiple observations.

Disadvantages of Independent Sample Designs
▪ Usually requires more subjects (larger n)

▪ The effect of a variable cannot be assessed for each   

individual, but only for groups as a whole

▪ There will be more individual differences between groups, 

resulting in more variability



Does the socioeconomic status had effect on the birth weight? 

α 0.01 

Data: n= 15; mean B. wt 2.91kg , SD 0.27[ high social class]; 

n=10 ; mean B. wt 2.26 kg , SD 0.22 [ low social class].

H0  m1 = m2 ; HA m1 and m2 not the same

Assumption

Level of significant

α 0.01 df n1+ n2 -2   15+10 -2 = 23 tab t = 2.807
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Example : The mean values of B. wt are given below by 

socioeconomic status .
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The nominator of the equation captures difference 

in means, while the denominator captures the 

variation within and between each group.

Important point: of interest is the difference 

between the sample means, not sample and  

population means.  

However, rejecting the null means that the two 

groups under analysis have different population 

means.



Test criteria (t) : t = m1-m2 / SE (m1-m2)  [ SE of difference]

Calculated t = (m1-m2) - (μ1-μ2) / Sp√ (1/n1+1/n2)

Sp = √S p 2 =

(pooled variance) = √ [(n1-1) S1 2 + (n2-1) S22 / (n1 + n2 - 2)]

Sp= √(0.27)2(15-1)+ (0.22)2(10-1)/15+10-2

Sp=0.25

Sp√ (1/n1+1/n2

SE= 0.25 √ 1/15+1/10

SE=0.25X 0.407= 0.101 

Calculated t =2.91-2.26/0.101  = 6.435
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Conclusion : Since cal t > tab t   p <0.01  Reject H0 Accepte HA. 

The socioeconomic statuts had effect  on birth weight
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A paired t test (also called a correlated pairs t-

test, a paired samples t test or dependent 

samples t test) is where you run a t test on 

dependent samples.

Dependent samples are essentially connected —

they are tests on the same person or thing. 



Paired-Groups t- Test

❑ The two samples are not independent.

Rationale:

❑ Subjects in one sample are paired with subjects in the 
second sample

Examples of pairing

Matching on a characteristic (e.g., gender, age, IQ)

Pairing based on a specific relationship (e.g., 

twins, husband-wife)

Subjects appear in both samples of observations 

(e.g., repeated measures) 

n refers to the number of pairs

df = n-1

PROF DR NAJLAA FAWZI 35



t –test is applied to paired data of observations from 

one sample only when each individual gives a pair of 

observations. 

Examples is the comparison of the Hb values of persons  

byestimated 

Another example is comparison of measurements of 

two methods . 

before and after  skin fold thickness or height of individuals 

some

for samples with matched 

experiment. 

The use of the test is restricted 

pair of less than 30. 

PROF DR NAJLAA FAWZI 36



This technique is applied in order to eliminate as 

possible a maximum number of sources of variation by 

much as 

making the pairs similar [identical ] to each other with respect 

to as many variables as possible [ for the same persons two 

measurements one before and one after as the difference 

is 
mostly due to the effect of the factor itself ]. 

Pairs of twins or siblings also can be use.
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Reasons for Pairing : it frequently true that true  

differences do not

the variable of interest , but the 

exist between two pop with respect to 

sources of variations may cause 

presence of other [ extraneous] 

rejection of the hypothesis 

of no difference. 

On the other hand true 

by the presence of extraneous factors.

differences may also be masked 
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Therefore the objective in paired comparison tests: 

1- To eliminate a maximum number of sources of extraneous 

variation by making the pairs similar with respect to as 

many variable as possible. 

2- Fewer subjects are used with repeated measurements on 

each one , this is of value specially if subjects are scare or 

expensive to recruit. 
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Disadvantages of Paired Comparisons: 

1- Considerable time & expenses are needed in our trying to 

match individuals on one or more relevant variables.

2- Loss of degrees of freedom , if we do not use paired  

observation, we have (n1-1) + (n2-1) , as compared to n-1 

when we use the paired comparison procedure.

3- Carry –over effect especially when one or more treatment 

are being evaluated with possibility of residual effect from 

previous treatment . 

This problem is solved by allowing a sufficient length of time 

between treatment . 
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4- Position effect; a subject response to a treatment 

experienced last in a sequence may be different from the 

response would have occurred if been first in sequence . 

This problem can be solved by randomize the

sequence of treatments independently  for each subject.
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Example :

A sample of 10 people with systolic B.P in mmHg before and 

after administrating antihypertensive drug as shown below. 

Is the drug significant in lowering blood pressure?

160140170150160130120150130150After

190170160170180130130170140180Before
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d2Difference 

(d)

AfterBefore

90030150180

10010130140

40020150170

10010120130

00130130

40020160180

40020150170

100-10170160

90030140170

90030160190

4200(Σd2)160(Σd)1420(Axe)1610(Ax)
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Data: represent SBP measurements of 10 hypertensive patients 

before and after taking the hypotensive drug with mean SBP 

161mmHg before and 142mmHg after & SD of difference is 

13. 49mmHg.

Assumption:

We assume that the sample of the 10 patients was

randomlyselected from normally distributed population.

Hypotheses:

H0: no significant difference in means of SBP in relation to drug 

administration. 

Or there is no significant effect of the drug on SBP.
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HA: there is significant…

Level of significance:      α= 0.05 → 5% chance factor effect

95% influencing factor effectd. f = 10 -1 = 9  

Critical point = tabulated t =  df t(1- /2) = 9t0.975 = 2.2622   α

Cal t = mean of difference / SE of difference

Mean of difference = 160/10= 16

SD of difference= 13.498

SE of difference = 4.268

Cal t= 16/ 4.268= 3.748

(fall in the rejection area), so as calculated t > tabulated t … 

We reject H0 and accepted HA.

→ P < 0.05
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Example : A certain breed of rats shows a mean weight gain 

of 65g during the 1st 3 months of life. A sample of 16 of 

these rats were fed a new diet from birth until the age of 3 

months, the mean 

weight was 60.75g. If the population variance is 10, is there 

a reason to believe at 5% level of significance that the new 

diet induced a change in the average amount of gained 

weight? 

Tabulated value = critical value = 1.96 (Z-distribution)

Calculated value = Z = (m – μ) / (δ/√ n) = (60.75-65)/( √10/√16) 

= - 5.33 fall in the rejection area
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Z (Normal Curve Test)  

Normal test is utilized for differences between mean 

values based on large samples. 

Examples for comparing

1- two sample means

2- sample mean with population mean 

3- two sample proportions [or percentages]

4- sample proportion with population proportion 
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Comparison of Means of Two Samples

Example:    Details of study on arm circumference of American and 

Indian preschool children are given. Can we inference that arm 

circumference is different between them? 

No. of children

American                          Indian 

mean

625 625

SD

20.5 15.5

5 5.4

Critical ratio Z =      M1-M2 / √(SE1)2 + (SE2)2

Z = 20.5 - 15.5/ 0.2947 = 5/ 0.2947= 16.985

Z is greater than tab Z 2.58 ,     we reject Ho
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Comparison of sample mean with population mean

When population variance is known and if it is desired to test the 

difference between sample mean and population mean , 

normal curve test is utilized .  

N. B even for small sample size. 

Z= mean - μ / √SD2/n ; mean of sample , μ population mean, 

SD2 is the variance of the population and n is the sample 

size chosen at random. 
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Example : Mean serum vit A level of 10 students was 22mg /dl ; 

Dose this mean value differ from a mean of population 25gm/ dl 

with population variance of 40? 

Z= mean- μ / √SD2/n  =   22-25/ √40/10   =   3/√4 = 1.5

P> 0.05 , NOT REJECT Ho

Theoretical value at 5% = 1.96  1.5<1.96 
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Differences between two sample proportions

For assessing the significance of differences between 2 

large sample proportions.

normal curve test is utilized

Z = Differences in proportions/ SE of differences in proportions 

Z= p1- p2 / √PQ (1/n1+ 1/n2)

P= n1p1+ n2p2/ n1+n2   and Q = 1- P
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Example  : Details of population surveyed with nutritional 

deficiencies are given. Is there any sig of difference in the 

prevalence of nutrition deficiency between the villages? 

& 0.01 

Village A              Village B

Sample size n1 = 150                    n2 =160 

Subjects with clinical def 129                      110

Proportion with clinical  p1 129/150= p2 110/ 160=0.6875    

def

0.86
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Z = p1 - p2 / √PQ (1 /n1 + 1 /n2)

P= p1n1+p2n2/ n1+n2

P= 239/310 = 0.771 

Q = 1- 0.771 = 0.229

Z= 0.86-0.6875/ √(0.771)(0.229)[ 1/150+ 1/160

Z= 0.1725/ 0.047755= 3.61

P<0.01 reject Ho 

Cal Z greater than tab Z 
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Comparison of sample proportion with population proportion

Testing the validity of sample characteristics with these of 

population characteristics . p sample proportion , P population 

proportion . 

Z = p- P/√PQ(1/n)

Q= 1-P

Example: In a study among 2428 boys aged 7-12 years, 461 were 

over weight or obese . On the basis of this study can we conclude 

that more than (15%) of the boys aged 7-12 years in the  sampled 

population are obese or over weight ? & 0.05 

PROF DR NAJLAA FAWZI 54



prop in sample = 461/ 2428= 0.189 

Prop in population= 0.15

Q= 1-0.15= 0.85

Z = p- P/√PQ(1/n)

Z= 0.189- 0.15/ √(0.15)(0.85)(1/2428)

Z= 5.571 
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