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Background 
Definition: A random bit generator is a device or algorithm which 
outputs a sequence of statistically independent and unbiased binary 
digits.  

Remark: A random bit generator can be used to generate (uniformly 
distributed) random numbers. For example, a random integer in the 
interval [0,n] can be obtained by generating a random bit sequence of 
length log2

|n+1| bits, and converting it to an integer.  

Definition: A Pseudo Random Bit Generator (PRBG) is a deterministic 
algorithm which, given a truly random binary sequence which 
“appears” to be random. The input to the PRBG is called the seed, 
while the output of the PRBG is called a pseudorandom bit sequence.  

A minimum security requirement for a pseudorandom bit generator is 
that the length k of the random seed should be sufficiently large so 
that a search over 2k elements (the total number of possible seeds) is 
infeasible for the adversary.  



Random and Pseudorandom Bit Generation  
Linear congruence: The following algorithm which is called Linear Congruential 
Generation (LCG) generates a sequence S of random numbers S={x1,x2,…,xk}. 
 
INPUT : x0,a,b,m,k 
PROCESS : For j := 1 to k 
           xj := a.xj-1+ b (mod m) 
     EndFor {j} 
OUPUT :  the sequence S 
END. 
  
Example : 
Let x0=5, a=11, b=73, m=1399 and k=5, then 
x1=11(5)+73 (mod 1399) = 128 
x2=11(128)+73 (mod 1399) = 82 
x3=11(82)+73 (mod 1399) = 975 
x4=11(975)+73 (mod 1399) = 1005 
x5=11(1005)+73 (mod 1399) = 1335 
S = {128,82,975,1005,1335}. 
 
HW: Use the Quadratic Congruential Generation (QCG) to generate S with length L. 
xj := a.x2

j-1 + b. xj-2 + c (mod m) 



Random and Pseudorandom Bit Generation  
Requirements for Random Number Generators 
Ideally a pseudo-random number generator would produce a 
stream of numbers that: 
 Are uniformly distributed. 
 Are uncorrelated. 
 Never repeats itself. 
 Satisfy any statistical test for randomness. 
 Are reproduceable (for debugging purposes). 
 Are portable (the same on any computer). 
 Can be changed by adjusting an initial “seed” value. 
 Can easily be split into many independent subsequences. 
 Can be generated rapidly using limited computer memory. 
 
In practice it is impossible to satisfy all these requirements 
exactly.  



Statistical Tests 

The 2 Distribution  

can be used to compare the 
goodness-of-fit of the observed 
frequencies of events to their 
expected frequencies under a 
hypothesized distribution. The 
2 distribution with  degrees 
of freedom arises in practice 
when the squares of  
independent random variables. 

Table gives some percentiles of 
the 2 distribution for various 
degrees of freedom degree.  



Statistical Tests 
Hypothesis Testing 
 Definition: A statistical hypothesis, denoted H0, is an assertion 

about a distribution of one or more random variables. 
 A test of a statistical hypothesis is a procedure, based upon the 

observed values of the random variables, that leads to the 
acceptance or rejection of the hypothesis H0.   

 Definition: The significance level of the test of a statistical 
hypothesis H0 is the probability of rejecting H0 when it is true. 

 H0 : a given binary sequence was produced by a random bit 
generator. 

 a significance level is =0.05 might be employed in practice.  
 Statistics are generally chosen so that they can be efficiently 

computed, and so that they (approximately) follow a 2 distribution.  
The value of the statistic for the sample output sequence is 
compared with the value expected for a random sequence.  

 If the value Xs of the statistic for the sample output sequence 
satisfies Xs>x, then the sequence fails the test; otherwise, it passes 
the test. 



Golombs Concept of Randomness  
Definition: Let S=s0,s1,s2. be an infinite sequence. The subsequence 
consisting of the first n terms of S is denoted by Sn=s0,s1,s2,…,sn-1. 

Definition: The sequence S=s0,s1,s2 . . . is said to be n-periodic if si=si+n for 
all i0. The sequence s is periodic if it is n-periodic for some positive integer 
n. The period of a periodic sequence S is the smallest positive integer n for 
which s is n-periodic.  

Definition: Let S be a sequence. A run of S is a subsequence of S consisting 
of consecutive 0s or consecutive 1s which is neither preceded nor 
succeeded by the same symbol. A run of 0s is called a gap, while a run of 
1s is called a block.   

Definition: Let S= s0,s1,s2 be a periodic sequence of period n. The 
autocorrelation function of S is the integer-valued function C(t) defined as: 

n.C() =                            , 0n-1. 

The autocorrelation function C() measures the amount of similarity 
between the sequence S and a shift of S by  positions.  



Golombs Concept of Randomness  
Definition: Let S be a periodic sequence of period n. Golombs randomness postulates are 
the following: 
 R1: In the cycle Sn of S, the number of 1s differs from the number of 0s by at most 1.  
 R2: In the cycle Sn at least half the runs have length 1, at least one-fourth have length 2, 

at least one-eighth have length 3, etc., as long as the number of runs so indicated 
exceeds 1. Moreover, for each of these lengths, there are (almost) equally many gaps 
and blocks.  

 R3: The autocorrelation function C() is two-valued. That is for some integer K: 
     n.C() =                                      =  
  
Definition: A binary sequence which satisfies Golombs randomness postulates is called a 
pseudo-noise sequence or a pn-sequence. 
 
Example: (pn-sequence) Consider the periodic sequence S of period n=15 with cycle 
S15=011001000111101 
The following shows that the sequence S satisfies Golombs randomness postulates.  
R1: The number of 0s in s15 is 7, while the number of 1s is 8. 
R2: S15 has 8 runs. There are 4 runs of length 1 (2 gaps and 2 blocks), 2 runs of length 2 (1 
gap and 1 block), 1 run of length 3 (1 gap), and 1 run of length 4 (1 block).  
R3: The autocorrelation function C() takes on two values :C(0)=1 and C()=1/15 for 
114. Hence, S is a pn-sequence.  



Standard Statistical Randomness Tests 
Let S=s0,s1,s2…,sn-1 be a binary sequence of length n. It is important to 
mention that the frequency, run and auto correlation test are called the 
Main Binary Standard Randomness Tests (MBSRT). 

Assume that the outcome of a random experiment falls into one of k 
categories, and assume by hypothesis that pi is the probability that the 
outcome falls into category i, assume that L independent observation is 
made, and let Qi be the number of observation falling into category i, in 
order to test the hypothesis the quantity T is compared:   

T =    …(1) 

 

If the hypothesis is true, the value T is distribute according to the 2 
distribution with =k-1 degree of freedom, the hypothesis is rejected if Qi 
and Lpi are too different, i.e. if T is too big, that means we set some pass 
mark T0 and reject the hypothesis if T greater than T0,  will be the 
significance level of the test, of course Ei=Lpi s.t. Ei is the expected value of 
occurrence of outcome i. 

 



Standard Statistical Randomness Tests 
Frequency test  
this test is determine whether the number of 0s and 1s in S are approximately the same, Let n0, n1 denote the 
observed number of 0s and 1s in S, respectively. The expected value is n/2. The statistic used is: 
X1 =      …(2) HW: Prove the equality? 
 
which approximately follows a 2 distribution with 1 degree of freedom. 

 Serial test (two-bit test) 
this test is determine whether the number of occurrences of 00, 01, 10, and 11 as subsequences of s are approximately 
the same. let n00, n01, n10, n11 denote the observed number of occurrences of 00,01,10,11 in s, respectively. Note that 
n00+n01+n10+n11=n-1 since the subsequences are allowed to overlap. The expected value is (n-1)/4.  The statistic used is: 
 
X2 =     …(3) 
 
which approximately follows a 2 distribution with 3 degrees of freedom.  

 Poker test  
Let m be a positive integer such that m3, and let k=m. Divide the sequences into k non-overlapping parts each of 
length m, and let ni be the observed number of occurrences of the ith type of sequence of length m, 0im. This test 
determines whether the sequences of length m each appear approximately the same number of times in s. The 
expected value of the string which consists of i (1’s) : 
Ei=                            The statistic used is: 
 
 
X3 =     …(4) 
  
 
which approximately follows a 2 distribution with =m degrees of freedom. Note that the poker test is a generalization 
of the frequency test: setting m=1 in the poker test yields the frequency test.  

 



Standard Statistical Randomness Tests 
Runs test 
This is determine whether the number of runs (of either zeros or ones) of various 
lengths in the sequence s is as expected for a random sequence. The expected number 
of gaps (or blocks) of length i in a random sequence of length n is: 
Ei =  
 
Let k be equal to the largest gap (block). Let Bi, Gi, be the observed number of blocks 
and gaps, respectively, of length i in S for each i, 1ik. The statistic used is: 
X4 =    …(5) 
 
which approximately follows a 2 distribution with 2k-2 as a degrees of freedom.  

Autocorrelation test 
this test is check for correlations between the sequence s and (non-cyclic) shifted 
versions of it. Let  be a fixed integer, 1n/2. The expect value E=(n-)/2. The number 
of bits in S not equal to their -shifts is: 
S =                                   ,  
where  denotes the XOR operator. 
Let n0() and n1() denote the observed number of 0s and 1s in A(), respectively. The 
statistic used is: 
X5                                               …(6) 
 
which approximately follows a 2 distribution with =1 degrees of freedom. 
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Standard Statistical Randomness Tests 
Example: (basic statistical tests) 
Consider the sequence S of length n = 160 obtained by replicating the 
sequence four times: 11100 01100 01000 10100 11101 11100 10010 
01001. 
• Frequency test: n0=84, n1=76, E=80 and X1 is 0.4. 
• Serial test: n00=44, n01=40, n10=40, n11=35, E=39.75, and X2 is 1.025.  
• Poker test: Here m=3. The blocks #“000”=5, #(“001”+“010”+ 

“001”)=28, #(“011”+“110”+“101”)=12, #“111”=7, E0=6.667, 
E1=20.001, E2=20.001, E3=6.667 and X3 is 6.834.  

• Runs test: Here E1=20.25, E2=10.0625, E3=5, and k=3. There are 25, 
4, 5 blocks of lengths 1, 2, 3, respectively, and 8, 20, 12 gaps of 
lengths 1, 2, 3, respectively. X4 is 31.7913. 

• Autocorrelation test: If =3, n0(3)=80 and n1(3)=77. The value of the 
statistic X5 is 0.115.  

For a significance level of =0.05, the threshold values for X1, X2, X3, X4, 
and X5 are 3.8415, 7.8415, 7.8415, 31.787, and 0.115, respectively. 
Hence, the sequence S passes the frequency, serial, poker and 
autocorrelation tests, but fails the runs test. 


