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Lecture Two 

Randomness 

 

4. Statistical Tests  

Every binary sequence should have about the same number of ones 

and zeros, about half the runs (sequences of the same bit) should be of 

length one, one quarter of length two, one eighth of length three, and so 

on. They should not be compressible. The distribution of run lengths for 

zeros and ones should be the same. These properties can be empirically 

measured and then compared to statistical expectations using a chi-

square test. 

In this section we present some tests designed to measure the quality 

of a generator purported to be a random bit generator. While it is 

impossible to give a mathematical proof that a generator is indeed a 

random bit generator, the tests described here help detect certain kinds 

of weaknesses the generator may have. This is accomplished by taking a 

sample output sequence of the generator and subjecting it to various 

statistical tests. Each statistical test determines whether the sequence 

possesses a certain attribute that a truly random sequence would be likely 

to exhibit; the conclusion of each test is not definite, but rather 

probabilistic. An example of such an attribute is that the sequence should 

have roughly the same number of 0s as 1s. If the sequence is deemed to 

have failed any one of the statistical tests, the generator may be rejected 

as being non-random; alternatively, the generator may be subjected to 

further testing. On the other hand, if the sequence passes all of the 

statistical tests, the generator is accepted as being random. More 

precisely, the term “accepted’ should be replaced by “not rejected, since 

passing the tests merely provides probabilistic evidence that the generator 
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produces sequences which have certain characteristics of random 

sequences.  

 

4.1 Normal and Chi-square Distributions  

The normal and 
2
 distributions are widely used in statistical 

applications. 

Definition(4.1): If the result X of an experiment can be any real number, 

then X is said to be a continuous random variable.  

Definition(4.2): A probability density function of a continuous random 

variable X is a function f(x) which can be integrated and satisfies:  

i. f(x)≥0, xR. 

ii. 




dx)x(f  =1. 

iii. a,bR, P(a<X<b)= 




dx)x(f .  

 

4.1.1 The Normal Distribution  

The normal distribution arises in practice when a large number of 

independent random variables having the same mean and variance are 

summed.  

Definition(4.3): A (continuous) random variable X has a normal 

distribution with mean  and variance 
2
 if its probability density 

function is defined by: 

f(x)=













2

2

2

)x(
exp

2

1
, -<x< 

Remark(4.1): X is said to be N(,
2
). If X is N(0,1), then X is said to 

have a standard normal distribution.  
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A graph of the N(0,1) distribution is given in Figure (4.1). The graph is 

symmetric about the vertical axis, and hence P(X>x)=P(X<-x) for any x. 

 

Figure (4.1) The normal distribution N(0,1). 

Table (4.1) gives some percentiles for the standard normal 

distribution. For example, the entry (=0.05,x=1.6449) means that if X is 

N(0,1), then X exceeds 1.6449 about 5% of the time.  

Table (4.1) selected percentiles of the standard normal distribution. if X is a 

random variable having a standard normal distribution, then P(X>x)=. 

 0.1 0.05 0.025 0.01 0.005 0.0025 0.001 0.0005 

x 1.2816 1.6449 1.9600 2.3263 2.5758 2.8070 3.0902 3.2905 

 

The following remark can be used to reduce questions about a normal 

distribution to questions about the standard normal distribution.  

 

Remark(4.2): If the random variable X is N(,
2
), then the random 

variable Z=(X-)/ is N(0,1).  

 

4.1.2 The 
2
 Distribution  

The 
2
 (chi-square) distribution can be used to compare the 

goodness-of-fit of the observed frequencies of events to their expected 
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frequencies under a hypothesized distribution. The 
2
 distribution with  

degrees of freedom arises in practice when the squares of  independent 

random variables having standard normal distributions are summed. 

 

Definition(4.4): A (continuous) random variable X has a 
2
 (chi-square) 

distribution with  degrees of freedom if its probability density function 

is defined by: 

f(x)=


















0x,0

x0,ex
2)2/(

1 2/x2/

2/
 

where  is the gamma function. The mean and variance of this 

distribution are  = , and 
2
 = 2.  

A graph of 
2
 distribution with =7 degrees of freedom is given in 

Figure (4.2). 

 

Figure (4.1) The 
2
 distribution (chi-square) with =7 degrees of freedom. 

Table (4.2) gives some percentiles of the 
2
 distribution for various 

degrees of freedom degree. For example, the entry =5 and column 

=0.05 is 
2
=11.0705; this means that if X has 

2
 distribution with 5 

degrees of freedom, then X exceeds 11.0705 about 5% of the time. 
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Table (4.2) selected percentiles of the 
2
 (chi-square) distribution. A(,)-entry 

of x in the table has the following meaning: If X is a random variable having a 


2
 distribution with  degrees of freedom, then P(X>x)=. 

 

The following remark relates the normal distribution to the 
2
 

distribution. 

 

Remark(4.3): If the random variable X is N(,
2
), 

2
>0, then the random 

variable Z=(X-)
2
/

2
 has a 

2
 distribution with 1 degree of freedom. In 

particular, if X is N(0,1), then Z=X
2
 has a 

2
 distribution with 1 degree of 

freedom. 
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4.2 Hypothesis Testing 

Definition (4.5): A statistical hypothesis, denoted H0, is an assertion 

about a distribution of one or more random variables. 

A test of a statistical hypothesis is a procedure, based upon the 

observed values of the random variables, that leads to the acceptance or 

rejection of the hypothesis H0. The test only provides a measure of the 

strength of the evidence provided by the data against the hypothesis; 

hence, the conclusion of the test is not definite, but rather probabilistic. 

 

Definition (4.6): The significance level of the test of a statistical 

hypothesis H0 is the probability of rejecting H0 when it is true. 

In this section, H0 will be the hypothesis that a given binary sequence 

was produced by a random bit generator. If the significance level cat of a 

test of H0 is too high, then the test may reject sequences that were, in fact, 

produced by a random bit generator. On the other hand, if the significance 

level of a test of H0 is too low, then there is the danger that the test may 

accept sequences even though they were not produced by a random bit 

generator. It is, therefore, important that the test be carefully designed to 

have a significance level that is appropriate for the purpose at hand; a 

significance level or between 0.001 and 0.05 might be employed in 

practice. A statistical test is implemented by specifying a statistic on the 

random sample. Statistics are generally chosen so that they can be 

efficiently computed, and so that they (approximately) follow an N(0,1) 

or a 
2
 distribution.  The value of the statistic for the sample output 

sequence is computed and compared with the value expected for a 

random sequence.  
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Suppose that a statistic X for a random sequence follows a 
2
 distribution 

with  degrees of freedom, and suppose that the statistic can be expected 

to take on larger values for nonrandom sequences. To achieve a 

significance level of , a threshold value x is chosen (using Chi square 

table) so that Pr(X>x)=. If the value Xs of the statistic for the sample 

output sequence satisfies Xs>x, then the sequence fails the test; 

otherwise, it passes the test. 

 


